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Far-from-equilibrium situations are ubiquitous in nature. They are respon-

sible for a wealth of phenomena, which are not simple extensions of near-

equilibrium properties, ranging from fluid flows turning turbulent to the highly

organized forms of life [1]. On the fundamental level, quantum fluctuations or

entanglement lead to novel forms of complex dynamical behaviour in many-body

systems [2] for which a description as emergent phenomena can be found within

the framework of quantum field theory. A central quantity in these efforts, con-

taining all information about the measurable physical properties, is the quantum

effective action [3]. Though the problem of non-equilibrium quantum dynamics

can be exactly formulated in terms of the quantum effective action, the solu-

tion is in general beyond capabilities of classical computers [4]. In this work, we

present a strategy to determine the non-equilibrium quantum effective action [5]

using analog quantum simulators, and demonstrate our method experimentally

with a quasi one-dimensional spinor Bose gas out of equilibrium [6, 7]. Building

on spatially resolved snapshots of the spin degree of freedom [8], we infer the

quantum effective action up to fourth order in an expansion in one-particle irre-

ducible correlation functions at equal times. We uncover a strong suppression of

the irreducible four-vertex emerging at low momenta, which solves the problem

of dynamics in the highly occupied regime far from equilibrium where perturba-

tive descriptions fail [9]. Similar behaviour in this non-pertubative regime has

been proposed in the context of early-universe cosmology [10]. Our work con-

stitutes a new realm of large-scale analog quantum computing [11], where the

high level of control of synthetic quantum systems [12] provides the means for

the solution of long-standing theoretical problems in high-energy and condensed

matter physics with an experimental approach [13–15].

In the many-body limit the measurable physical properties of an interacting quantum sys-

tem are determined by only a small subset of all microscopic parameters. As a consequence

of this effective loss of details, very efficient descriptions of quantum many-body systems

can be found using a concept known as the renormalization program of quantum field the-

ory [3, 16]. Renormalization implies a scale-dependent description that links the physics

on small characteristic distances with phenomena on macroscopic length scales. The scale

dependence is encoded in ‘running’ couplings, defined as momentum dependent expansion
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coefficients of the quantum effective action. Matching the experimental capabilities, we

choose a formulation of quantum field theory based on equal-time correlation functions only

[5]. With this, finding the time-dependent quantum effective action Γt, equivalent to solving

the non-equilibrium dynamics, involves experimentally observable expectation values of the

underlying quantum fields. Therefore, the problem is mapped onto the ability of synthetic

quantum systems giving higher-order correlation functions [17–20].

Our quantum simulation builds on a spinor Bose-Einstein condensate [7] and the spa-

tially resolved detection of a complex-valued field F⊥(y) = Fx(y) + iFy(y) = |F⊥(y)|eiϕ(y)

[8] (see Methods). We employ ∼ 100, 000 87Rb atoms in a quasi one-dimensional regime

and quench an experimental control parameter that leads to spin dynamics in the F = 1

hyperfine manifold (see Fig. 1a), building up excitations in the Fx-Fy-plane [21]. Here, Fx

and Fy are the components of the hyperfine spin perpendicular to an applied external mag-

netic field. With an optimized optical trap we achieve coherence times up to ∼ 50 s due

to reduced heating and efficient evaporative cooling. We find that the dynamics leads to

an approximately constant spin length |F⊥| and a fluctuating phase degree of freedom ϕ

(see Fig. 1c), resembling the structure of a single-component Bose gas. By averaging over

many realizations, we infer an estimator of the two- and four-point correlation functions

(correlators) from the single-shot results of F⊥(y) (see Fig. 1b and Methods B).

At evolution time t, the corresponding quantum effective action Γt (see Methods for the

connection to the Wigner distribution, e.g., used in quantum optics [22]) is a functional

depending on the macroscopic field Φ1(y) and its canonically conjugated field Φ2(y) =

(Φ1(y))
∗
. Using a compact notation, the full quantum effective action may then be written

as an expansion in the fields as (see Methods)

Γt[Φ] =
∞∑
n=1

1

n!
Γα1,...,αn
t (y1, . . . , yn) Φα1(y1) · · ·Φαn(yn), (1)

where we sum over repeated indices, αj = 1, 2 and integrate over all coordinates yj with

j = 1, . . . , n. The expansion coefficients Γα1,...,αn
t (y1, . . . , yn) in (1), so-called proper vertices

[3], are the one-particle irreducible (1PI) n-point correlation functions of F⊥(y). By assuming

U(1) symmetry for our system, the only independent coefficients are Γ1...12...2
t (y1, . . . , yn) ≡

Γ
(n)
t (y1, . . . , yn) with n even and equally many field and conjugate field components. These

quantities directly characterize the propagation ( Γ
(2)
t ) and interactions ( Γ

(n>2)
t ) of the field

by taking into account the effects of all quantum-statistical fluctuations. Any physical
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FIG. 1. Experimental platform and extraction of correlation functions. a, The experi-

mental system consists of an elongated, quasi one-dimensional 87Rb Bose-Einstein condensate in a

magnetic field Bz in z-direction. The spin dynamics takes place in the F = 1 hyperfine manifold.

b, In a single realization we access spatially resolved snapshots of the dynamics. We infer the

transversal spin Fy and Fx (green lines) from atomic densities (grey shading) measured after a

spin mapping sequence in the indicated magnetic substates in the F = 1 and F = 2 hyperfine

manifolds, respectively (for details see methods). Many realizations are used to determine the

correlation functions of F⊥ = Fx + iFy to infer the proper vertices Γ
(n)
t . c, The distribution of F⊥

(all realizations and all spatial points, see Ext. Data Fig. 1 for all evolution times) for 18 s evolution

time. The black dots indicate the single realization shown in b; neighbouring points are connected

by a grey line. The coloured arrows correspond to the spin inferred at the points y1, ..., y6.

observable may be constructed from the knowledge of all proper vertices at all times since

they contain the same information as the density matrix (see Methods E).

The proper vertices represent the irreducible building blocks for the description of the

quantum many-body dynamics, and they can be related to the full correlation functions mea-

sured such as 〈F⊥(y1)F ∗⊥(y2)〉t or 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t. We subtract the redundant

disconnected parts from the full correlators to obtain the connected correlation functions

C
(2)
t (y1, y2) = 〈F⊥(y1)F ∗⊥(y2)〉t,c and C

(4)
t (y1, y2, y3, y4) = 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t,c [17].

The connected correlators are then decomposed into their irreducible parts representing the

proper vertices (see Methods). We obtain a momentum resolved picture by performing a

discrete Fourier transform, which yields |C(n)
t (p1, . . . , pn)| with momenta pj (see Methods).

With that the macroscopic, long wavelength, behaviour of the quantum system is encoded in

the low-momentum or “infrared” properties of the 1PI correlation functions. More precisely,
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FIG. 2. Statistical significance of the four-point 1PI correlator in momentum space.

a, 1PI four-vertex Γ
(4)
t=18s(0, 0, p3, p4) for experimental data (left panel); for Gaussian model with

same statistics (right panel). pL = 1/L is the lowest momentum corresponding to the size L of

the evaluation region. b, Ratio of experimental data and Gaussian model indicating the statistical

significance of the inferred signal. c, Γ
(4)
t=18s(p1, p2, p3, p4) for different p1 and p2 (fixed in each grey

square), divided by the Gaussian bias, revealing an overall momentum conserving structure.

we extract Γ
(2)
t (p,−p) ≡ Γ

(2)
t (p) =

(
C

(2)
t

)−1

(p) from the inverse of the connected two-point

correlator and with that the 1PI four-point correlation function for our U(1)-symmetric case:

Γ
(4)
t (p1, p2, p3, p4) = −Γ

(2)
t (p1) Γ

(2)
t (p2) Γ

(2)
t (p3) Γ

(2)
t (p4)C(4)(p1, p2, p3, p4) . (2)

Pictorially, acting with the inverse two-point correlators on the connected four-point function

removes the ‘external legs’ of the diagram (see Fig. 1b).

The experimental extraction of the 1PI four-point correlations requires sufficiently many

experimental realizations to ensure the statistical significance of the results. In Fig. 2a we

plot a slice of Γ
(4)
t=18s(p1, p2, p3, p4) by fixing p1 = p2 = 0 and showing its dependence on p3

and p4 (see Ext. Data Fig. 2). The correlator exhibits an overall momentum dependence

with a prominent contribution on the momentum conserving diagonal (p1 +p2 +p3 +p4 = 0).
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FIG. 3. Momentum conserving diagonals of the 1PI correlators. a, Momentum conserving

diagonal of Γ
(2)
t=18s. b-d, We show three different momentum conserving diagonals of the four point

1PI correlations (blue diamonds) for t = 18 s (see Ext. Data Figure 3 for all evolution times).

They are statistically significant as quantified by the comparison to the finite statistics level for the

Gaussian case (grey shaded region, see Methods). The complex-valued field allows the distinction

between case b and c. The momentum dependence of these correlators over almost two orders of

magnitude indicates the dramatic renormalisation of the couplings. All error bars shown are 1 s.d.

calculated from bootstrap resampling.

The values found are contrasted to a finite statistical bias obtained from a Gaussian model

with the same number of realizations as in the experiment (see Methods). The momentum-

conserving diagonal is shown to be statistically significant by dividing the values inferred

from the experimental data by the finite statistical bias (see Fig. 2b). In Fig. 2c the same

proper vertex divided by the Gaussian bias is shown for different p1 and p2. This corroborates

the overall momentum conserving structure.

For quantifying the renormalization effects, we investigate the momentum dependence

of the proper vertices. Fig. 3a shows Γ
(2)
t=18s(p) as a function of the spatial momentum
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p. We observe a suppression in the infrared [23, 24] up to a characteristic momentum

set by the inverse of the length scale ls ∼ 30µm. For Γ
(4)
t=18s(p1, p2, p3, p4), we focus on

statistically significant momentum conserving diagonals. As a representative example, the

case of p1 = p2 = 0 and p = p3 = −p4 (Fig. 3b) shows strongly momentum-dependent values

in the observed momentum regime; a similar behaviour is also found for different diagonals

as shown in Fig. 3c and 3d. This demonstrates that the infrared regime exhibits a strongly

suppressed interaction vertex in this far-from-equilibrium situation [10, 25–27].

Motivated by the observed structure of the complex valued field, we derive an exact

evolution equation for the two-point function C
(2)
t (p) of a one-component Bose gas with

interaction strength g (assuming spatial translational invariance; see Methods):

∂tC
(2)
t (p) = g

∫
q,r,l

i
[
Γ

(4)
t (p, q,−r,−l)− Γ

(4)
t (l, r,−q,−p)

]
C

(2)
t (p)C

(2)
t (q)C

(2)
t (r)C

(2)
t (l) .

(3)

Here, C
(2)
t (p) has the interpretation of an occupation number distribution, where the total

number
∫
p
C

(2)
t (p) is conserved because of the U(1)−symmetry assumed. Eq. (3) may

be viewed as the full quantum field theoretical version of kinetic descriptions for the

time evolution of C
(2)
t (p). With our results we have determined the defining parame-

ters Γ
(4)
t (p1, p2, p3, p4) of this exact evolution equation, answering the long-standing question

about the dynamics in the highly occupied regime, which cannot be captured by standard

kinetic theory. Fig. 3 and 4 show that the momentum-dependent vertex Γ
(4)
t drops by

almost two orders of magnitude as the occupancy grows strongly towards lower momenta.

The reduced effective interaction strength diminishes the rate of change of the distribution

C(2)(p) according to (3), counter-acting the Bose-enhancement from the high occupancies

at low momenta.

Moreover, in our experiment we find self-similar dynamics for the statistically accessible

diagonals of Γ
(4)
t according to Γ

(4)
t (0, 0, p,−p) = tγΓS(0, 0, tβ4p,−tβ4p) with scaling exponents

γ and β4. In Fig. 4b we show the time evolution (inset) and the rescaled data with γ = 0 and

β4 = 1/2 revealing a scaling collapse on the function ΓS ∝ 1 + (p/pS)ζ4 with ζ4 = 2.2. We

also find scaling of the two-point correlator C
(2)
t = tαCS(tβ2p) with CS ∝

(
1 + (p/pS)ζ2

)−1

and the expected exponents α = β2 ' 1/2 [23, 25] (see Fig. 4a). The evolution equation (3)

connects (α, β2) to (γ, β4). Testing a relation of α and γ, implicitly given by the integration

in Eq. (3), is currently hampered by the limited statistics. We anticipate that C
(2)
t and
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FIG. 4. Observation of scaling in time of the distribution function as well as cor-

responding couplings. Rescaled distribution function C
(2)
t (p) and 1PI four point correlators

Γ
(4)
t (0, 0, p,−p) for times between 9 s and 18 s evolution time (see Ext. Data Fig. 4 for the other

diagonals shown in Fig. 3). We fit a universal function (red line; see text) with power law ζ and

scale pS up to the indicated momentum scale (red vertical line). The inset shows the unscaled

data with same axis ticks as the main figure. a, We use α = β2 = 1/2 for rescaling and find

pS = 1/199µm−1 and ζ2 = 2.3. Here, error bars are smaller than the size of the plot markers. b,

We use β4 = 1/2 for rescaling and find pS = 1/93µm−1 and ζ4 = 2.2. All error bars shown are 1

s.d. calculated from bootstrap resampling.

Γ
(4)
t have the same momentum scaling exponents, i.e. β2 = β4, which is consistent with our

findings.

While our analog quantum simulator employs a specific setup with a spinor Bose gas,

many of the results are insensitive to the detailed properties of the device on short-distance

scales because of renormalization. The latter makes analog quantum simulators in the

many-body limit versatile, with possible quantitative applications to a wide range of systems

described by quantum field theory.
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Methods

A. Experimental details

In the experiment, we prepare ∼ 105 atoms in the state |F,mF〉 = |1, 0〉 in a static

magnetic field of 0.884 G in an optical dipole trap of 1030 nm light with trapping frequencies

(ω‖, ω⊥) ≈ 2π × (1.6, 167) Hz. We initiate dynamics by changing the experimental control

parameter q, the second order Zeeman shift, by applying off-resonant microwave dressing.

For details on the experiment and the parameter regime employed see [23].

We use a readout scheme to detect multiple spin projections in a single realization [8].

After the desired evolution time t we apply a first π/2-rf rotation around the y-axis to map

the spin projection Fx on the detectable population imbalance N+1 − N−1. We store this

projection in the initially empty F = 2 hyperfine manifold by splitting the populations of

the three mF states with three mw π/2 pulses. A second, hyperfine selective, rf rotation

in F = 1 around the x-axis allows us to map the spin projection Fy onto the population

imbalance in F = 1. Together with a single absorption image of the 8 hyperfine levels this

procedure allows us to extract single shot snapshots of the complex valued order parameter

F⊥(y) = Fx(y) + iFy(y) with

Fx(y) =
(
NF=2

+2 (y)−NF=2
−2 (y)

)
/NF=2

tot (y) (4)

Fy(y) =
(
NF=1

+1 (y)−NF=1
−1 (y)

)
/NF=1

tot (y), (5)

where NF=f
mf

(y) is is the atom number in the state |f,mf〉 at position y and NF=f
tot (y) is the

total atom number in the hyperfine manifold f after the readout sequence.

At evolution times of 18 s we observe no substantial loss of coherence of the different

mF states which would correspond to reductions of the transversal spin length. Optimizing

the transversal confinement leads to coherence times up to ∼ 50 s due to reduced heating

and efficient evaporative cooling. Due to the harmonic confinement the atomic density is

inhomogeneous and so is the transversal spin length profile. We choose to analyse the central

400 pixels corresponding to ∼ 168µm. The spatial resolution is ∼ 1.1µm corresponding to
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three pixels (pixelsize corresponds to 420 nm). As we are interested in the long wavelength

(infrared) excitations we sum over 9 adjacent pixels to reduce the number of points and the

computation time. We use the number of realizations given in Table 1 for estimating the

correlators.

B. Explicit expressions for correlators

Experimentally, we obtain N measurements of an observable Oa, i.e. data sets{
O(i)
a

∣∣i = 1, . . . , N
}

from which we infer the n-th order correlation function via

〈Oa1 · · · Oan〉 ≈
1

N

N∑
i=1

O(i)
a1
· · · O(i)

an . (6)

In our case a is a collective index for space and field components, e.g. for a = (α, x) and

O = Φ, then Oa = Φα(x).

Formally, the information contained in all correlation functions, 〈Oa1 · · · Oan〉 for all n, is

equivalently stored in Z[J ], which is the generating functional for these correlators:

δnZ[J ]

δJa1 · · · δJan

∣∣∣∣
J=0

= 〈Oa1 · · · Oan〉 . (7)

Here Z depends on so-called sources Ja corresponding to the observable Oa. The relevant

definition of Z for the non-equilibrium setting is given in Methods E.

Connected and 1PI correlation functions are obtained by introducing additional function-

als E[J ] = logZ[J ] and Γ[O] = − logZ[J(O)] + Ja(O)Oa, which is the functional Legendre

transformation of E[J ]. One finds J(O) by inverting the equation O(J) = δE
δJ

and Oa is

given in equation (9a). Here and in the following, we use Einstein summation convention

for the collective index a. Explicitly, up to fourth order, the connected correlators are given

10



by

Oa =
δE

δJa

∣∣∣∣
J=0

= 〈Oa〉 , (8a)

Cab =
δ2E

δJaδJb

∣∣∣∣
J=0

= 〈OaOb〉 −OaOb , (8b)

Cabc =
δ3E

δJaδJbδJc

∣∣∣∣
J=0

= 〈OaObOc〉 − CabOc − CbcOa − CcaOb + 2OaObOc , (8c)

Cabcd =
δ4E

δJaδJbδJcδJd

∣∣∣∣
J=0

= 〈OaObOcOd〉 − CabcOd − CcbdOa − CcdaOb − CdabOc

− CabCcd − CacCdb − CadCbc − 6OaObOcOd

+ 2CabOcOd + 2CacOdOb + 2CadObOc + 2CbcOdOa + 2CbdOaOc + 2CcdOaOb . (8d)

The 1PI correlators are given by

Γa =
δΓ

δOa

∣∣∣∣
J=0

= 0 , (9a)

Γab =
δ2Γ

δOaδOb

∣∣∣∣
J=0

=

[(
δ2E

δJδJ

∣∣∣∣
J=0

)−1
]
ab

, (9b)

Γabc =
δ3Γ

δOaδObδOc

∣∣∣∣
J=0

= −Γaa′Γbb′Γcc′Ca′b′c′ , (9c)

Γabcd =
δ4Γ

δOaδObδOcδOd

∣∣∣∣
J=0

= −Γaa′Γbb′Γcc′Γdd′Ca′b′c′d′ ,

+ Γaa′Γbb′Γcc′Γdd′ (Ca′b′eΓefCfc′d′ + Ca′c′eΓefCfb′d′ + Ca′d′eΓefCfc′b′) (9d)

They are the expansion coefficients of the full quantum effective action in a functional Taylor

expansion,

Γ[O] = ΓabOaOb + ΓabcOaObOc + ΓabcdOaObOcOd + . . . (10)

In practice, we calculate the connected correlation functions in position space using the julia

package Cumulants.jl [28].

We expect the system to be U(1) symmetric, which renders all correlators involving

unequal number of F⊥ and F ∗⊥ zero in the infinite statistics limit. For the calculation of the

1PI four-vertex, we neglect the connected three-point functions accordingly. Additionally, we

checked that the two-point functions are approximately translation invariant, which further

reduces computation time by calculating the 1PI correlators directly in Fourier space.

11



C. Momentum resolved picture

We calculate all connected correlators in position space and find translation invariance.

To obtain a momentum resolved picture we perform a discrete Fourier transform:

Cα1,...,αn
t (p1, . . . , pn) = DFT

yj→pj
[Cα1,...,αn

t (y1, . . . , yn)] (11)

≡
N∑

y1=1

· · ·
N∑

yn=1

e−i2πy1p1 · · · e−i2πynpnCα1,...,αn
t (y1, . . . , yn), (12)

where pi ∈ [pL, 2pL, . . . , NpL], with pL = 1/L and L the size of the evaluation region.

Further, we compared the results obtained with this procedure with an evaluation based

on calculating the correlator in momentum space by Fourier transforming the single shot

profiles and find no qualitative differences.

D. Comparison with Gaussian fluctuations

Correlation functions of order > 2 will typically show non-vanishing values when inferred

from finite statistics samples, even for the Gaussian case. In order to check for significance

we compare the correlations obtained from the experimental data to samples drawn from

a Gaussian distribution with a covariance matrix given by the experimentally estimated

two-point correlations. We analyse the profiles obtained from this routine in the same way

as the experimental data. The result of this procedure is shown as the upper limit of the

grey shaded areas in Fig. 3 and Ext. Data Fig. 3. Data points for which the 1 s.d. interval

lies above this threshold are called significant. For non-significant points we cannot make a

statement whether they are zero in the infinite statistics limit or just too small to resolve

their value with the amount of experimental realizations employed here.

E. Equal-time formulation

We employ a formulation of quantum field theory based on equal-time quantities only

[5]. It is based on a generating functional Zt, constructed from the density operator ρ̂t as

Zt[J, J
∗] = Tr

[
ρ̂t e

∫
x(Jxψ̂

†
x+J∗x ψ̂x)

]
=

∫
DψDψ∗Wt[ψ, ψ

∗] e
∫
x(Jxψ∗x+J∗xψx) . (13)
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Zt generates symmetrically ordered equal-time correlation functions of the two canonically

conjugate fields ψ̂, ψ̂† that fulfil
[
ψ̂x, ψ̂

†
y

]
= δ(x − y). Formally Zt is given by a functional

integral with measureDψDψ∗ =
∏

x

[
1
π
dRe (ψx) dIm (ψx)

]
overWt, the field theoretic version

of the Wigner distribution which is extensively employed in quantum optics [22].

As described in Methods B, we consider the effective action Γt corresponding to Zt. This

construction implies the identity

e−Γt[Ψ,Ψ∗] =

∫
DψDψ∗Wt[ψ, ψ

∗] e
∫
x[Jx(ψ∗x−Ψ∗x)+J∗x(ψx−Ψx)] , (14)

where J ,J∗ implicitly depend on Ψ, Ψ∗ due to the Legendre transform. Here, it is apparent

that going from Wt to Γt represents a change of description from fluctuating (microscopic)

fields ψ to averaged (macroscopic) fields Ψ = 〈ψ̂〉.

If ρ̂t depends on no other degree of freedom than ψ̂ and ψ̂†, the knowledge of Γt or ρ̂t

is fully equivalent. Given the Hamiltonian Ĥ of the system, the von-Neumann equation is

then equivalent to an evolution equation for Γt, i.e.

i∂tρ̂t =
[
Ĥ, ρ̂t

]
⇔ i∂tΓt = LΓt . (15)

Here L [5] is functional-differential operator that depends on the form of Ĥ. Taking func-

tional derivatives of the evolution equations for Γt in Eq. (15) results in a hierarchy of

coupled evolution equations in terms of equal-time 1PI correlators. This hierarchy is a non-

equilibrium, equal-time version of the Schwinger-Dyson equations and constitutes a field

theoretic analog of the quantum BBGKY hierarchy. Considering a non-relativistic Bose gas

of particles with mass m and interaction strength g, described by

Ĥ =

∫
x

[
1

2m

(
∇xψ̂

†
x

)(
∇xψ̂x

)
+
g

2
ψ̂†xψ̂

†
xψ̂xψ̂x

]
, (16)

we obtain the evolution equation for the two-point function given in Eq. (3). It is formally

exact and assumes only spatially translation invariant and U(1) symmetric correlators.
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Evolution Time (s) Number of realizations

9 294

12 511

15 316

18 559

TABLE I. Number of experimental realizations for the evolution times shown in the main text.

14



Extended Data Figures
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FIG. 1. Observation of the complex valued field for all times. We show the distribution of

F⊥ (as in Fig. 1c) for all evolution times shown in Fig. 4. The blue circle indicates |F⊥| = 0.7.
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FIG. 2. 1PI four vertex. Γ
(4)
t (p1, p2, p3, p4) inferred from the data for the same momenta as

shown in Fig. 2c. For comparison we show the results for the Gaussian model.
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FIG. 3. Momentum conserving diagonals. Momentum conserving diagonal of the four-point

1PI correlators shown in Fig. 3 for all evolution times between 9 s and 18 s. Grey shaded area is

the finite statistical bias from a Gaussian model.
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FIG. 4. Rescaling of different momentum conserving diagonals. Momentum conserving

diagonals of the 1PI four-point correlator shown in Fig. 3 for all evolution times between 9 s and

18 s rescaled as in Fig. 4b.
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