
RUPRECHT-KARLS-UNIVERSITÄT HEIDELBERG

Sebastian Weber

Measurement of Vector Boson plus Jet Production Cross Sections

and Dark Matter Interpretation with the ATLAS Detector

Dissertation

HD-KIP 23-20

KIRCHHOFF-INSTITUT FÜR PHYSIK



Measurement of Vector Boson plus Jet
Production Cross Sections and Dark

Matter Interpretation with the ATLAS
Detector

Sebastian Weber

Heidelberg 2022





Dissertation
submitted to the

Combined Faculty of Mathematics, Engineering and Natural
Sciences

of Heidelberg University, Germany
for the degree of

Doctor of Natural Science

Put forward by
Sebastian Weber
born in: Heilbronn

Oral examination: 16. January 2023



Measurement of vector boson plus jet
production cross sections

and Dark Matter Interpretation
with the ATLAS detector

First referee: Prof. Dr. Hans-Christian Schultz-Coulon
Second referee: Prof. Dr. Stephanie Hansmann-Menzemer



Zusammenfassung

In dieser Arbeit wird eine Messung der Z-Boson-plus-Jet-, W-Boson-plus-Jet- und Photon-plus-Jet-
Produktion in Proton-Proton Kollisionen mit einer Schwerpunktsenergie von √𝑠 = 13TeV und einem
hohen Transversalimpuls des Bosons vorgestellt. Die Messung wird unter Verwendung von Daten
durchgeführt, die mit dem ATLAS Detektor am Large Hadron Collider mit einer integrierten Lumi-
nosität von 139 fb−1 aufgenommen wurden. Für Endzustände, bei denen das Z-Boson in ein Neu-
trinopaar oder ein Paar entgegengesetzt geladener Elektronen oder Myonen zerfällt, das W-Boson in
ein Elektron-Neutrino- oder einMyon-Neutrino-Paar zerfällt und für Endzustände, diemindestens ein
Photon enthalten, werden differentielleWirkungsquerschnitte gemessen. Die Vektorbosonen werden
dabei zusammen mit mindestens einem hadronischen Jet (𝑝T ≥ 120GeV) oder in einer Vektor-Boson-
Fusionstopologie gemessen. Bei letzterer wird gefordert, dass die hadronischen Jets eine große Ra-
piditätsdifferenz aufweisen. Die gemessenen Wirkungsquerschnitte werden mit QCD-Vorhersagen
nächst-führender Ordnung verglichen, die mit Sherpa bestimmt wurden und stimmen im Rahmen
der Unsicherheiten mit diesen überein. Es wird auch eine Messung von Wirkungsquerschnittsver-
hältnissen vorgestellt, um die korrelierten systematischen Unsicherheiten hervorzuheben. Darüber
hinaus werden die gemessenen Wirkungsquerschnitte auf ihre Anpassungsgüte hin untersucht, um
die Übereinstimmung mit dem Standardmodell zu quantifizieren. Bei einer kombinierten Anpassung
über alle gemessenen Endzustände wird eine gute Übereinstimmung beobachtet. Da keine signifikan-
tenAbweichungen von denVorhersagen des Standardmodells gefundenwurden, werden die gemesse-
nen Wirkungsquerschnitte im Kontext von Physik jenseits des Standardmodells interpretiert. Für ein
Modell, das die Paarproduktion von schwach wechselwirkender Dunkler Materie vorhersagt, werden
verbesserte Ausschlussgrenzen bestimmt.

Abstract

A measurement of Z boson plus jet, W boson plus jet and photon plus jet production at high trans-
verse boson momentum in proton-proton collisions at √𝑠 = 13TeV is presented. The measurement
is performed using data collected with the ATLAS detector at the Large Hadron Collider with an
integrated luminosity of 139 fb−1. Differential cross sections are measured for final states with the
Z boson decaying to a pair of neutrinos or a pair of oppositely charged electrons or muons, the W
boson decaying to an electron-neutrino or a muon-neutrino pair and for final states containing at
least one photon. The cross sections are measured both in a monojet-like topology, where the boson
recoils against at least one energetic jet (𝑝T ≥ 120GeV) and in a vector boson fusion topology with
at least two jets separated in rapidity. The measured cross sections are compared to next-to-leading
order QCD predictions from Sherpa and are found to agree within the uncertainties. A measurement
of cross section ratios is also presented to highlight the effect of correlated systematic uncertainties.
Furthermore the measured cross sections are used in a goodness-of-fit test to quantify the agreement
with the Standard Model. Good agreement is observed in a combined fit across all measured final
states. As no excess over the Standard model predictions is found, the measured cross sections are
interpreted in the context of beyond the Standard Model physics. Improved exclusion limits are set
on a model predicting pair production of weakly interacting Dark Matter.
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1. Introduction
The quest to understand the fundamental principles of nature is the driving force behind par-
ticle physics. This has not been without its surprises and since the discovery of the electron
and the proton - the elementary particles of their time - at the turn of the 20th century both
our experimental and theoretical understanding of particle physics has been revolutionized1.

The current best knowledge on the fundamental particles and interactions that exist in
nature is encoded in the Standard Model of particle physics (SM). This very precise theory2
has been tested and expanded in the past to accommodate new phenomena and explain dif-
ferences between measurements and prediction.

Now, at the beginning of the 21st century, there are a number of experimental observations
that are not explained within the framework of the SM. One of these observations is the
presence of a large amount of matter of unknown origin in the universe that interacts at
most weakly with ordinary matter and is therefore called Dark Matter (DM). DM makes up
23 % of the energy content in the universe, compared to 4.6 % visible matter and its existence
has been corroborated by numerous experiments. There are good reasons to assume that
DM has a particle nature, however none of the particles present in the SM have the required
properties.

Therefore DM and also other unexplained phenomena, like dark energy or the matter-
antimatter asymmetry in the universe, might require new particles or interactions, which
are not (yet) part of the SM. This motivates the ever more precise testing of the SM through
precise measurements at increasingly high energies and the search for phenomena that go
beyond the Standard Model (BSM).

The measurement of vector gauge boson production in association with highly energetic
jets in the proton-proton collisions at the Large Hadron Collider (LHC) provides a fundamen-
tal test of the SM.These processes allow to accessQuantum Chromodynamics (QCD) at high
momentum transfer. Also the electroweak (EWK) sector of the SM is tested, especially if the
bosons are produced by vector-boson fusion. In this production mode two bosons interact
to produce a third and this trilinear coupling allows to access the underlying gauge structure
of the EWK theory [2]. Differential cross section measurements of boson plus jet production
also feed into the development of Monte Carlo (MC) event generators. The calculations pro-
vided by these generators allow to compare the measured data with SM predictions and are
therefore a cornerstone of the LHC physics programme [3].

Vector gauge boson plus jet production also plays an important role in the search for
phenomena beyond the Standard Model (BSM). Many of the new particles predicted in BSM
1Not the least by the discovery that the proton is actually not a fundamental particle, but consists of quarks
and gluon, which are, as far as we know today, fundamental.

2One of the free parameters of the Standard Model, the fine-structure constant 𝛼𝑆 is known to an accuracy for
81 parts per trillion [1].
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theories do not interact with the detector material. They can therefore only be detected if
they are produced in association with a visible SM object, for example a jet. In this case their
signature is very similar to either the 𝑍 boson decaying invisibly in association with a jet or
another vector gauge boson decay where the visible particles are not detected due to detector
limitations. This makes boson plus jet production the main irreducible background for many
BSM searches and explains the requirement for a very good modelling of these processes
in MC simulation. In addition a precise cross section measurement itself has sensitivity to
many models of BSM physics and can be used to constrain them in case no excess over the
SM prediction is observed.

In this work differential cross section measurements of six different boson plus jet pro-
cesses are presented. These processes are 𝑍 → 𝜈𝜈 + jets, 𝑍 → 𝑒𝑒 + jets, 𝑍 → 𝜇𝜇 + jets,
𝑊 → 𝑒𝜈 + jets, 𝑊 → 𝜇𝜈 + jets and 𝛾 + jets. Each process is measured in two different recoil
jet topologies, which enhance the sensitivity to different models for BSM physics. These are
called the monojet phase space and the vector-boson fusion (VBF) phase space. The monojet
phase space is designed to be very inclusive and to enhance the sensitivity to a broad range
of BSM models, especially DM production. The VBF phase space is constructed to enhance
the electroweak production mode, where the measured boson is produced by vector-boson
fusion. The VBF phase space is especially sensitive to invisible decays of the Higgs boson,
which could also couple to DM as predicted in so-called Higgs portal models [4].

In each of the phase spaces the differential cross section is measured as a function of boson
𝑝T, since this observable is especially sensitive to models for BSM physics. In addition other
observables are measured that probe important kinematic properties of the jet system in the
VBF phase space. These are the differential cross section as a function of the invariant dijet
mass and the rapidity-ordered azimuthal angle 𝜙 between the first two leading jets. Rapidity
ordering means in this case that the azimuthal angle of the jet at lower 𝜂 is subtracted from
the azimuthal angle of the jet at higher 𝜂. This observable probes the CP structure in Higgs
boson interactions [5].

The aim of this measurement is to determine the differential cross sections as precisely
as possible, with good control over the various background contributions and the system-
atic uncertainties. These measured cross sections are compared to SM predictions produced
with Sherpa [6] to validate their modelling. In addition a combined maximum likelihood fit
is performed including all regions to test the agreement with SM taking the correlation of
the uncertainties between the different processes into account. Finally the measured cross
sections are used to constrain a simplified DM model.

Previous cross section measurements of similar final states include 𝑍 boson decays to
charged leptons with the ATLAS experiment at centre-of-mass energy of √𝑠 = 13TeV and the
full Run 2 luminosity of 139 fb−1 both in monojet-like [7] and VBF topologies [8], a measure-
ment of the 𝑍 boson decay to charged leptons at √𝑠 = 8TeV [9] and a ratio measurement of
the 𝑍 boson decaying to neutrinos and the 𝑍 boson decaying to charge leptons at √𝑠 = 13TeV
with early Run 2 data and an integrated luminosity of 3.2 fb−1 [10]. Furthermore decays of
𝑊 bosons were measured in the electron channel at √𝑠 = 8TeV [11] and in the electron
and muon channels at √𝑠 = 8TeV [12]. For the photon plus jet measurement, results were
reported at √𝑠 = 13TeV for a VBF-like final state in 36.2 fb−1 [13] and for a monojet-like
topology in early Run 2 data with 3.2 fb−1 [14] and also at √𝑠 = 8TeV [15].
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1. Introduction

Previous searches for BSMphysicswith theATLAS experiment at√𝑠 = 13TeV and 139 fb−1

include a search for the Higgs boson decaying invisibly in a VBF phase-space [16], a search
for several models for BSM physics, including DM, in the monojet phase space [17] and a
search for a heavy 𝑊 boson (𝑊 ′) [18].

To the author’s knowledge the cross section measurements of the 𝑍 → 𝜈𝜈 + jets, 𝑊 → 𝑒𝜈
+ jets,𝑊 → 𝜇𝜈 + jets and 𝛾 + jets final states in the monojet and VBF phase spaces presented
here, are the first published differential cross section measurements of these final states per-
formed with the ATLAS detector at √𝑠 = 13TeV and 𝐿 = 139 fb−1.

This thesis is structured as follows. In Chapter 2 the theoretical background is discussed
and an introduction to the LHC and the ATLAS detector is given in Chapter 3. The anal-
ysis strategy of the measurement is outlined in Chapter 4 and the physics objects that are
measured with the detector as well as the event selection for the various regions in the mea-
surement are introduced in Chapter 5. Chapter 6 discusses the simulation of the measured
collision events and an overview of the experimental and theoretical systematic uncertainties
is given in Chapter 7. A precise estimate of the backgrounds in the measurement is needed
and is explained for the fake backgrounds in Chapter 8 and for the backgrounds due to the
limited detector acceptance and efficiency in Chapter 9. Chapter 10 discusses the comparison
between data, simulation and the background estimates on detector-level. The correction of
the data for detector-effects is explained in Chapter 11 and the final cross sections and their to
theory predictions are shown in Chapter 12. The compatibility of the measurement with the
SM is investigated in Chapter 13 and models for BSM physics is constrained in Chapter 14.
A summary of the presented work is given in Chapter 15.

1.1. Author’s contribution
Themeasurement presented herewas performed as part of theATLAS collaboration. It would
indeed have been impossible without the numerous dedicated and experienced people work-
ing continuously to operate, calibrate and improve the ATLAS detector. The collaboration,
together with CERN, also provided many reconstruction and analysis software tools and
frameworks employed by the author in this measurement.

As part of the ATLAS collaboration, the author contributed to the operation and cali-
bration of the detector, specifically to the Level-1 Calorimeter Trigger (L1Calo). The author
contributed both to the operation of L1Calo at CERN and to the L1Calo algorithm calibration
and testing. Some of this work is documented in [19], [20] and [21].

The author was also the lead administrator of the ATLAS Heidelberg high-throughput
computing (HTC) cluster. This cluster is used to perform computation and analysis tasks
locally and was also key to conducting this measurement in its current form. Major contri-
butions include an upgrade of the computing power by nearly a factor of 20, the introduction
of the HTCondor HTC software framework and fully automated installation and configura-
tion.

Furthermore the author contributed to two ATLAS physics analyses. The first analysis
is the Monojet search that was published recently [17]. This detector-level search focuses
on BSM physics signatures that could be present in events with large missing transverse
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1.1. Author’s contribution

energy and jets. The author contributed with the main fake background estimate in the
Signal Region and also studied the fake background in one of the control regions of the
search. In addition he studied additional background rejection methods and improved the
Signal Region selection. A model for long-lived particles was also studied. Some synergies
between the work for the Monojet search and the work presented here exists. Especially the
techniques discussed in Section 8.1 and Section 8.4.

The second analysis [22] is presented here. The analysis has two complementary ap-
proaches. In the first approach only fake backgrounds are subtracted from the data and an
unfolding is performed of all processes contributing to a given final state (e.g. all processes
contributing to a two electron plus jet final state). In the second approach all backgrounds are
estimated and subtracted and the boson plus jet cross sections are measured (e.g. the 𝑍 → 𝑒𝑒
+ jets production cross section is measured). The author contributed to nearly all major parts
of the second approach, presented in this thesis, as well as several key elements to the first
approach. Main contributions include the development, the testing and the validation of the
analysis software framework, especially the bootstrap capability and the capability to effi-
ciently process a large number of data and simulation events for the numerous distributions
and systematic uncertainties. Furthermore the author introduced the measurement of the 𝛾 +
jets process to the analysis and optimised all trigger and selection criteria involved. The au-
thor also contributed with the optimisation of many selection criteria to the other boson plus
jet final states. In addition the author was responsible for the estimation of the backgrounds
due to the limited efficiency and acceptance of the detector as well as the fake background
estimates for the 𝑍 → 𝜈𝜈 + jets, 𝑊 → 𝑒𝜈 + jets and 𝛾 + jets final state. The author was also
in charge of the unfolding framework, including the implementation using the RooUnfold
software package and the required studies and validations. Furthermore the author evalu-
ated and validated the systematic uncertainties on the measurement and was involved in the
development and validation of the fitting and limit setting framework. Finally the author
served as analysis contact for the analysis within the ATLAS collaboration and as such was
responsible for the coordination of the analysis team, but also for the communication and
coordination with the ATLAS physics subgroups. The analysis is currently undergoing the
final steps of the internal ATLAS review and will be promptly published. A paper draft is
currently being written.
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2. The Standard Model of Particle
Physics and Beyond

The success of the particle physics experiments at the LHC is impossible to imagine without
a solid theoretical foundation that motivates measurements and guides searches for BSM
physics. The foundation of this theoretical understanding is the SM, which is also tested in
this analysis. Therefore a brief introduction to the SM is given in the first sections of this
chapter. This introduction is based on [23][24][25][26][27], where more details are given.

The boson plus jet processes that are measured in this analysis, are produced by different
production channels in the proton-proton collisions at the LHC. The cross sections with
which the different processes are produced depend on the SM interactions of the involved
particles. Both the production channels and the production cross sections are discussed in
the second section of this chapter.

We know from astrophysical and other observations, that the SM is not complete. An ex-
ample for potential BSM physics is DM, which accounts for nearly a quarter of the energy
content of the universe. Many different experiments have delivered a large amount of ev-
idence for the existence of DM. However, despite large experimental efforts, the nature of
DM has not been discovered yet and this is a very active field of research. In the third section
of this chapter a brief introduction to DM is given together with an overview of the current
efforts to discover its constituents.

2.1. The Standard Model of Particle Physics
The SM is a quantum field theory that is characterised by its invariance under local 𝑈 (1)𝑌 ×
𝑆𝑈 (2)𝐿×𝑆𝑈 (3)𝐶 gauge transformations. This theory describes all known elementary particles
and their interactions. The particle content of the SM is shown in Figure 2.1, together with
the particle mass, electrical charge and spin. It is divided into two classes, where particles
with half-integer spin are fermions and particles with integer spin are bosons. Bosons with
spin 0 are scalar bosons and bosons with spin 1 are vector bosons. Each particle has an
anti-particle with opposite electrical charge.
The particles interact via three forces which are mediated by bosons: The electromagnetic
force is mediated by the massless photon, the strong force by the massless gluons and the
weak force by the massive 𝑍, 𝑊+ and 𝑊− bosons. In addition particles also interact via
exchanges of the Higgs boson. The forces have different ranges. The range of the electro-
magnetic force is not limited, since the photon is massless. The range of the weak force is
limited to roughly 10 fm, since the weak bosons are massive. The range of the strong inter-
action is also limited, even though the gluons are massless. This is due to an aspect of the
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2.1. The Standard Model of Particle Physics

Figure 2.1.: Particle content of the SM, together with mass, electrical charge and spin of each
particle. Each quark and lepton has an anti-particle with the same properties, but
opposite electrical charge. Adapted from [28].

theory called confinement, which is discussed in more detail below. Gravitational forces are
not described by the SM and the unification of the SM with general relativity remains one of
the big open questions of theoretical physics. However the strength of gravity is sufficiently
weak on the scales of particle physics experiments that it can be neglected.

There are two types of fermions: leptons and quarks. Both interact via theweak interaction
and the electromagnetic interaction, if they are electrically charged. Quarks interact also via
the strong interaction.

The leptons can be grouped into three families, where the electrically charged leptons
electron 𝑒, muon 𝜇 and tau 𝜏 only differ from each other in their masses and lifetimes. A neu-
tral particle, called neutrino 𝜈, is associated to each charged lepton. Neutrinos only interact
via the weak interaction. They were long thought to be massless, however the discovery of
neutrino oscillations indicates a neutrino mass [29][30].

The six quarks are also grouped into three families, where each family contains one quark
with electrical charge +2

3 and one with electrical charge −1
3 in units of the absolute electron

charge. Quarks only appear as bound states in nature. These bound states are referred to as
hadrons, where systems with a net quark number of three are called baryons and those with
a net quark number of two are called mesons.

The SM is described in the Lagrangian formalism as a quantum field theory that is com-
pletely characterized by a Lorentz-invariant Lagrangian densityℒ. The action 𝑆 used in the

13



2. The Standard Model of Particle Physics and Beyond

calculation of physical observables, e.g. using the path integral formalism, is then given by

𝑆 = ∫ℒ𝑑𝑡𝑑3𝑥. (2.1)

The calculation of these physical observables is very involved in the general case and pertur-
bative expansions in the coupling constants are typically used in analytic calculations. Single
terms in this expansion can be depicted as so-called Feynman diagrams - some examples are
shown below.

The construction of the SM is deeply linked to symmetries. The requirement that the La-
grangian density is invariant under a local 𝑈 (1)𝑌 × 𝑆𝑈 (2)𝐿 × 𝑆𝑈 (3)𝐶 gauge transformations
leads to the introduction of a gauge field for each generator of the group. These gauge fields
are identified with the bosons mediating the fundamental forces after the spontaneous elec-
troweak symmetry breaking discussed in the next section.

Starting from the gauge symmetries, key elements of the electroweak and the strong sector
of the theory are discussed in the following and aspects important to this measurement are
highlighted.

2.1.1. The Weinberg-Salam Electroweak Theory
The electroweak sector of the SM is constructed by building a Lagrangian density that is in-
variant under a local 𝑈 (1)𝑌×𝑆𝑈 (2)𝐿 gauge transformation. The quantum numbers associated
to these symmetries are the weak hypercharge 𝑌 for 𝑈 (1)𝑌 and the weak isospin 𝐼 for 𝑆𝑈 (2)𝐿.
Only particles that carry these quantum numbers take part in the corresponding interac-
tions. While all known fermions carry the weak hypercharge, only left-handed1 fermions
have a weak isospin different from zero. This means that the 𝑆𝑈 (2)𝐿 symmetry only acts on
left-handed (𝐿) fermions. Therefore the left-handed fermions are arranged in 𝑆𝑈 (2) doublets
according to the families in the Lagrangian density and the right-handed fermions enter as
singlets.

Four gauge bosons are introduced to ensure gauge invariance, one for each generator of
the symmetry. Since 𝑆𝑈 (2)𝐿 is a non-Abelian group, its generators are non-commuting. This
leads to self-interaction terms between the gauge fields in the Lagrangian density.

In addition the Higgs doublet, with two complex scalar fields, is part of the Lagrangian
density to allow for the mass generation of the massive gauge bosons. This happens in a
process called spontaneous symmetry breaking, where the Higgs acquires a non-zero vac-
uum expectation value in its potential. This breaks the 𝑆𝑈 (2)𝐿 symmetry locally. During
the symmetry breaking three massless Goldstone bosons appear, which are absorbed by the
𝑆𝑈 (2)𝐿 gauge bosons. These gauge bosons gain mass in this process and can be identified
with the three experimentally confirmed bosons that mediate the weak interaction: The Z,
the 𝑊+ and the 𝑊− boson.

There is a 𝑈 (1)𝑄 symmetry that is left after the electroweak symmetry breaking 𝑈 (1)𝑌 ×
𝑆𝑈 (2)𝐿 → 𝑈 (1)𝑄. The massless gauge boson corresponding to this symmetry is then iden-
tified with the photon. The fourth degree of freedom of the Higgs doublet corresponds to

1Left-handed means that the fields have a negative chirality [26].

14



2.1. The Standard Model of Particle Physics

a single scalar field, describing a boson with spin 0, which corresponds to the Higgs boson
discovered by the ATLAS and CMS experiments at the LHC [31][32].

In this way the electroweak theory unifies the electromagnetic and the weak interaction
at energies above the electroweak symmetry breaking scale.

The terms in the Lagrangian density describing the electrons, muons and taus and their
neutrinos are identical, apart from their coupling to the Higgs. This means, that especially
the coupling to the massive gauge bosons is independent of the lepton flavour. This feature is
referred to as lepton universality. Furthermore each of these Lagrangian densities is invariant
under a global 𝑈 (1) symmetry. Following Noether’s theorem, this leads to lepton number
conservation for each lepton flavour. Finally both the charged leptons and the quarks acquire
mass by interacting with the Higgs doublet field, where the fermion mass is proportional to
the Yukawa coupling of the fermion to the Higgs field.

2.1.2. The Theory of the Strong Interaction
The construction of the strong sector of the SM proceeds in a similar way to the electroweak
theory. It is based on a Lagrangian density that is invariant under a local 𝑆𝑈 (3)𝐶 symmetry.
The associated quantum number is called colour and the theory of the strong interaction
is also called Quantum Chromodynamics (QCD). Only quarks and gluons carry the colour
charge. Therefore for each quark type a colour triplet is introduced in the Lagrangian density
which contains three spinors each representing a different colour state of the quark type.
All other fermions do not interact via the strong interaction and are represented by colour
singlets.

A gauge field is introduced for each of the eight generators of 𝑆𝑈 (3) to enable conservation
of the local gauge symmetry. These gauge field are identified with the gluons and since the
Higgs is colourless it does not couple to the gluons and they remain massless. However as
𝑆𝑈 (3) is also a non-Abelian group the gluons are self-interacting.

An important difference between the electroweak theory and QCD is asymptotic freedom,
which signifies that at large momentum transfer or short distances quarks and gluons can be
regarded as quasi-free particles, whereas at low energies they are only found in bound states.
To understand asymptotic freedom one has to consider the running of the strong coupling
constant 𝛼𝑆. This is explained in the following.

Vacuum polarization effects lead to Feynman diagrams, where quark and gluon pairs are
spontaneously created from the vacuum. The contributions from these diagrams lead to
infinities during the cross section calculation. These infinities can be removed in a process
called renormalisation, which is also used in the electroweak part of the theory and was one
of the pre-requisites to make the SM possible. In the renormalisation process the infinities
are removed by absorbing them into a parameter of the theory and adding infinite counter-
terms, such that both infinities cancel. In QCD this parameter is the strong coupling constant
𝛼𝑆.

The resulting 𝛼𝑠 is shown in Equation 2.2 for a momentum transfer 𝑞2

𝛼𝑆 (𝑞2) =
𝛼𝑆 (𝜇2𝑅)

1 − 4𝜋𝛼𝑆 (𝜇2𝑅) (Π (𝑞2) − Π (𝜇2𝑅))
, (2.2)
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whereΠ (𝑞2) is the infinite term due to the loop corrections andΠ (𝜇2𝑅) is the infinite counter-
term at a chosen scale 𝜇𝑅. This scale is called the renormalisation scale. The difference
between the two infinite terms is finite and leads to a finite coupling constant that can be
expressed as

𝛼𝑆 (𝑞2) ≈
𝛼𝑆 (𝜇2)

1 + 𝐵𝛼𝑆 (𝜇2) ln (
𝑞2
𝜇2)

. (2.3)

Here 𝐵 is a positive constant that depends on the number of colours and quark types in
the theory. While the 𝛼𝑆 given by Equation 2.3 is finite for a given 𝑞2, it has acquired a
𝑞2-dependence. This especially means that the coupling strength decreases with increas-
ing momentum transfer, leading to the asymptotically free behaviour of quarks and gluons.
Perturbative calculations are only possible if the coupling is small, i.e. at high momentum
transfers and for large couplings, perturbation theory breaks down. However this regime
can be studied numerically in the field of lattice QCD.

Divergences in the cross section calculation also occur due to soft or collinear emissions
of gluons. These divergences are called infrared divergences since they involve integrations
to very low momenta. They are removed from the cross section calculation in a manner
similar to renormalisation. Also in this procedure a scale is introduced, which is called the
factorisation scale 𝜇𝐹.

Another important property of QCD is that quarks and gluons are always observed in
bound colourless states. This is a non-perturbative feature of the theory, called confinement
that is analytically not accessible but that has been supported by lattice QCD calculations.
To illustrate confinement one can imagine two quarks being pulled apart, with a colour field
of gluons between them. As the quarks are separated a very large amount of energy is stored
in the field until it is possible to generate a new quark-antiquark pair that forms bound states
with the original quarks.

Due to colour confinement quarks or gluons produced at particle colliders do not propagate
freely and can only be observed as a jet of colourless particles. In this process additional
partons are produced until they have a sufficiently low energy to form bound states. This is
called hadronisation.

2.1.3. Proton-proton Interactions
The LHC is colliding protons, which consist of two up and one down quark. However, the in-
ternal dynamics are more complicated due to QCD effects. The three so-called valence quarks
(uud) are bound by gluons, leading to a continuous exchange of momentum. Furthermore
the gluons are subject to vacuum fluctuations that spontaneously create and destroy quark-
antiquark pairs. These spontaneously created quarks are called sea quarks. The entirety of
these objects inside the proton is referred to as partons.

When two protons collide it is actually one (or more) parton in each proton that partici-
pates in the interaction. This parton will only carry a fraction 𝑥 of the total proton momen-
tum. The momentum distribution for a given parton type is given by the parton distribution
function (PDF) 𝑓𝑖 (𝑥) [33]. These are obtained using measurements at a given factorisation
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Figure 2.2.: Feynman diagrams depicting the production of a 𝑍 boson decaying to neutrinos
in the monojet topology (left panel) and the production of a 𝑍 boson decaying to
an electron-positron pair in the VBF topology (right panel).

scale 𝜇𝐹, since they are not currently accessible to calculation from first principle. The mea-
sured PDF is then evolved to a different momentum scale using the Dokshitzer–Gribov–Li-
patov–Altarelli–Parisi (DGLAP) evolution equations.

The hadronic production cross section [24] for a collision process at the LHC is given by

𝜎𝑡𝑜𝑡 (𝜇𝐹, 𝜇𝑅) = ∫
1

0
𝑑𝑥1 ∫

1

0
𝑑𝑥2∑

𝑖𝑗
𝑓𝑖 (𝑥1, 𝜇𝐹) 𝑓𝑗 (𝑥2, 𝜇𝐹) �̂�𝑖𝑗 (𝑥1𝑥2𝑠, 𝛼𝑆 (𝑞2, 𝜇2𝑅) , 𝜇𝐹, 𝜇𝑅) , (2.4)

where 𝑖,𝑗 are the incoming partons with momentum fractions 𝑥𝑖,𝑗, 𝜇𝑅 and 𝜇𝐹 are the renormal-
isation and factorisation scales, 𝑠 is the squared center-of-mass energy and �̂�𝑖𝑗 is the partonic
interaction cross section.

2.2. Boson plus Jet Production in Proton-proton
Collisions

The electroweak gauge bosons can be produced at the LHC- also in association with jets.
The production mechanism typically involves the presence of quarks, as these bosons do not
couple directly to gluons. The left panel of Figure 2.2 shows one possible production Feynman
diagram. A 𝑍 boson is produced in a quark-antiquark annihilation and subsequently decays
to a neutrino anti-neutrino pair. In addition a gluon is radiated from one of the initial quark
lines and forms a jet that recoils against the 𝑍 boson. This production channel is commonly
called the monojet topology. The radiation of additional jets is also possible, but additional
radiation processes are suppressed by additional orders of 𝛼𝑆. Another possible production
mechanism is shown in the right panel of Figure 2.2. Here two quarks in the initial state
each radiate a vector boson, in this case a 𝑊+ and a 𝑊− boson. These bosons interact and
form a new vector boson, in this case a 𝑍 boson. This 𝑍 boson subsequently decays to an
electron-positron pair. This production channel is commonly called the VBF topology. A
characteristic of this topology is that no additional hadronic activity is expected in the gap
between the two outgoing quarks, since there is no colour connection between them.
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Figure 2.3.: Summary of several Standard Model total and fiducial production cross section
measurements. The measurements are corrected for branching fractions, com-
pared to the corresponding theoretical expectations. In some cases, the fiducial
selection is different between measurements in the same final state for differ-
ent centre-of-mass energies √s, resulting in lower cross section values at higher
√s. [34].

The boson plus jet processes have different production cross sections. Figure 2.3 shows an
overview of different total and fiducial production cross sections measured with the ATLAS
detector. The columns that show the production cross section for photons, 𝑊 and 𝑍 bosons
are highlighted with a red box. Each column shows the inclusive cross section without any
additional jet radiation and the production cross sections, if at least 𝑛𝑗 jets are radiated in
addition to the produced boson. Due to the additional couplings of 𝛼𝑆 that enter for each
additional jet, the cross sections decrease for higher 𝑛𝑗. It is also shown that the inclusive
cross section is largest for the photon and decreases for the𝑊 and 𝑍 bosons. Reasons for this
include the different coupling strengths of the bosons to the quarks, the different diagrams
contributing to their production, as well as the proton PDF.

The cross sections for the VBF production of𝑊 and 𝑍 bosons are highlighted with a green
box in Figure 2.3. The cross section for this production channel is more supressed than for
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Figure 2.4.: Measured rotational velocity curve of M33 (points) together with a fitted model
(continuous line). The templates contributions to the fit are theDM halo contribu-
tion (dot-dashed line), the stellar disc (short-dashed line) and the gas contribution
(long-dashed line). Adapted from [40].

the monojet topology, among other reasons due to higher orders in the electroweak coupling
strength in the production Feynman diagrams.

2.3. Beyond the Standard Model - Dark Matter
The existence of DM is supported by numerous astrophysical observations of different phe-
nomena. These include the rotational velocity curves of stars in galaxies [35][36], the precise
measurement of the cosmic microwave background (CMB), weak and strong gravitational
lensing [37][38] and the structure formation in the universe [39]. The observations of the
rotational velocity curves and the CMB are discussed in more detail in the following.

The distribution of luminous matter in a galaxy can be measured using astronomical ob-
servations. For spiral galaxies it is found to be located mostly at the centre of the galaxy.
Assuming only the gravitational field of the luminous matter, the radial velocity 𝑣 of a star
at radius 𝑟 is given by

𝑣 =
𝐺 ⋅ 𝑀 (𝑟)

√𝑟
, (2.5)

where 𝐺 is the gravitational constant and 𝑀(𝑟) is the total mass within a sphere of ra-
dius 𝑟 around the galactic centre. Hence the radial velocity of stars outside the central mass
concentration should decrease with 𝑟 roughly by 1

√𝑟
.

Observations of spiral galaxies however show very different radial velocity distributions.
An example is shown in Figure 2.4 for the galaxy M33. Here the measured rotational velocity
does not decrease, but increases with 𝑟. So from gravitational principles one can infer that
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a large amount of additional non-luminous mass must be contained within the galaxy. This
non-luminous mass is identified with the DM and its contributions to the rotational velocity
curve are shown as the dotted-dashed line. The contributions both from the visible matter in
the stellar disc (short dashed line) and from the gas disc (long-dashed line) are also shown.
This demonstrates that the galaxy contains a much larger amount of DM than luminous
matter.

More evidence for the existence of DM is found in the cosmic microwave background
(CMB), a radiation field that dates back to the early universe and the point in timewhen radia-
tion andmatter decoupled. TheCMB is almost perfectly isotropic, however small anisotropies
have been measured by the COBE [41], WMAP [42] and Planck [43] satellites. The power
spectrum of these anisotropies shows a characteristic pattern that can be used to extract and
calculate the matter, dark matter and dark energy contributions to the total energy density
of the universe [27][44]. The measurements of the CMB are in very good agreement with
the Standard Model of Cosmology, the so-called Λ𝐶𝐷𝑀 model [44]. This model predicts
non-relativistic cold DM (CDM).

A common assumption is that DM has a particle nature. No particle in the SM fulfils
all requirements for this hypothetical DM particle. However many BSM physics theories
contain particles that can serve asDM candidates. These are oftenweakly interactingmassive
particles (WIMPS), which are cold and reproduce the correct DM relic density observed in
the universe today [27]. Other well motivated DM candidates exist, especially the axion [45]
and axion-like particles [46] and also sterile neutrinos [47], however they are not further
discussed in the following.

There are a large number of experiments that aim to detect these hypothetical DM parti-
cles. An overview is given in the next section.

2.3.1. Searches for Dark Matter
Searches for DM can be grouped into three categories: Direct detection, indirect detection
and production experiments.

Direct detection experiments typically aim to directly measure the recoil of a DM particle
from the local DM halo against a nucleus in the detector medium [27]. Experiments that
follow the direction detection approach are for example XENONnT [48] and CRESST [49].

Indirect detection experiments search for the annihilation of DM to SM particles, which
could occur in astrophysical sources whereDM is accumulated. Experiments that pursue the
indirect detection approach include the ground-based H.E.S.S telescope [50] and the space-
based Fermi-LAT telescope [51].

Finally DM might also be produced at colliders such at the LHC. A typical approach to
search for this production are so-called Mono-X topologies. In these topologies the DM
is produced in association with a SM particle. The SM particle recoils against the invisi-
ble DM and is used to tag the event. In the measurement presented in this thesis, the re-
coil particles are jets and DM candidates would be visible in the cross section measurement
of the 𝑍 → 𝜈𝜈 + jets final state. Other recoil particles that are commonly measured are
photons [Sirunyan_2017], W/Z [52] and Higgs [53] bosons. Another possibility to search
for DM at the LHC are dijet events where the mediator particle that couples the DM to
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Figure 2.5.: Feynman diagram depicting the production of an axial-vector mediator 𝐴 with
mass 𝑚𝐴 decaying to DM particles 𝜒 with mass 𝑚𝜒.

the SM particles is resonantly produced and visible the invariant mass spectrum of the two
jets [54][55].

DM searches at colliders usually rely on BSM physics models to interpret the measured
data in absence of a discovery. During Run 1 of the LHC effective field theories (EFT) were
used for this purpose. These assume a contact interaction between the SM and the DM par-
ticles and allow to set limits on the energy scale by which higher dimensional operators are
suppressed [56]. However at the higher centre-of-mass energy during Run 2, EFTs suffer
from validity problems [57]. For this reason DM searches in Run 2 are typically interpreted
in terms of simplified DM models, which are discussed in the following section.

2.3.2. Simplified Dark Matter Models
Simplified DM models provide an extension of the EFTs by resolving the contact interaction
into a mediator particle [57]. This mediator particle couples the DM to the SM particles.
Typically simplified models are characterised by a few parameter as opposed to complete
DM models (e.g. Minimal supersymmetric SM). These complete DM models usually come
with a large number of parameters and a rich phenomenology, but are difficult to test with
the limited statistical precision currently available. Therefore the simplified model offers a
good compromise between the contact interaction of the EFT and the full DM model [56].

In this analysis a simplified DM model is used to interpret the measured cross sections.
The model assumes a spin-1 mediator with axial-vector coupling. This model is chosen as
an example. Other models involving other coupling types and spin-0/-1/-2 mediators also
exist [57].

The right panel of Figure 2.5 shows a Feynman diagram of the axial-vector mediator model.
It is characterised by an axial-vector mediator𝐴with mass𝑚𝐴 andDM particles 𝜒with mass
𝑚𝜒. The DM particles are assumed to be Dirac fermions. The coupling strengths of 𝐴 to
quarks and the DM particles are respectively given by 𝑔𝑞 and 𝑔𝜒, where 𝑔𝑞 is assumed to be
universal for all quarks. The mediator 𝐴 is assumed not to couple to leptons [57].
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Hadron Collider

Many interesting SM and potential BSM physics processes have very small production cross
sections. This means that in order to measure or discover these processes at a particle ac-
celerator, a very large number of collision events must be produced. To be able to produce
particles of higher masses, it is also necessary that sufficient energy is present in the centre-
of-mass system of the colliding particles. The LHC is the largest and most powerful parti-
cle accelerator currently in operation and has achieved records in both areas. How this is
achieved is discussed in the first part of this chapter.

In order to analyse the LHC collision data and measure rare processes, it is necessary
to identify the final state particles of the collisions and measure their properties with high
precision. This is a challenging task in the high rate environment of the LHC, which is
dominated by QCD jet production (see Figure 2.3). The ATLAS [58] detector is a general
purpose particle detector designed to meet this challenge. It is used to record the physics
data analysed in this measurement and is discussed in the second part of this chapter.

3.1. The Large Hadron Collider

The LHC is a circular particle accelerator with a length of 26.7 km, located between 45m
and 170m below the surface at the European Organization for Nuclear Research (CERN)
near Geneva, Switzerland [59]. It mainly accelerates and collides bunches of protons in two
beams circulating in opposite direction. The LHC also has a heavy ion collision programwith
lead-lead, xenon-xenon and proton-lead collisions [60]. The accelerator has been operated
at a centre-of-mass energy of √𝑠 = 13TeV for the proton-proton collisions from 2015 to 2018
and has exceeded its design luminosity ofℒ = 1.0 × 1034 cm−2s−1 [59].

The instantaneous luminosity ℒ determines the event production rates at an accelerator
and is connected to the number of collision events𝑁 produced in a process with cross section
𝜎 that are expected to occur in time 𝑇 via

𝑁 = 𝜎 ∫
𝑇
ℒ(𝑡) 𝑑𝑡. (3.1)

ℒ depends on the particle beams in the accelerator and is proportional to the collision
frequency and the number of protons available in each bunch and inversely proportional to
the horizontal and vertical beam size. This means smaller beams with a higher number of
protons will result in more collisions [26].
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Figure 3.1.: The CERN accelerator complex: The LHC injector chain, the LHC and the main
experiments ATLAS, ALICE, CMS and LHCb. Adapted from [61].

The protons that circulate in the LHC are pre-accelerated by variousmachines. An overview
of the CERN accelerator complex is given in Figure 3.1. Protons are first accelerated in a lin-
ear accelerator (Linac 2, 50MeV1) and then pass through a chain of circular accelerators
to further increase their energy and form the LHC beam structure: the Proton Synchrotron
Booster (acceleration to 1.4GeV), the Proton Synchrotron (acceleration to 25GeV) and the Su-
per Proton Synchrotron (acceleration to 450GeV) [59]. The final acceleration up to 6.5TeV2

takes place in the LHC.

The two proton beams are structured in up to 2808 bunches3, each containing around
1 × 1011 protons, with a bunch spacing of 25 ns [59][65]. The collisions for the experiments
are produced by crossing the beams at four interactions points (IPs) around the ring, with a
so-called bunch crossing typically happening every 25 ns, resulting in a collision frequency
of 40MHz.

The four main experiments are situated at the four IPs. These are the two general purpose
detectors ATLAS and CMS [66], the LHCb detector, which is designed to study rare decays
of beauty and charm quarks [67] and the ALICE detector which is primarily used to study
heavy ion collisions [68]. The ATLAS detector is discussed in the following section.

1The Linac 2 was replaced by the Linac 4 in 2020 [62].
2The beam energy has been increased to 6.8TeV in run 3 of the LHC [63].
3The maximum number of colliding bunches reached so far is 2544 [64].
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Figure 3.2.: Schematic layout of the ATLAS detector, including the ATLAS coordinate system.
The 𝑥-axis points towards the center of the LHC, the 𝑦-axis points up and the 𝑧-
axis points along the beamline. Adapted from [58].

3.2. The ATLAS Detector
The ATLAS detector is a highly granular general purpose particle detector. An overview is
given in Figure 3.2. ATLAS consists of the inner-detector (ID), which provides tracking in-
formation, an electromagnetic and a hadronic sampling calorimeter, which measure particle
energy and a dedicated muon spectrometer (MS).The ATLASmagnet system comprises a su-
perconducting central solenoid with a 2Tmagnetic field around the ID and an air-core toroid
system with a 1T magnetic field for the MS, to allow for precise momentum measurements
of charged particles. A highly efficient trigger system, using custom designed hardware and
a large computing cluster, is used to select physics collisions of interest from the very large
amount of collision data produced at the LHC every second. A dedicated detector for lumi-
nosity measurements is situated in the forward region of the detector [64][58].

In the first part of this section theATLAS coordinate system is introduced and in the second
part a brief overview of the detector components and the trigger system is given, with more
general details in [58] and specific details in the references given below. In the third part, the
dataset recorded with the ATLAS detector that is analysed in this measurement is discussed.

3.2.1. Coordinate System and Important Variables
TheATLAS coordinate system is shown in Figure 3.2. It is centred on the nominal IP, with the
𝑧-axis pointing along the beam direction and the 𝑥−𝑦 plane orthogonal to the beam direction.
The 𝑥-axis is pointing towards the centre of the LHC, while the 𝑦-axis points upwards. The
polar angle 𝜃 is measured from the 𝑧-axis and the azimuthal angle 𝜙 is measured around the
𝑧-axis [58].
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The direction of a collision product in the detector is expressed by the azimuthal angle
𝜙 and the rapidity 𝑦, that is defined as 𝑦 = 1/ ln [(𝐸 + 𝑝z) / (𝐸 − 𝑝z)]. The rapidity has the
advantage over the polar angle 𝜃 that its differences are invariant with respect to Lorentz
boosts along the beam axis. This is useful, since the final state particles are typically boosted
along the beam axis, as the momentum fraction 𝑥 is usually not identical for both colliding
partons. For final state particles with negligible mass the pseudo-rapidity 𝜂 = − ln tan (𝜃/2)
is used. Distances between physics objects are typically measured in the 𝜂 − 𝜙 plane as
Δ𝑅 = √𝜂2 + 𝜙2 [58].

The final state particles experience no boost in the direction transverse to the beam, since
the initial state partons only have momentum in the beam direction. Therefore the net sum
of the momenta of all final state particles in the transverse plange (𝑥 −𝑦) is zero. This feature
makes quantities defined in the transverse plane useful and a subscript T is used to indicate
that a quantity is defined in the transverse plane. Examples are the transverse momentum
𝑝T or the transverse energy 𝐸T.

3.2.2. The Inner Detector
The ATLAS inner detector (ID) is the central part of the ATLAS tracking system. It is used
to measure the ionisation energy deposits of charged particles passing through the detector
material [26]. These energy deposits, or hits, form the basis of the track reconstruction.
The track reconstruction is important in the particle identification to distinguish charged
and uncharged particles. In addition the particle tracks are used to measure the particle
momentum and charge, from the curvature of the particle track due to the Lorentz force
which is exerted by the magnetic field of the central solenoid.

The ID consists of the Pixel Detector, the SemiConductor tracker (SCT), the Transition
Radiation Tracker (TRT) and the central solenoid [69]. An overview of the inner detector is
given in Figure 3.2. The Pixel Detector and the SCT cover the region |𝜂| < 2.5 and are built
of four layers of silicon pixel sensors and four layers of silicon microstrip sensors arranged
in stereo pairs. The layers themselves are arranged in barrels around the beamline and the
IP, which are closed by endcaps consisting of disks containing the sensors on both sides4 .
The pixels (sensor size: 50 µm2 × 400 µm2) provide the high space point resolution necessary
to cope with the challenging track density close to the IP. Situated at larger radii and cov-
ering |𝜂| < 2.5, the TRT is built of layers of proportional drift tubes. It typically provides
most hits to the tracks and is part of the particle identification of electrons using transition
radiation [69][58].

The ID is designed to provide a transverse momentum resolution [71] of

𝜎𝑝T
𝑝T

= 0.05 %𝑝TGeV ⊕ 1%. (3.2)

The relative resolution gets worse towards higher 𝑝T as the curvature of the particle tracks
in the magnetic field becomes more difficult to measure [72].

4The fourth and innermost layer of the Pixel Detector, the insertable B-layer, was installed in 2014 and has no
additional endcap disks [70].
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3.2.3. Calorimetry
The energy of both hadronic and electromagnetic particles is determined in calorimeters.
These measure the energy that is deposited in the calorimeter material by the particle show-
ers, which are produced when the incident particles interact with the material. The ATLAS
calorimeters provide precise energy and position measurement of electromagnetic objects
and hadronic jets. The calorimeters are segmented, which allows to measure the shape of
the particle showers, especially for electromagnetic showers. The measured shower shapes
are then used in the particle identification, e.g. to distinguish hadronic (wide) from electro-
magnetic (narrow) showers. ATLAS uses sampling calorimeters, which interleave passive
high-Z absorber material to induce shower development and active material to sample the
energy deposition of the showers [58]. A schematic layout of the calorimeters is given in
Figure 3.2.

The electromagnetic calorimeter (EM calorimeter) surrounds the ID and is optimized to
contain andmeasure the electromagnetic showers produced by electrons and photons, which
do not have a high penetration power. It is based on lead absorbers and liquid argon as
active material, where the absorber and electrodes are arranged in an accordion geometry
for full coverage in 𝜙. It consists of several parts that cover |𝜂| < 3.2 with a minimum of
two layers and a high-precision region with three layers for |𝜂| < 2.5, where the first layer
in the high-precision region is very finely segmented in 𝜂. The central part is covered by the
electromagnetic barrel (|𝜂| < 1.475) and the outer part is covered by the electromagnetic end
caps (1.375 < |𝜂| < 3.2). It is important to note that there is a transition region between the
two calorimeter parts, that contains a comparatively large amount of dead material and is
usually excluded from the reconstruction of electromagnetic objects. Additionally, a liquid
argon pre-sampler is installed in the central region (|𝜂| < 1.8). Electromagnetic calorimetry
in the forward region (3.1 < |𝜂| < 4.9) is performed by the forward calorimeter, with copper
absorbers and liquid argon as active material [58].

The hadronic calorimeter surrounds the electromagnetic calorimeter and is optimized to
contain hadronic showers. While also hadronic particles typically start to shower in the elec-
tromagnetic calorimeter, their showers have a high penetration power and are typically only
stopped in the hadronic calorimeter. It comprises three sub-detectors, the Tile calorimeter
(|𝜂| < 1.7), which uses steel plates as absorbers and scintillating plastic tiles as active ma-
terial, the hadronic endcap calorimeter (1.5 < |𝜂| < 3.2), which uses copper absorbers and
liquid argon as active material and the forward calorimeter (3.1 < |𝜂| < 4.9), which uses tung-
sten absorbers in the hadronic part and liquid argon as active material [58][73]. The relative
energy resolution of calorimeters is typically parametrised as

𝜎𝐸
𝐸

= 𝑎
√𝐸

⊕ 𝑏
𝐸
⊕ 𝑐, (3.3)

where the first term is caused by stochastic fluctuations in the shower development, the
second term is due to electronic noise and the third term accounts for imperfections in the
calorimeter and fluctuations in the leakage losses [58]. The resolution improves towards
higher energies 𝐸 [72].
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The ATLAS calorimeters were designed to achieve a relative resolution of 𝜎𝐸
𝐸 ≈ 10 %

√𝐸
for

the EM calorimeter and 𝜎𝐸
𝐸 ≈ 50 % to 100 %

√𝐸
for the hadronic calorimeter [58].

3.2.4. Muon Spectrometer

The muons produced in the particle collisions are typically minimally ionizing. This means
that they can penetrate a large amount of material, especially both calorimeters. Therefore a
tracking system dedicated to muons is used in ATLAS. This MS provides detection and high-
precision tracking and momentum measurement for muons in the region |𝜂| < 2.7 [58]. The
schematic layout is given in Figure 3.2. Monitored drift tubes (|𝜂| < 2.7) and cathode strip
chambers (2 < |𝜂| < 2.7) serve as detection chambers mainly used in the track measurement.
They are arranged in three layers, with the cathode strip chambers only used in the first
layer, for improved rate capability. The magnetic field for the momentum measurement is
provided by the superconducting air-core toroid. The MS is also equipped with a trigger
system, which relies on resistive plate and thin gap chambers [58].

3.2.5. Trigger System

The ATLAS trigger system is designed to reconcile the very high proton-proton interaction
rate of about 1GHzwith the limited event data recording capabilities of 1.2 kHz, by rejecting
a factor of 1 × 106 of minimum-bias events, while recording interesting physics events with
very high efficiency. This is accomplished by a two level trigger system, consisting of the
Level-1 Trigger (L1) and the High-Level Trigger (HLT) [74].

In a first step, the L1 system uses custom built hardware that processes reduced detector
information from the calorimeters and the MS to achieve a rate reduction to 100 kHz. The
decision for each collision event has to be taken within a latency of 2.5 µs. In a second step,
the HLT, a very large cluster of commercial computers, uses the full detector information
and sophisticated particle reconstruction and identification algorithms, similar to those used
in the offline data analysis, to make a final decision on the events seeded by the L1 system in
up to 4 s per event. Events selected by the HLT are written to permanent storage [74]. Event
selection and analysis performed on the HLT level is referred to as online in the following
and that performed on the permanently recorded data is referred to as offline.

The trigger system is configured with so-called trigger items. These specify the require-
ments that an event has to fulfil in order to pass the trigger selection. These requirements
can include among other criteria the particle type, the minimum energy or transverse mo-
mentum of the particle and also more sophisticated particle identification criteria. Several
hundred trigger items exist that are usually tailored for the need of physics analyses.

Trigger Prescale

The 𝑝T spectrum of the final state particles typically rises exponentially towards lower 𝑝T.
Interesting physics collisions on the other hand usually contain high-𝑝T particles. Therefore
a common strategy to keep the trigger rates within a level acceptable for permanent storage
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is to only record all events above a certain 𝑝T or energy threshold for a given physics object
and given particle identification criteria [74].

However physics analyses often require information about events with lower 𝑝T objects,
for example to perform background estimates. This is accomplished by using trigger prescales.
This means that events triggered by trigger items below the minimum 𝑝T threshold are still
recorded, but with a lower rate. If a trigger item is configured with a prescale of 𝑋 events
triggered by this item are randomly chosen for permanent storage with a probability of
𝑃 = 1

𝑋 [74].

3.3. Data used in the Measurement
The data analysed in this measurement encompasses the full Run 2 dataset recorded with
the ATLAS detector from 2015 to 2018. In total an integrated luminosity of 153 fb−1 was
delivered by the LHC, of which 147 fb−1 were recorded by the ATLAS detector[75]. Not
the full delivered luminosity is recorded due to data acquisition inefficiencies, and operation
related inefficiencies (e.g. start of detector components after the LHC beams are stable).
139 fb−1 pass the basic quality criteria for data analysis , e.g. full detector readiness and good
object quality, and form the full Run 2 dataset[75].

During the collision of the proton bunches in the LHC typically several protons collide
per bunch crossing. This effect is referred to as pile-up and leads to challenges for physics
analyses, since typically only the collision products from the hard scattering process are of
interest. Final state particles from other proton-proton collisions in the same bunch crossing
need to be removed or their effects need to be accounted for. The pile-up conditions vary
depending on the LHC beam conditions. The average pile-up has evolved from 13.4 in 2015
to 36.1 in 2018[75]. The differences in the pile-up conditions between the different years need
to be taken into account when performing the measurement and often require separate treat-
ment of data recorded in different years, especially in many of the background estimation
methods.

The vertex belonging to the hard scattering process is defined as the primary vertex (PV).
Collision vertices are determined using tracks from the ID with an energy above 400MeV
and a vertex-finding algorithm [76][77]. The PV is then defined as the vertex with highest
associated∑𝑝2T.
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The goal of this analysis is a precise measurement of the vector boson plus jet production
cross sections. This poses several challenges, which motivate the strategy of the measure-
ment and are discussed in the following.

The first challenge is related to background processes that produce collision events, which
are indistinguishable from the boson plus jet final states. The contributions from these pro-
cesses need to be estimated and subtracted from the measured data.

The second challenge is related to the systematic uncertainties on the measurement. These
affect the measurement in two ways. Firstly, the systematic uncertainties on the subtracted
backgrounds are propagated to the measured cross sections. Therefore it is necessary to
reduce their impact on the background estimates. Secondly, the systematic uncertainties
also affect the boson plus jet signal processes. These uncertainties can be constrained by
combining information from several boson plus jet measurements, since many systematic
uncertainties are correlated between the different processes. To properly leverage this cor-
relation, it is necessary to measure the boson plus jet production cross sections in a coherent
way.

The third challenge are detector effects on the measured data. These effects, like limited
resolution and efficiency, distort the measured spectra. Therefore the detector effects are
removed from the data to obtain the cross sections.

The strategy to measure the boson plus jet cross sections is designed to meet these chal-
lenges. It is outlined in the following, with a graphical overview shown in Figure 4.1.

For each boson plus jet process a separate measurement region is defined. For the 𝑍 → 𝜈𝜈
+ jets process this region is called the Signal Region (SR), since it has sensitivity to many
models for BSM physics, especially for DM production. The measurement regions for the
other boson plus jet processes are called Auxilliary Measurement (AM) regions. The AM
regions are: 𝑊 → 𝑒𝜈 + jets AM region, 𝑊 → 𝜇𝜈 + jets AM region, 𝑍 → 𝑒𝑒 + jets AM region,
𝑍 → 𝜇𝜇 + jets AM region and 𝛾+jets AM region. The boson plus jet process for which a
given region has been defined is called the SM signal process of that region. Each of these
regions is designed to enhance the contribution from the SM signal process and to reduce
the contributions from background processes. The regions are defined in a coherent way to
ensure a high degree of correlation between the systematic uncertainties.

One essential ingredient to achieve this coherence is the definition of a common proxy for
the transverse momentum (𝑝T) of the boson in each region. In the SR the boson 𝑝T can only
be determined indirectly by measuring the hadronic recoil against the 𝑍 boson, since the
neutrinos in the final state are invisible to the detector. Therefore the boson 𝑝T in all other
regions is also measured via the hadronic recoil of the corresponding boson. The definition of
themeasurement regions and of the boson 𝑝T proxy are discussed inmore detail in Chapter 5.
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Figure 4.1.: Overview of the measurement strategy.
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In each measurement region two phase spaces are defined, which enhance a different pro-
duction mechanism of the boson plus jet final states. These are the monojet phase space and
the VBF phase space. In each phase space several observables are measured: The boson 𝑝T is
measured in both in monojet and VBF phase space and in the VBF phase space the invariant
jet mass of the first two leading jets and the signed azimuthal angle between the first two
leading jets is measured in addition.

The next step in the measurement is the estimation of the background contributions to the
different regions. The backgrounds can be grouped into two categories. The first category
are backgrounds due to mis-identified objects, also called fake objects (e.g a hadronic jet in
a dijet event is reconstructed as a photon and the event enters the 𝛾+jets AM region). The
background contributions due to these fake objects are estimated using dedicated data-driven
techniques.

The second category are backgrounds that enter a given region due to the limited efficiency
and acceptance of the detector (e.g. a 𝑊 → 𝑒𝜈 + jets event is selected in the SR, because the
electron is missed by the detector). The dominant backgrounds of this category are estimated
using shape templates derived fromMC simulation that are normalized to data in dedicated
control regions (CRs). For each dominant background process a separate CR is introduced.
Minor backgrounds of this category are estimated purely from MC simulation.

The final in step in the measurement is to correct the background-subtracted data for
detector-effects. This is achieved with an iterative Bayesian unfolding technique. The re-
sulting cross sections are used in the interpretation of the measurement.

The measured cross sections are interpreted in different ways. Firstly they are used to
validate the theory predictions made with the SherpaMC generator. Secondly they are used
in a goodness-of-fit test to investigate the compatibility of the measurement with the SM.
And finally it is demonstrated that the cross sections can be used to constrain models for
BSM physics.

Themeasurement is performed with a blinding strategy in the SR.This means that all steps
described above are developed and tested only on a subset of the entire collision data that is
analysed in the end. This helps to avoid biasing themeasurement. The blinded dataset used in
the SR is limited to approximately 25 % of the entire data. Once all parts of the measurement
were fixed, tested and validated, the full dataset was unblinded and the final results produced
with the full dataset. All figures shown in the following contain the unblinded data.

The measurement contains many different regions and phase spaces which are not all sta-
tistically independent. To track correlations and to properly account for them the bootstrap
method is used. It is based on replicas of the measurement, which are created by intro-
ducing correlated Poisson fluctuations for each event that is filled in any histogram [78].
These replica can then be used at any given point in the measurement to calculate statis-
tical uncertainties or correlations. An introduction to the bootstrap technique is given in
Appendix G. 10 000 bootstrap replica are used in the measurement, unless stated otherwise.
This represents the computational limit and allows for a precise accounting of the statistical
uncertainties.
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and Selection of Events

To measure the boson plus jet cross sections, collision events that belong to the SR or one
of the AM regions must be identified. To achieve this it is necessary to first associate the
signals measured by the detector, like the energy depositions in the calorimeters or the hits
in the ID, to the final state particles produced in the hard scattering process of each event.
This procedure is called particle reconstruction and the results are a set of particle candidates
in each event. For example an energy deposition in the electromagnetic calorimeter that has
an associated track formed from hits in the ID could be an electron candidate, whereas the
same energy deposition without an associated track could be a photon candidate.

In the next step, a subset of particles is selected from the candidate particles using more
sophisticated methods like the analysis of the shower shapes. This is necessary since not
all particle candidates correspond to the respective particle in the final state of the hard
scattering process. For example an electron candidate can also be formed from a hadronic
shower that is narrow and stopped early in the calorimeter. The particle reconstruction and
selection is discussed in the first section of this chapter.

The final step of the selection process is the classification of the collision events in the SR or
one of the AM regions, according to the selected particles in each event. In addition, specific
trigger criteria need to be fulfilled for each region. The selection of the collision events is
discussed in the second section of this chapter.

In addition to the selection of events on the detector level it is also necessary to select
particles and events on the particle level of the simulation. This selection is used in the
unfolding procedure as the fiducial phase-space of the measurement and is discussed in the
third part of this chapter. More information on the simulation is given in the next chapter.

5.1. Reconstruction and Selection of Particles and
Event-level Quantities

For each of type of particle (electron, muon, tau, photon and jet) different reconstruction
algorithms and selection criteria are used depending on the properties of the particle type
and its interaction with the detector material. Therefore the reconstruction and selection is
discussed separately for each particle type in the following. Please note that anti-particles
are reconstructed in the same way as particles and are not separately discussed.

There are two different selection classes for most particle types: the baseline selection and
the signal selection. Baseline objects are characterized by permissive selection criteria and
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are for example used to construct background-enriched regions for the fake object estimates.
Signal objects have to fulfil strict selection criteria in order to improve background rejection
and increase the signal purity of a given region.

The signal selection for electrons is not the same between the 𝑊 → 𝑒𝜈 + jets AM and
𝑍 → 𝑒𝑒 + jets AM region. The reason is that contribution from background processes is
expected to be larger in the 𝑊 → 𝑒𝜈 + jets AM regions, requiring a stricter selection. In the
𝑍 → 𝑒𝑒 + jets AM region the background contributions is much smaller, due to the very clean
Z boson selection.

The definition of the selection criteria for different objects is notmutually exclusive. There-
fore it is possible that a single energy deposition in the calorimeter is reconstructed and as
two different objects. A procedure called overlap removal is used to remove these duplicated
objects from the events.

Finally the selected objects are used to construct event level quantities, especially themiss-
ing transverse momentum that quantifies the amount of momentum that was carried out of
the detector by invisible particles.

The reconstruction, selection and calculation of all these quantities is discussed in the
following. Additional details that go beyond the brief overview presented here are given in
the references.

5.1.1. Electrons

Electrons are charged and interact with the detector by leaving an ionization track in the
identification and depositing the largest part of their energy in the EM calorimeter in the
form of an electromagnetic shower. Therefore electron candidates are reconstructed from
clusters of energy deposits in the EM calorimeter and charged-particle tracks measured in
the ID.

The electromagnetic clusters are built using a topological nearest-neighbour clustering
algorithm on EM calorimeter cells. Only cells with a significant energy deposition above the
electronic and pile-up noise are included in the formation of these clusters [79].

The charged-particle tracks are built from hits in the ID tracking layers using track fitting
based on pattern recognition algorithms that take the curvature of the particle tracks in the
magnetic field of the detector into account, aswell as energy losses due to Bremsstrahlung [80].

The topo-clusters are matched to high quality tracks that have minimum number of four
hits in the silicon tracking detectors. The matched topo-clusters are further processed by
a supercluster-building algorithm. This algorithm adds near topo-clusters together if one
of the clusters is likely to have originated from a secondary shower, for exampled from a
bremsstrahlung photon emitted by the original electron [79]. The calorimeter energy asso-
ciated to the supercluster is then calibrated using both MC simulation and data [81].

Starting from the electron candidates, the baseline electrons and the signal electrons for
the 𝑊 → 𝑒𝜈 + jets AM and 𝑍 → 𝑒𝑒 + jets AM region are defined.
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Selection of Baseline Electrons

Baseline electrons are required to have 𝑝T > 7GeV to guarantee high reconstruction effi-
ciency and |𝜂| < 2.47 to be within the precision region of the electromagnetic calorimeter.
The transition region 1.37 < |𝜂| < 1.52 is excluded, since it contains a comparatively large
amount of dead material, leading to large energy uncertainties [80]. Baseline electrons are
further required to fulfil certain calorimeter quality criteria, especially that the associated
electromagnetic cluster is not affected by defective front-end boards or high-voltage mod-
ules in the first calorimeter layers or defective calorimeter cells in the cluster core. Finally
the electrons have to pass a relatively permissive likelihood-based identification (called loose
identification) based on the shape of the electromagnetic shower in the calorimeter and in-
formation from the tracking system. Since electromagnetic showers have a different shape
than hadronic showers, this allows one to distinguish the electrons from hadrons. The loose
identification is chosen because it has a high signal efficiency, which is important to guar-
antee an efficient veto on events containing additional electrons not present in the targeted
final state. In addition, the loose identification only has a comparatively weak background
rejection, which is important for the fake electron estimate (see Section 8.4), where baseline
electrons are used to define a background-enriched region.

Selection of Signal Electrons for the 𝑊 → 𝑒𝜈 + jets Auxiliary Measurement Region

Signal electrons in the 𝑊 → 𝑒𝜈 + jets AM region have to fulfil the baseline electron crite-
ria. Further requirements are motivated by the need for background rejection. The electrons
have to be associated with the primary vertex in the event, to reject electrons from pile-up
events. This is done in a procedure called track-to-vertex-association (TTVA) that places re-
quirements on both the transverse and longitudinal impact parameters of electron track with
respect to the primary vertex [82][83]. The electrons also have to pass a strict likelihood-
based identification (called tight identification), which is optimized for background rejection,
while preserving good signal efficiency [80]. Furthermore an strict calorimeter isolation re-
quirement is placed on the hadronic activity around the electron (called tight isolation) [80].
This isolation requirement helps to reject background electrons from heavy flavour decays,
which typically are surrounded by significant hadronic activity from the jet remnant. A
detailed discussion of the role of identification and isolation in the context of background
rejection is given in Section 8.4.

Selection of Signal Electrons for the 𝑍 → 𝑒𝑒 + jets Auxiliary Measurement Region

Signal electrons in the 𝑍 → 𝑒𝑒 + jets AM region have to fulfil the baseline electron criteria and
pass the TTVA. Furthermore they have to pass an intermediate likelihood-based identifica-
tion (called medium identification), which has good background rejection, while preserving
a higher signal efficiency than the tight identification. The electrons are also required to
pass the tight isolation. However an additional correction of the calorimeter isolation is per-
formed in this case, since the electrons can de-isolate each other. This happens especially
in a boosted scenario with high 𝑍 boson 𝑝T, when the electrons are close. In case a single
electron would fail the isolation requirement, i.e. there is a significant energy deposition
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around the electron, it is verified that this energy deposition is not caused by clusters or
tracks associated to a second nearby electron. If the energy deposition is associated to a
nearby second electron, the isolation is re-evaluated, with the clusters and tracks that are as-
sociated to the second electron removed. This prevents the electrons from a boosted 𝑍 boson
decay to de-isolated each other and improves the selection efficiency.

5.1.2. Muons
Muons are charged and leave tracks both in the ID and theMS, with a small amount of energy
also deposited in the calorimeters. Therefore muon candidates are reconstructed using both
the MS and the ID. Hits in both subdetectors are used independently in several consecutive
pattern recognition and fit steps to reconstruct first track segments and then track candidates.
Track candidates from the two subdetectors are then used in a combined fit to reconstruct
the actual muon candidates. In regions with reduced acceptance of the MS (|𝜂| < 0.1) muon
candidates are reconstructed by extrapolating track candidates from the ID to the MS and
accepting the candidate already if the extrapolated track can be associated with at least one
track segment in the MS [84].

Starting from these muon candidates, two types of muons are defined in this analysis,
which are described in the following.

Baseline Muons

Baseline muons are required to have 𝑝T > 7GeV to be consistent with the baseline electron
selection and |𝜂| < 2.5 to be within the acceptance of the ID. In addition, permissive quality
criteria (called loose identification) are applied to the tracks. These quality criteria require
compatibility between the charge and momentum measurement done with the ID and the
MS, as well as a minimum amount of hits in both subdetectors [84][85]. They are optimized
to maximise the signal efficiency.

Signal Muons

Signal muons have to fulfil the baselinemuon criteria combinedwith additional requirements
to improve the background rejection. They have to fulfil the TTVA [82] and are required to
fulfil tighter identification requirements than the baseline muons (called the medium identi-
fication). This identification specifically does not allow muons, which have been constructed
by track extrapolation within |𝜂| < 0.1. Furthermore an isolation requirement is placed on
the activity around the muon, to reject background muons from hadronic sources . Both a
permissive track and calorimeter isolation (called loose isolation) are applied, since neither
additional tracks nor additional calorimeter activity is expected to be associated with the
muons [85].

5.1.3. Hadronic Taus
A large fraction of tau leptons decays hadronically (65 %), of which 72 % (22 %) are decays
involving one (three) charged pion(s) in the final state [86], called one-prong (three-prong)
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decays. Therefore the tau candidate reconstruction is seeded by hadronic jets reconstructed
using the anti-𝑘𝑡 [87] algorithm with a radius parameter of 𝑅 = 0.4. Only jets within the
acceptance of the tracking system (|𝜂| < 2.5) are used, since tracks play an important part
in the tau identification. For each tau candidate a tau vertex is associated using a dedicated
algorithm. For the further identification steps only tracks from this tau vertex are kept. The
tracks are classified as belonging to the core (𝑅 < 0.2) or isolation ring (0.2 < 𝑅 < 0.4) of the
tau candidates, since the showers in the calorimeter from hadronic tau decays are expected
to be much narrower than those of gluon- or quark-induced jets [86][88][89].

The tau candidates reconstructed in this way contain a large amount of background from
these jets [86], which is reduced in an identification step described in the following.

Baseline Taus

Baseline taus are selected from tau candidates by requiring 𝑝T > 20GeV and |𝜂| < 2.47, with
the transition region 1.37 < |𝜂| < 1.52 excluded and calorimeter quality criteria similar to the
baseline electron selection. Furthermore, the taus are required to pass a multivariate identifi-
cation, which uses several input variables to distinguish taus from quark- and gluon-induced
jets [89]. These variables are motivated by the different shower development between the
two types of jets. In addition for tau decays tracks are expected to originate only from the
charged pions, therefore the number of jets associated with the tau is smaller than in a quark-
or gluon-induced jet and these tracks are typically associated with the core region of the tau.
A full description of all input variables is given in [89]. For the baseline taus a configuration
of the multivariate identification method with high signal efficiency (called loose identifica-
tion) is used [89].

Signal Taus

Signal taus are selected analogously to baseline taus, but with a stricter requirement on the
multivariate identification, called medium identification, providing good signal efficiency
and better background rejection than the loose identification.

5.1.4. Photons

Photons interact with the detector in a similar way as electrons. However since they are not
charged, they do not leave a track in the ID unless they undergo pair production, also called
conversion, in the material of the ID. They also deposit most or all of their energy in an elec-
tromagnetic shower in the calorimeter. Therefore the reconstruction of photon candidates
proceeds similar to that of electrons. At low 𝜂 about 20 % of the photons undergo conversion
and up to about 65 % at high 𝜂. The topo-clustering is the same as for electrons, but the recon-
structed tracks are input to a vertex finding algorithm, to find photon conversion vertices [81]
which are then matched to topo-clusters. The supercluster-building algorithm proceeds in
the same way as for electrons, but without the requirement for a matched track to the seed
topo-cluster. For photons the supercluster-building algorithm adds near topo clusters, if they
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are likely to belong to a photon conversion [79]. As for electrons, the calorimeter energy as-
sociated to the supercluster is then calibrated using both MC simulation and data [81]. An
ambiguity resolution is performed for superclusters that are reconstructed as both an elec-
tron and a photon [81].

Baseline Photons

Baseline photons are selected from photon candidates by requiring 𝑝T > 7GeV and |𝜂| < 2.47,
with the transition region 1.37 < |𝜂| < 1.52 excluded and calorimeter quality criteria similar
to the baseline electron selection. For baseline photons similar to baseline electrons, loose
identification requirements are applied to the shape of the electromagnetic shower in the
calorimeter. These reduce the contributions from hadronic jets, but still guarantee a high
signal efficiency [79].

Signal Photons

Signal photons are required to fulfil the baseline photon criteria together with stricter re-
quirements on the identification (tight identification). Similar to signal electrons, signal pho-
tons have to fulfil a calorimeter isolation requirement to remove background from jets that
involve the decay of a 𝜋0 to a photon pair [79]. In addition signal photons also have to fulfil a
track isolation criterium, which places an upper limit on the 𝑝T from tracks associated to the
photon. This is possible, since photons are not charged and do not produce tracks in the ID,
apart from conversion tracks [79]. The isolation requirements are called the tight isolation.
Both the photon identification and the two types of isolation are described in more detail in
Section 8.3.

5.1.5. Jets

The hadronisation products of quarks and gluons produced in the final state leave tracks
in the ID, if they are charged and cause energy depositions both in the EM and hadronic
calorimeters in the form of hadronic showers. In this section an overview of the reconstruc-
tion, calibration and resolution of these particle jets is given and the signal jet definition is
discussed.

Jet Reconstruction

The jet candidates are clustered from energy deposits in both calorimeters and the tracking
system using the anti-𝑘𝑡 algorithm with a radius parameter of 𝑅 = 0.4. The input signals to
the clustering are determined with a particle flow algorithm [90], which is described briefly
in the following. The idea of particle flow jets is to not solely use the energy depositions
in calorimeter in the form of topo-clusters1 in the reconstruction, but to incorporate track

1These topo-clusters are constructed with the same algorithm as those used in the electron reconstruction,
however also the cells of the hadronic calorimeter are included in the clustering.
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Figure 5.1.: Stages of the jet energy calibration [91].

information for charged particles from the ID in addition. This is beneficial, since the mo-
mentum resolution of the tracker is better than the energy resolution of the calorimeter
for low 𝑝T charged particles. Further benefits include better angular resolution for single
charged particle tracks and improved pile-up stability, since the tracking information can be
used to reject signals from pile-up vertices. In order to avoid double counting, calorimeter
clusters of particles which have a reconstructed track matched loosely to the primary vertex
are removed before the jet clustering, which is run on the ensemble of tracks matched to
the primary vertex and the remaining calorimeter clusters [90]. To prevent inaccurate re-
moval of calorimeter clusters, especially in the core of high-𝑝T jets and to fully benefit from
the excellent calorimeter performance at higher energies, the particle flow algorithm starts
to truncate the removal around 𝑝trackT = 40GeV. Above 𝑝trackT = 100GeV only calorimeter
information is used [91].

Jet Calibration

An extensive calibration procedure is used to correct the jet energy as measured in the
calorimeter to that of jets reconstructed at the particle level [91]. A brief overview is given
here, since the jet calibration uncertainty is of great importance in this measurement. More
detail can be found in [91].

Figure 5.1 shows the complete calibration chain, starting with the reconstructed jets. Only
the derivation of the final calibration step involves measured data, all earlier steps are derived
fromMC simulation. All steps are applied to both data andMC simulation and scale the four-
momentum vector of the jets. The first two calibration steps correct the jets for additional
energy due to pile-up interactions in the same and the neighbouring bunch-crossings. The
first calibration step is an area based energy subtraction, based on the area of the jet in
the 𝑦 − 𝜙 plane and the event pile-up 𝑝T density 𝜌. Since 𝜌 is determined in the central
region of the detector, some residual dependence of the jet 𝑝T on the pile-up remains after
the first step. This is corrected in the second step with an additional correction factor that
is a function of the mean number of interactions per bunch-crossing (𝜇) and the number
of reconstructed vertices in the event (𝑁PV). The third step encompasses both the absolute
energy scale and 𝜂 calibration based onMC simulation to account amongst others for energy
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losses from passive material, the non-compensating nature of the calorimeter and biases in
𝜂 in the jet reconstruction. For the energy scale correction, the average jet energy response
is determined and used to bring the energy scale of the jets from detector to particle level. A
similar correction factor is determined for the jet 𝜂. The second to last step is the so-called
global sequential calibration that does not change the average jet response, but improves the
jet resolution, by correcting fluctuations in the response from jet to jet due to different flavour
content, varying energy distributions of the jet constituents and differences in shower shape.
The dependence of the jet response on six different variables (e.g. number of tracks, energy
fractions in different calorimeter layers, etc.) is corrected. The residual in-situ correction is
the final step in the calibration procedure, where measurements in data are used to correct
differences between the jet response in data and simulation (e.g. due to imperfect modelling
of the materials and physics processes in the detectors). This in-situ correction especially
contains an eta intercalibration analysis, where a 𝑝T balance in dijet events is used to correct
the energy scale of forward jets to that of central jets.

Jet Energy Resolution

The precise knowledge of the jet energy resolution (JER) in data is important, since it is
known that the JER is not well modelled in the simulation. This mismodelling needs to be
corrected to perform a precise measurement.

The jet energy resolution can be parametrized similarly to the calorimeter resolution with
a noise term, a stochastical term and a constant term. These are measured in physics data
using a dijet balance method [91]. This method is based on the assumed 𝑝T balance of dijet
events, which are back-to-back in the transverse plane of the detector. Deviations from the
balance arise due resolution effects, additional radiation and method biases. These deviations
are measured and the jet resolution is extracted. A detailed description is given in [91].

The measured jet energy resolution is used to improve the description of the data by the
simulation. For regions of jet 𝑝T where the resolution in the simulation is better than in data,
the simulated jets are smeared using the measured JER until the average resolution of the jets
matches that in data. In regions where the simulation has worse resolution than the data, no
smearing is applied (i.e. the data resolution is not artificially worsened) [91].

Signal Jets

The jets used in the analysis are selected from the jet candidates by requiring 𝑝T > 30GeV
and |𝑦| < 4.4. In addition jets have to pass basic quality criteria ensuring the correct operation
of the calorimeter of the event, also called the loose identification. To suppress pile-up jets,
low 𝑝T jets are required to pass the jet vertex tagger (JVT) [92], a likelihood discriminant that
employs tracking information from the ID to identify pile-up jets. Only jets up to 60GeV are
required to pass the JVT, since the pile-up jet 𝑝T spectrum is rapidly falling and the removal
of high-𝑝T hard-scatter jets should be avoided [92]. The JVT is only available in the central
region of the detector, since it relies on tracks from the ID. Therefore a separate tagger for
forward jets, called fJVT, is used. It calculates for each pile-up vertex reconstructed in the
central region the vectorial transverse sum of the jet and track momenta associated to that
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vertex, to determine if 𝑝T is missing2 for that vertex. The fJVT then checks for each forward
jet if the jet 𝑝T is compatible with the missing 𝑝T of a pile-up vertex and then it tags the
forward jet accordingly [93]. In addition the leading jet in 𝑝T in each event must satisfy a
so-called tight identification in order to reject beam-induced background. This is discussed
in detail in Section 8.2.

5.1.6. Removal of Overlapping Physics Objects

The reconstructed and selected physics objects as defined above are not mutually exclusive
and one physics objects interacting with the detector can be reconstructed as two differ-
ent objects. Therefore a procedure is required to remove these overlaps. Detailed studies
have been performed by the ATLAS collaboration on the overlaps [94]. In the following, an
overview of the main effects and the removal steps applied in this measurement are given
based on [94].

Muons can be reconstructed as electrons. This typically happens if a final state radiation
photon is emitted collinear to the muon or if the muon radiates a Bremsstrahlung photon.
These photons lead to an electromagnetic shower in the calorimeter, which together with the
track from the muon in the ID leads to the reconstruction of an electron. However a genuine
electron can not cause a track in the MS, which is required for a muon to be reconstructed.
Therefore electrons are removed from the event if they share an ID track with a muon.

Hadronic taus, electrons and muons can be reconstructed as jets. In the case of hadronic
taus this is clear, since the hadronic tau reconstruction starts with a seed jet. Electrons are
also usually clustered as jets, because the same topo clusters used in the electron reconstruc-
tion are also used in the jet reconstruction. Therefore all jets that are within Δ𝑅 < 0.2 of a
tau or an electron are removed from the event. A muon can be reconstructed as a jet, if a
bremsstrahlung or FSR photon is emitted. In this case the jet will only have few associated
tracks. Therefore jets are removed if they have fewer than three tracks and are closer than
Δ𝑅 < 0.2 to a muon.

Electrons and muons can be produced as part of a heavy flavour decay, in which case they
are typically close to a genuine hadronic jet. Therefore electrons and muons are removed if
they have a distance of 0.2 < Δ𝑅 < 0.4 to a jet. This also serves as an additional isolation
criterium for genuine electrons and muons that are close-by to a genuine jet, since in these
cases the reconstruction is typically biased and the modelling in simulation is difficult, so the
removal of the close-by leptons is favourable.

Hadronic taus can be both faked by electrons and muons. For electrons this happens
because the electron are typically reconstructed as jets, which can then seed taus. In the
case of muons an anomalous energy loss in the calorimeter, which is reconstructed as a jet
can lead to the fake reconstruction as a tau. Therefore taus which are closer to electrons or
muons than Δ𝑅 < 0.2 are removed.

2The sum of all momenta associated to a vertex is expected to be zero in the transverse plane.
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5.1.7. Missing Transverse Momentum

One of the most important observables used in this measurement in the missing transverse
momentum. It allows to quantify the transverse momentum carried out of the detector by
invisible particles, like neutrinos or potentially DM and other invisible BSM particles. The
reconstruction of themissing transversemomentum relies on the conservation ofmomentum
in the transverse plane, which means that the sum of the 𝑝T of all finals state particles is zero.
Therefore the transverse momentum sum of the invisible particles can be calculated as the
negative vectorial sum of the visible particles. This is discussed in the following.

The reconstruction of the missing transverse momentum from invisible particles 𝑝miss,real
T

relies on the calibrated hard objects described above, namely electrons (e), muons (𝜇), hadron-
ically decaying taus (𝜏), photons (𝛾) and jets. All energy deposits in the calorimeters and the
ID are matched to those hard objects and an overlap removal is performed to avoid double
counting. All energy deposits in the ID not matched to the hard objects are collected in the
soft term.

The vector 𝑝Tmiss,real is then calculated along the 𝑥 and 𝑦 axes as

𝑝miss,real
x(y) = 𝑝miss,e

x(y) + 𝑝miss,𝜇
x(y) + 𝑝miss,𝜏

x(y) + 𝑝miss,𝛾
x(y) + 𝑝miss,jets

x(y) + 𝑝miss,soft
x(y) , (5.1)

where the terms are calculated as the negative vectorial sum of tracks of charged particles
and transverse momenta of energy deposits of the corresponding particles [95][96]. Then
𝑝miss,real
T is calculated as 𝑝miss,real

T = |𝑝Tmiss,real|.

For the SR the 𝑝miss,real
T is a proxy for the boson 𝑝T, since the neutrinos from the 𝑍 →

𝜈𝜈 + jets decay can not be reconstructed directly. For the AM regions a similar proxy for
the boson 𝑝T, called 𝑝miss

T , is defined. It is constructed in each region of the measurement
by summing the 𝑝Tmiss,real and the transverse momentum vectors of the signal leptons or
photon in that region (e.g. in the SR 𝑝Tmiss = 𝑝Tmiss,real, in the 𝑊 → 𝑒𝜈 + jets AM region
𝑝Tmiss = 𝑝Tmiss,real+𝑝T,e, etc.). Note that since 𝑝

miss,real
T is calculated as the negative vectorial

sum of all hard objects and the soft term, adding a hard object in this way effectively removes
it from the 𝑝miss,real

T and treats it as if it were invisible to the detector. This is done even in
regionswhere no genuine 𝑝miss,real

T is expected from the final state. Defining 𝑝miss
T in this way

has the advantage that the experimental systematic uncertainties in the AM regions remain
closely correlated to those in the SR. This is especially important for the jet experimental
systematic uncertainties, since the jet recoil systems are expected to be very similar in all
regions and are taken into account in the same way in the calculation of 𝑝miss

T and 𝑝miss,real
T .

5.2. Selection of Collision Events

Collision events are selected according to their selected physics objects content into the six
different measurement regions and the two jet phase spaces in different steps. In a first step a
dedicated set of analysis triggers is used to select all events that possibly enter in any region
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of the measurement from the ATLAS data stream. This is discussed in the first part of this
section.

In a next step, event quality criteria are applied to the triggered events, to ensure that the
detector was fully functional at the time the event was recorded. This is discussed in the
second part of this section.

In a final step the events are selected into the different regions according to the recon-
structed, calibrated and selected physics objects. These event selection criteria have two
aims that need to be reconciled: To improve the statistical precision of the measurement the
selection should be as inclusive as possible. However, to reduce contributions from back-
ground events and improve the purity of the signal process, additional selection constraints
are necessary in certain cases. The third part of this section discusses and motivates the se-
lection cuts applied in the measurement. Please note that additional regions, like control or
validation regions for the background estimates, are discussed in the relevant chapters.

5.2.1. Trigger Selection
The analysis triggers are selected to be as inclusive as possible to allow for the highest pos-
sible statistical precision in the measurement. Therefore the lowest unprescaled triggers for
each physics object are used. Table 5.1 shows the main analysis trigger items. The trigger
item names include the name of the object (electron:e, photon: g, 𝑝miss,real

T : xe) followed by
the 𝑝T or 𝑝miss,real

T threshold and in some cases further information on the applied selec-
tion (e.g.: medium likelihood identification: lhmedium). A detailed description of all trigger
items names used in the measurement is given in Section A.1. The main analysis triggers are
discussed in the following.

The lowest unprescaled triggers evolve for different years, mostly to cope with the harsher
pile-up conditions [76], therefore the trigger items change for different years. The require-
ments placed on the triggered objects typically become looser towards higher 𝑝T, since the
trigger rate decreases due to the falling 𝑝T spectra. In most cases a logical “or” of several
triggers is used to ensure maximum efficiency.

For the SR, 𝑝miss,real
T triggers are used, since the SM signal process 𝑍 → 𝜈𝜈 + jets and also

BSM physics like DM produce large 𝑝miss
T . For the 𝑊 → 𝜇𝜈 + jets AM and 𝑍 → 𝜇𝜇 + jets

AM regions the 𝑝miss
T triggers are also used. This is possible, since muons are not included

as hard objects in the online 𝑝miss
T calculation, thus they are “invisible” to the HLT and their

𝑝T is part of the online 𝑝miss
T .

For the 𝑊 → 𝑒𝜈 + jets AM region single electron triggers are used, since electron triggers
have a much lower threshold than 𝑝miss

T triggers. Single electron triggers are also used in the
𝑍 → 𝑒𝑒 + jets AM region. For the 𝛾+jets AM region single photon triggers are used.

5.2.2. Event Quality Criteria
Each event that is selected for analysis has to fulfil basic criteria to ensure all relevant detec-
tor components are in a ready state. This is not trivial, since the ATLAS detector is a very
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Region Trigger requirement

Signal Region,
𝑊 → 𝜇𝜈 + jets AM
& 𝑍 → 𝜇𝜇 + jets
AM

2015:
HLT_xe70

2016:
HLT_xe90_mht_L1XE50
HLT_xe110_mht_L1XE50

2017:
HLT_xe110_pufit_L1XE55

2018:
HLT_xe110_pufit_xe70_L1XE50

HLT_xe120_pufit_L1XE50
HLT_xe110_pufit_xe65_L1XE50

𝑊 → 𝑒𝜈 + jets AM
& 𝑍 → 𝑒𝑒 + jets
AM

2015:
HLT_e24_lhmedium_L1EM20VH

HLT_e60_lhmedium
HLT_e120_lhloose

2016:
HLT_e24_lhmedium_nod0_L1EM20VH

HLT_e60_lhmedium
HLT_e26_lhtight_nod0_ivarloose

HLT_e60_lhmedium_nod0
HLT_e140_lhloose_nod0

HLT_e300_etcut
2017:

HLT_e26_lhtight_nod0_ivarloose
HLT_e60_lhmedium_nod0
HLT_e140_lhloose_nod0

HLT_e300_etcut
2018:

HLT_e26_lhtight_nod0_ivarloose
HLT_e60_lhmedium_nod0
HLT_e140_lhloose_nod0

HLT_e300_etcut

𝛾+jets AM

2015:
HLT_g120_loose
HLT_g200_etcut

2016-2018:
HLT_g140_loose
HLT_g300_etcut

Table 5.1.: A summary of the trigger requirements applied to the SR and the AM regions over
the Run 2 data taking period.
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complex instrument. In addition events with errors or increased noise either in the calorime-
ters or the ID are rejected. Each event is required to have a reconstructed PV with at least 2
associated tracks.

5.2.3. Measurement Regions and Jet Phase Spaces
In this section the definition of the regions in the measurement is given. The SR and the
𝛾+jets AM region definitions are shown in Table 5.2 and the definitions of the remaining
regions are given in Table 5.3 and discussed in the following.

The value of the 𝑝miss
T selection requirement in the SR is motivated by the suppression of

fake 𝑝miss
T background that rises strongly towards lower 𝑝miss

T and by the trigger efficiency
of the lowest unprescaled 𝑝miss,real

T triggers. The 𝑝miss
T requirement of the SR is also applied

in the other regions, to achieve a coherent selection.
The minimum 𝑝T requirement for the leading photon in the 𝛾+jets AM region and the

leading electron in the 𝑊 → 𝑒𝜈 + jets AM region are chosen to ensure that the triggers used
to select the events are fully efficient. This requirement has to be larger than the trigger
threshold since the the offline and online 𝑝T are not identical, but have a different resolution.
This leads to a turn-on effect, where the efficiency of the trigger rises not sharply to 100 %,
but gradually following an error-function like form [97].

The minimum 𝑝T requirement for the leading electron (muon) and the selection cut on the
invariant mass 𝑚ℓℓ

3 of the di-lepton system around the Z boson mass in the 𝑍 → 𝑒𝑒 + jets
AM (𝑍 → 𝜇𝜇 + jets AM) region are chosen to increase the signal over background ratio for
the SM signal process 𝑍 → 𝑒𝑒 + jets (𝑍 → 𝜇𝜇 + jets).

The 𝑝miss,real
T cut and the cut on the transverse mass 𝑚T

4 in the 𝑊 → 𝑒𝜈 + jets AM region
are applied to reduce the fake electron background. They are not applied in the 𝑊 → 𝜇𝜈 +
jets AM region, since the fake muon background is much smaller [22].

Signal Region 𝛾+jets AM region
𝑝miss
T > 200GeV

signal photon multiplicity N/A 1
photon |𝜂| N/A 0 < |𝜂| < 1.37 or 1.52 < |𝜂| < 2.47
leading photon 𝑝T N/A > 160 GeV
additional baseline 𝑒, 𝜇, 𝜏 Strictly none

Table 5.2.: A summary of the selection cuts defining the Signal Region and the 𝛾+jets AM
region.

3The invariant mass is calculated as the positive square root of 𝑚2
ℓℓ = 𝑝1 × 𝑝2, with 𝑝1 and 𝑝2 the momentum

four vectors of the leptons.
4The transverse mass is defined as 𝑚T = √2(𝑝

𝑒
T𝑝

miss,real
T − 𝑝𝑒

T 𝑝
miss,real
T ), 𝑝𝑒

T is the electron 𝑝T and 𝑝𝑒
T is the

corresponding vector in the transverse plane.
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Lepton-based AM regions
𝑊 → 𝑒𝜈 + jets AM & 𝑍 → 𝑒𝑒 + jets AM &
𝑊 → 𝜇𝜈 + jets AM 𝑍 → 𝜇𝜇 + jets AM

𝑝miss
T > 200GeV

lepton multiplicity 1 signal lepton 2 signal leptons,
opposite charge

lepton |𝜂| (muons) |𝜂| < 2.5
lepton |𝜂| (electrons) 0 < |𝜂| < 1.37 or 1.52 < |𝜂| < 2.47
leading lepton 𝑝T > 30GeV for 𝑒, > 7GeV for 𝜇 > 80GeV
sub-leading lepton 𝑝T N/A > 7GeV
di-lepton mass N/A 66GeV < 𝑚ℓℓ < 116GeV
transverse mass 30GeV < 𝑚T < 100GeV for 𝑒 only N/A
𝑝miss,real
T > 60GeV for 𝑒 only N/A

additional baseline 𝑒, 𝜇, 𝜏 Strictly none

Table 5.3.: A summary of the selection cuts defining the lepton-based AM regions.

In each of the six regions, two different phase spaces are defined. These are the monojet
phase space and the VBF phase space. The selection cuts for the two phase spaces are chosen
to enhance the respective jet topology. They are shown in Table 5.4 and discussed in the
following.

In each of the phase spaces a large separation in 𝜙 between the first four leading jets and the
𝑝miss
T is required (Δ𝜙(jet𝑖, 𝑝

miss
T ) > 0.4) to reduce the contribution from multijet events with

fake 𝑝miss
T . This is due to a topological characteristic of the fake 𝑝miss

T background that leads
to the alignment of the fake 𝑝miss

T with a jet. This is discussed in more detail in Section 8.1.
Furthermore the 𝑝T cuts on the leading and sub-leading jets are chosen to avoid threshold
effects with respect to the 𝑝miss

T cut.
For the VBF topology a large rapidity separation between the jets from the quark remnants

is expected. Therefore the VBF topology is enhanced in the VBF phase space by requiring a
large invariant jet mass 𝑚𝑗𝑗, calculated as

𝑚𝑗𝑗 = 2𝑝𝑗1𝑇 𝑝
𝑗2
𝑇 (cosh (𝜂𝑗1 − 𝜂𝑗2) − cos (𝜙𝑗1 − 𝜙𝑗2)) , (5.2)

from the first two leading jets. The large 𝑚𝑗𝑗 requirement thus leads to an angular separa-
tion of the first two leading jets. In addition a rapidity separation of |Δ𝑦𝑗𝑗| > 1 is required.
Since the quark remnants are not colour connected in the VBF topology, no additional jets
are expected in the rapidity gap between the quark remnants. Therefore a veto on additional
jets in the gap is applied.

The monojet and the VBF phase spaces are share events and are correlated. This correla-
tion is taken into account with the consistent use of the bootstrap method throughout the
analysis.
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Monojet VBF
Δ𝜙(jet𝑖, 𝑝

miss
T ) > 0.4, where 𝑖 = 1, … 4 runs over the four highest 𝑝T jets

leading jet |𝜂| < 2.4
leading jet 𝑝T > 120GeV > 80GeV
sub-leading jet 𝑝T N/A > 50GeV
𝑚𝑗𝑗 N/A > 200GeV
|Δ𝑦𝑗𝑗| N/A > 1
In-gap jets N/A Strictly None

Table 5.4.: A summary of the selection cuts defining the monojet and the VBF phase spaces.
These cuts apply to the SR and all five AM regions.

5.3. Selection Criteria for Simulated Events on Particle
Level

Simulated events are used in the unfolding procedure discussed in Chapter 11 to correct the
measured data for detector effects. In this procedure events have to be selected on the par-
ticle level of the simulation in order to define the fiducial phase-space volume. To minimize
the extrapolation between the detector level and the unfolded particle level and reduce the
dependence on the MC simulation, the selection criteria for the events are the same on the
particle level and on the detector level, wherever that is applicable. More details on the MC
simulation are given in the next chapter.

The particle-level objects in the simulation used to select the particle-level events are dis-
cussed in the following. These object definitions are also motivated by the reduction of the
extrapolation.

Charged leptons (electrons or muons) are required to be prompt. This means that they
do not originate from the decay of a hadron. Dressed leptons are used, meaning that the
four-momenta of photons within a cone of Δ𝑅 < 0.1 from Bremsstrahlung are added to the
four-momentum of the lepton.

Photons are required to be prompt and isolated. The truth level photon isolation is used to
reject photons from fragmentation processes. It is chosen such that it mimics the isolation
requirement at detector level [98].

Jets are reconstructed using the anti-𝑘𝑡 jet algorithm [87] with 𝑅 = 0.4. All stable final-
state particles are used as input to the jet algorithm except prompt leptons from𝑊, 𝑍, Higgs
and tau decays and prompt photons from Higgs decays. The excluded prompt leptons are
dressed as described above.

Any jets that contain a hadron coming from the decay of a tau are classified as hadronically
decaying taus.

The particle-level 𝑝miss
T is defined as the truth boson 𝑝T of the corresponding signal or AM

regions.
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The simulation of the proton-proton collisions at the LHC and the interactions of the colli-
sion products with the ATLAS detector is an important tool in the measurement. It helps to
understand the measured data, to optimize the event selection criteria, estimate the contri-
butions from background processes and systematic uncertainties and to enable comparisons
of theory predictions to data.

The full simulation chain typically includes the calculation of the cross section of a given
scattering process using Monte Carlo integration methods, parton shower and hadronisation
models and the ATLAS detector simulation. As Monte Carlo techniques are used it is often
referred to as Monte Carlo (MC) simulation [3].

The simulation produces event samples, which can be treated as collision events. This
includes the application of selection criteria. In this way, theory predictions can be obtained
for a specific event selection after theMC simulation sample is generated. This facilitates the
consistent comparison of the predictions and the measured collision data.

The first section of this chapter discusses the general steps in the generation of the MC
simulation samples, while the different MC generators and simulation samples used in the
measurement are described in the second section. The final section of this chapter explains
several improvements which are applied to the MC simulation in order to achieve a better
description of the measured data.

6.1. Generation of the Simulation Samples
The generation of the MC simulation samples is a complex procedure that combines cal-
culations at fixed order in perturbation theory of QED and QCD with parton distribution
functions measured in data and empirical models for showering and hadronization. This is
necessary due to the complex theoretical structure of QCD and the breakdown of perturba-
tion theory at low energies. This section gives a brief overview over the main steps of the
MC event generation, which is inspired loosely by [3].

The major steps of the MC generation are sketched in Figure 6.1. The first step is pertur-
bative calculation of the matrix element of the hard process to a given order in perturbation
theory of QCD, typically at next-to-leading order (NLO) or next-to-next-to-leading order
(NNLO). The PDF sets for the proton that enter these calculations are typically determined
from a combination of measurements [33].

The next step is called parton showering and takes into account that the ingoing partons
and also potential outgoing partons are QCD objects and thus can radiate gluons, which in
turn can radiate additional gluons or produce quark-antiquark pairs. This process typically
evolves perturbatively down from the scale of the hard process to some cut-off scale, where
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Parton Level

Particle Level

Detector Level

Matrix Element

Parton Shower

Hadronisation

Detector
Interaction

p p
Parton Distribution Functions

Figure 6.1.: Majors stages of theMC simulation beginning with the calculation of the matrix
element using PDF sets. The nomenclature used for the objects generated by the
simulation at the various stages is also shown. Objects that are present after par-
ton showering are on parton level, objects that are produced in the hadronization
stage are on particle level and objects that are reconstructed in the detector are
on detector level.

perturbation theory breaks down. It is also possible that more than two partons interact.
These multi-partonic interactions of the proton remnant are rather involved and typically
approximated by an empirical model [3].

The simulation of electroweak radiation and subsequent showers is typically also sim-
ulated using the perturbative part of the parton showering algorithm, allowing for both
types of showers to be simulated simultaneously [3]. In some cases, analytic calculations
are used [99].

The partons present after the parton shower define the parton level of the simulated event.
The partons produced in the parton shower are not stable, but undergo hadronization,

due to the confining nature of QCD. This is is typically simulated using a phenomenological
model, since the processes involved are in the non-perturbative regime of QCD [3]. The same
is true for the simulation of the decay of non-stable hadrons that decay to lighter hadrons
after hadronization has taken place [3].

The stable hadrons that are the result of this procedure are clustered with a the anti-𝑘𝑡 jet
algorithm [87] to be used for studies on the so-called truth- or particle level. The physics ob-
ject present on particle level are for example used when determining the detector corrections
discussed in Chapter 11.

In a final step the final state particles from theMC event generator are passed through the
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ATLAS detector simulation, which is based on GEANT4 [100]. This complex software simu-
lates the interaction of the particles with the detector material, using measured interaction
cross section. Furthermore it simulates the signal generation of the detector electronics. This
simulation step allows to correctly take detector effects into account. These are for example
the limited detector efficiency and acceptance, as well as energy, momentum and angular
resolutions. The results of the detector simulation are reconstructed and processed with the
same algorithms as the physics data. The resulting objects are said to be on the so-called reco
or detector level.

Running the full chain outlined above allows for a direct comparison of theory predictions
with themeasured data. However the simulation process is very costly in terms of computing
power. The average time to generate the particle level event is around half a minute [101] and
the detector level simulation using the full GEANT4 setup takes an additional three minutes
on average1 [102]. Several billion events have to be generated to provide enough statistical
precision not to be limited by the simulation event statistics. Therefore the MC simulation
samples used in the measurement are all centrally produced and provided by the ATLAS
collaboration. They are described in more detail in the following section.

6.2. Simulation Samples used in the Measurement

Simulated events are used for all relevant SM signal and background processes as well as
a BSM signal process. The MC simulation samples involving SM processes include the full
GEANT4 simulation.

The MC simulation samples used for the SM processes are shown in Table 6.1. The table
also includes the event and parton shower generator, the accuracy of the matrix element
calculation, the PDF set and the relevant references. The generators are chosen to provide
the highest available accuracy for the given process. The samples for the SM signal processes
are discussed in the following.

For all 𝑉+jets processes the EWK and the QCD production mode is distinguished. The
EWK 𝑉+jets diagrams are generated using Sherpa v2.2.11, which is LO-accurate for up to
two jets for this process. For detector level comparisons, the QCD diagrams for𝑊/𝑍+jets are
generated using Sherpa v2.2.1, which is NLO-accurate for matrix elements with up to two
jets, and LO-accurate for the emission of a third or fourth jet.

The QCD production mode of the 𝛾 + jets process is simulated with Sherpa v2.2.2, which
is NLO-accurate for matrix elements with up to two jets, and LO-accurate for the emission
of a third or fourth jet. An alternative sample for the QCD production is simulated with
Pythia v8.186. This generator applies a different approach to model fragmentation photons
and is used to determine a modelling uncertainty related to fake photon background estimate
discussed in Section 8.3.

To improve the accuracy of the QCD 𝑉+jets simulation samples produced with Sherpa, an
event-by-event reweighting is applied to account for higher order electroweak effects. The
reweighting is performed as a function of boson 𝑝T at particle level as prescribed in [103].

1The actual generation time of a signal event varies strongly, depending on the final state particle content.
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Physics Process Generator Parton Shower Accuracy of cross section PDF Set Reference
QCD 𝑊/𝑍+jets Sherpa v2.2.1 Sherpa v2.2.1 NLO NNPDF3.0NNLO [107, 6][108]
EWK 𝑉+dijets Sherpa v2.2.11 Sherpa v2.2.11 LO NNPDF3.0NNLO [107, 6]
QCD 𝛾 + jets Sherpa v2.2.2 Sherpa v2.2.2 NLO NNPDF3.0NNLO [6]

𝛾 + jets Pythia v8.186 Pythia v8.186 LO NNPDF2.3LO [109]
𝑉𝑉 (semileptonic) Sherpa v2.2.1 Sherpa v2.2.2 NLO NNPDF3.0NNLO [107] [110]
𝑉𝑉 (fully leptonic) Sherpa v2.2.2 Sherpa v2.2.2 NLO NNPDF3.0NNLO [107][110]

𝑉𝑉𝑉 Sherpa v2.2.2 Sherpa v2.2.2 NLO NNPDF3.0NNLO [107][110]
𝑡 ̄𝑡 POWHEG-BOX v2 Pythia v8.230 NNLO+NNLL NNPDF3.0NLO [111, 112, 113, 114][104]

Single top (𝑊𝑡) POWHEG-BOX v2 Pythia v8.230 NLO NNPDF3.0NLO [115, 112, 113, 114]
Single top (𝑡-channel) POWHEG-BOX v2 Pythia v8.230 NLO NNPDF3.0NLOnf4 [116, 112, 113, 114]
Single top (𝑠-channel) POWHEG-BOX v2 Pythia v8.230 NLO NNPDF3.0NLO [117, 112, 113, 114]

Table 6.1.: Simulated event samples used in the measurement with the corresponding matrix
element and parton shower generators, accuracy of the matrix element and PDF
set. Please note that the 𝛾 + jets samples produced with Pythia v8.186 are solely
used to define an uncertainty on the fake photon background estimate.

AllMC samples include soft QCD processes that overlay the event from the hard scattering
to simulate pile-up contributions. This overlay is simulated with Pythia 8.186 [104] using
the NNPDF2.3LO PDF set [105][106].

The MC calculation of the simplified axial-vector mediator DM model is performed with
the POWHEG-BOX generator [117, 112, 113, 114] using the NNPDF3.0NLO PDF. For the parton
showering it is interfaced to Pythia 8.205, with the A14 tune [118]. ThisMC simulation sam-
ple is not passed through the GEANT4 simulations, as it is used with the detector-corrected
cross sections.

6.3. Data-driven Improvement of the Simulation
The modelling of the ATLAS detector in the GEANT4 simulation can be improved. One ex-
ample is the shower development of electrons in the calorimeter, which is known to be mis-
modelled by the simulation[79]. This mismodelling leads to differences between data and
MC simulation in the performance of the reconstruction, trigger, identification and isolation
algorithms for charged leptons and photons.

To improve the description of the data, each simulated event is reweighted with scale-
factors derived from physics data. These scale factors are determined in dedicated analyses
and improve the MC simulation modelling on the object level. They are typically derived as
a function of object 𝑝T and 𝜂, since the modelling depends on the particle kinematics and the
instrumentation of the detector. The scale factors are applied for each lepton/photon in the
event. An exception are the trigger scale factors. These are only applied for the lepton/photon
that triggered the event2. The size of the scale-factors is typically in the few percent range,
but can be larger in specific cases (e.g. the turn-on region of the triggers for the trigger
scale-factors).

Scale-factors for the reconstruction and identification algorithms are applied for all charged
leptons [79]. For muons and electrons scale-factors for the isolation algorithms are applied

2This is possible inMC simulation, where the full trigger chain is modelled.
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6.3. Data-driven Improvement of the Simulation

as well [85][79]. Trigger scale-factors are only available for electrons [119][75]. For photons,
identification and isolation scale-factors are applied[79]. Scale factors are not available for
all objects, either because the modelling is considered good enough, or because the relevant
analysis to determine them has not yet concluded.

In addition, the MC simulation is reweighted such that its pile-up profile matches that of
the data. This is necessary, since the MC simulation is typically generated before the data
is taken, so the exact pile-up profile is not known. The reweighting is done on an event-by-
event basis and the weights are provided by the ATLAS collaboration [120].
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7. Sources of Systematic Uncertainty
Considered in the Measurement

All quantities measured with the ATLAS detector are subject to systematic uncertainty. This
includes for example the energy measured in the calorimeters or the curvature of tracks in
the ID, but also higher level objects like the shape variables used to quantify electromagnetic
showers in the detector or the algorithms used to reconstruct and identify particles using the
detector inputs.

The effect of the very large number of systematic uncertainties on the measured parti-
cles (e.g. on the 𝑝T of a jet or the reconstruction efficiency of an electron) are measured in
dedicated analyses by the ATLAS collaboration, usually by comparing data and MC simula-
tion. The resulting uncertainties are encoded in sets of nuisance parameters. Each nuisance
parameter (NP) represents the combined effect of many underlying sources of systematic
uncertainty. The NPs are used to propagate the impact of these systematic uncertainties to
all measured observables. This is achieved by shifting the variables affected by the NP (e.g.
the jet 𝑝T) by ±1𝜎𝑁𝑃 and repeating the whole analysis chain with the shifted variables for
each shift separately. In total 215 NPs related to the detector or experimental techniques are
considered in this measurement.

Also the theory predictions have significant systematic uncertainties attached. These are
related to uncertainties on the size of the QCD coupling constant 𝛼𝑆, the PDF sets andmissing
higher order corrections. In total 109 theory variations are considered in this measurement,
which are propagated through the measurement whenever theory predictions are used. For
the final result they are encapsulated in 3 NPs.

In the first section of this chapter, the experimental systematic uncertainties due to the
detector and the various analysis techniques used in the measurement are described. In the
second section the theory uncertainties applied to the MC simulation predictions for both
SM and BSM physics processes and their impact on the measurement are discussed.

7.1. Experimental Uncertainties

Experimental uncertainties affect all physics objects (jets, electrons, muons, taus, photons)
measured with the detector, as well as the event-level quantities (𝑝miss

T , pile-up reweighting),
the integrated luminosity and the analysis methods (background estimates and unfolding).
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Figure 7.1.: Relative experimental systematic uncertainties in percent on the SM signal pro-
cess in the SR (top left) and the 𝛾+jets AM (top right), the 𝑊 → 𝑒𝜈 + jets AM
(middle left), the 𝑍 → 𝑒𝑒 + jets AM (middle right), the𝑊 → 𝜇𝜈 + jets AM (bottom
left) and the 𝑍 → 𝜇𝜇 + jets AM (bottom right) regions for 𝑝miss

T in the monojet
phase space. The following uncertainty groups are shown: jet energy scale (JES,
dark blue), jet energy resolution (JER, light blue), electron efficiency (yellow),
muon efficiency (green), photon efficiency (yellow), lepton energy scale and res-
olution (violet), pile-up reweighting (red) and 𝑝miss

T (teal).

An overview of the impact of the systematic uncertainties of the objects and event-level

53



7. Sources of Systematic Uncertainty Considered in the Measurement

quantities on the SM signal process are shown in Figure 7.1. Each panel of the figure shows
the relative uncertainty as a function of 𝑝miss

T in the monojet phase space. Here all NPs be-
longing to a certain group of uncertainties have been added in quadrature for easier visibility.
Both the +1𝜎 and the −1𝜎 variation of the NPs are shown. These are symmetric, apart from
statistical fluctuations. The details of the different uncertainty groups are discussed in the
remainder of this section. Due to the large number of NPs only a summary is given here,
with more details available in the references.

7.1.1. Uncertainties on the Jet Energy Scale and Resolution
The jet uncertainties are the dominant experimental systematic uncertainties in most regions
of the measurement. They affect the measured distributions either directly (e.g. calculation
of 𝑝miss

T ) or indirectly (e.g. selection requirements of the monojet phase space). The shape
and magnitude of the relative systematic uncertainty is similar in all regions, since the jet
system recoiling against the boson is very similar. The jet systematic uncertainties comprise
two main parts, those related to the jet energy scale (JES) and those related to the jet energy
resolution (JER). Both are shown in Figure 7.1. The JES NPs originate from the jet calibration
and induce shifts of the jet energy of each jet that depend on the 𝑝T and/or 𝜂 of the jet [91].
In total there are 125 NPs, related to the JES and it is not feasible, or necessary, to process all
of them separately. Therefore the 98 NPs from the in-situ analyses are combined into several
reduced sets using eigenvector decomposition. The largest orthogonal terms are kept as sep-
arate NPs and the rest are combined to a residual term [91]. Table 7.1 shows an overview of
the 29 uncorrelated NPs used for the JES.The largest component is the JET_Flavor_Response,
which covers the different calorimeter response for quark- and gluon-initiated jets [91].

The JER uncertainties originate from the smearing of the MC simulation to match the
data [91]. They are propagated to the measurement by smearing individual jets according to
a Gaussian with the width given by the NP. A similar decorrelation method as for the JES
is applied to the NPs related to the measurement of the JER. The 13 uncorrelated NPs are
shown in Table 7.1. More details on the JES and JER NPs is given in [91].

Nuisance parameter (group) # NPs Nuisance parameter (group) # NPs
JET_EffectiveNP_Detector 2 JET_Flavor_Composition 1
JET_EffectiveNP_Mixed 3 JET_Flavor_Response 1
JET_EffectiveNP_Modelling 4 JET_Pileup 4
JET_EffectiveNP_Statistical 6 JET_Others 3
JET_EtaIntercalibration 5 JET_JER 13

Table 7.1.: JES/JER NPs or NP groups used in the measurement.

7.1.2. Uncertainties on Charged Leptons and Photons
The systematic uncertainties on charged leptons and photons are split into two groups: en-
ergy scale and resolution uncertainties and efficiency uncertainties. The energy scale and
resolution uncertainties induce shifts of the object 𝑝T similar to the JES. They impact the
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7.1. Experimental Uncertainties

regions in the measurement in different ways depending on the particle content of the final
state.

If a lepton/photon is part of the final state in a given region, then the variation of the 𝑝T
of leptons/photons, which are close in 𝑝T to the selection cut of the region, will affect the
number of events passing the region selection. This happens because a lepton might fail the
selection after the variation even though it passed it before, or vice-versa.

If a lepton is not part of the final state of a given region the variation in the lepton 𝑝T still
has an impact, as the number of leptons that pass the baseline lepton definition will vary, due
to the minimum lepton 𝑝T requirement. This leads to a varying number of events passing or
failing the lepton veto. If an event does not contain a baseline lepton in the varied event but
contains one in the nominal event, that event passes the lepton veto in the varied case, but
fails in the nominal case.

Figure 7.1 shows that the impact of the lepton scale and resolution NPs is typically small.
In total there are two such NPs for electrons [79], four for muons [84], five for taus [88] and
two for photons [79].

The efficiency uncertainties cover the systematic uncertainties on the scale-factors used to
improve the agreement between theMC simulation and the data. The NPs induce variations
of the scale-factors that are applied to the event for each lepton present in the final state.
Therefore these NPs only affect events with the corresponding lepton in the final state.

In total there are 117 such NPs for electrons [79], 8 for muons [85], 14 for taus [121] and 6
for photons [79]. The impact of the efficiency uncertainties, shown in Figure 7.1, is typically
larger in the region containing two leptons in the final state, since each lepton is affected
separately by the uncertainty. They are dominant at high 𝑝miss

T in the 𝑍 → 𝑒𝑒 + jets AM and
𝑍 → 𝜇𝜇 + jets AM region.

7.1.3. Uncertainties on the Analysis Methods
Several analysis methods are used in this measurement which require the development and
definition of a systematic method uncertainty. For completeness the NPs defined for the
different methods are shown in Table 7.2. A detailed discussion for these NPs is given in the
relevant chapters.

7.1.4. Other sources of systematic uncertainties

The systematic uncertainty on the 𝑝miss,real
T consists of two parts. The first part is related to

the hard term of 𝑝miss,real
T and is calculated by propagating the systematic uncertainties on

the objects that enter the hard term of the 𝑝miss,real
T calculation. The second part is related

to the soft term. The soft term uncertainty is derived from comparisons of the modelling
of the 𝑝miss,real

T resolution and scale in MC simulation and data [96]. It is encoded in three
NPs. As shown in Figure 7.1, the impact of this uncertainty is below 1 % in all regions of the
measurement.

The systematic uncertainty on the pile-up reweighting covers modelling differences in the
vertexmultiplicity between the data and theMC simulation [120]. It is generally small, below
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7. Sources of Systematic Uncertainty Considered in the Measurement

Nuisance parameter Description
FAKE_MET_SYS Fake 𝑝miss

T background estimates (SR)
FAKE_PHOTON Fake photon background estimate (𝛾+jets AM region)
FAKE_ONE_ELECTRON Fake background estimate (𝑊 → 𝑒𝜈 + jets AM region)
FAKE_TWO_ELECTRON Fake background estimate (𝑍 → 𝑒𝑒 + jets AM region)
FAKE_ONE_MUON Fake background estimate (𝑊 → 𝜇𝜈 + jets AM region)
FAKE_TWO_MUON Fake background estimate (𝑍 → 𝜇𝜇 + jets AM region)
SM_BKG_SR Background normalization (SR)
SM_BKG_WENU Background normalization (𝑊 → 𝑒𝜈 + jets AM region)
SM_BKG_WMUNU Background normalization (𝑊 → 𝜇𝜈 + jets AM region)
UNFOLD_DDC Unfolding uncertainty

Table 7.2.: NPs on the background estimates and the unfolding.

1 %.
The relative systematic uncertainty on the full Run 2 luminosity is 1.7 % [75]. This uncer-

tainty translates into a flat relative uncertainty on the measured cross sections.

7.1.5. Propagation of the Experimental Uncertainties through the
Measurement

The experimental systematic uncertainties can be grouped in three categories: Uncertainties
that affect both the SM signal process and the background processes, uncertainties that af-
fect only the background processes and uncertainties that affect only the final cross section.
Each category is propagated differently through the measurement. This is discussed in the
following.

Uncertainties related directly to the measured physics object or event-level quantities, like
the lepton scale or efficiency uncertainties are estimated usingMC simulation. This has two
advantages: Firstly the MC simulation samples typically have much higher statistical pre-
cision than the data, which allows for a statistically significant determination of the impact
of the NPs even in sparsely populated bins of the measured distribution. Secondly the MC
simulation allows to determine the impact of the NPs for each signal and background pro-
cess independently. In this way effects of the topology of the final state in a given process
are taken correctly into account. Examples are the lepton 𝑝T and 𝜂 distributions or the jet
𝑝T, 𝜂 and multiplicity distributions, which can vary for different processes (e.g. higher jet
multiplicities in backgrounds involving top quark decays compared to the 𝑊 → 𝜏𝜈 + jets
background).

These uncertainties affect both the SM signal and the background in a region and there-
fore enter the measurement in two places. Firstly the backgrounds determined from MC
simulation are varied according to the NP before subtraction from the data. For the domi-
nant background processes the impact of these uncertainties is first constrained in additional
control regions - this is discussed in Chapter 9. Secondly the SM signal process in a given
region is varied according to the NP. Technically this is done in the unfolding procedure after
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the subtraction of the varied backgrounds, by varying the response matrix. This is discussed
in Chapter 11. The whole analysis chain is repeated for each NP, and the backgrounds and
the signal are varied simultaneously. The simultaneous variation is necessary to correctly
account for the correlations of the uncertainties.

The uncertainties on the fake background estimates and on the background normalization
procedure affect only the respective backgrounds. Therefore they are propagated by varying
the corresponding background estimate according to the NP before subtracting it from the
data and repeating the whole analysis chain.

The unfolding and luminosity uncertainties only affect the final cross sections and are
applied directly to them.

7.2. Theory Uncertainties
Three sources of systematic theory uncertainty are considered and discussed in the following.
They follow the PDF4LHC recommendations [122].

The uncertainty on the strength of the strong coupling 𝛼𝑆 = 0.118 includes experimental
uncertainties in the determination of 𝛼𝑆 and uncertainties due to missing higher orders when
evaluating 𝛼𝑆 at a scale other than the Z boson mass. It is evaluated by shifting the value of
𝛼𝑆 by ±0.001 and calculating a symmetric uncertainty [122] as

𝛿𝛼𝑆(𝜎) =
𝜎 (𝛼𝑑𝑜𝑤𝑛𝑆 ) − 𝜎 (𝛼𝑢𝑝𝑆 )

2
. (7.1)

In order to evaluate the uncertainty on the PDF set used in the MC simulation the PDF
variations provided by the NNPDF group are used. These include experimental uncertainties
on the data entering the PDF fits and uncertainties on the fittingmethod. In total there are 100
PDF varations from toy experiments provided by NNPDF and the uncertainty is calculated
as the root-mean-square of these variations [33].

The impact of missing higher order in the calculation of the matrix element due to the
removal of divergences are also evaluated. To this end the renormalization (𝜇𝑅) and factor-
ization (𝜇𝐹) scales are varied according to the 7-point variation

{𝜇𝑅, 𝜇𝐹} × {0.5, 0.5} , {1, 0.5} , {0.5, 1} , {1, 1} , {2, 1} , {1, 2} , {2, 2} . (7.2)

The scale uncertainty is determined from this variations as the difference between the
maximum envelope and the nominal prediction [122].
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8. Background Contributions due to
Fake Objects

Backgrounds due to fake objects occur for example when a physics object in the final state
(e.g. a jet) in an event is reconstructed as a different object (e.g. a photon). Another possible
cause for fake backgrounds are energy fluctuations (e.g. in the jet 𝑝T) that lead to fake 𝑝miss

T .
Events in which these processes have happened can be selected into one of the regions of the
measurement, even though the events do not contain the correct signature in the final state.

The background contributions due to fake processes are estimated and subtracted in each
of the SR and theAM regions. Since the physicsmechanisms that play a role in the generation
of the fake backgrounds depend on the final state of a given region, different estimation
methods are used in different regions. These mechanisms and methods are discussed in this
chapter.

The fake background contribution to the SR is dominated by multijet events, where the
energy of one or more jets has undergone a large fluctuation and produced fake 𝑝miss

T . This
background is estimatedwith the Jet Smearingmethod and discussed in Section 8.1. A second
fake background contribution to the SR originates from events containing beam background
muons. This background is discussed in Section 8.2.

The fake background contribution to the 𝛾+jets AM region consists of events containing
fake photons. This background is estimated using a 2D-sideband method and is discussed in
Section 8.3.

In the𝑊 → 𝑒𝜈 + jets AM regions the fake background contribution consists of events with
fake electrons. The background contribution is estimated using the Matrix Method, which is
discussed in Section 8.4.

The fake backgrounds in the 𝑍 → 𝑒𝑒 + jets AM, 𝑊 → 𝜇𝜈 + jets AM and 𝑍 → 𝜇𝜇 + jets
AM regions also consist of events with fake electrons and muons. However in these regions
the relative background contribution is smaller than in the remaining regions. Therefore
they are estimated using a simplified version of the matrix method. As the matrix method is
already discussed in detail, no further discussion is given on the simplified method. Please
see [22] for more details.
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8.1. Multijet Background in the Signal Region

8.1. Multijet Background in the Signal Region
Collision events with jets and no prompt invisible particles in the final state can enter the SR.
This typically happens because of jet energy fluctuations in multijet events. These fluctua-
tions either originate from heavy flavour jet decays that produce neutrinos which carry away
some of the jet momentum undetected or from instrumental effects that cause the measured
jet 𝑝T to deviate from the true jet 𝑝T. Both cases can lead to a momentum imbalance in the
transverse plane and the reconstruction of 𝑝miss

T . The 𝑝miss
T generated in this way is called

fake 𝑝miss
T .

The probability of producing enough fake 𝑝miss
T in multijet events to pass the 𝑝miss

T cut of
the SR is low[123]. However, due to the very high jet production cross section at the LHC
this type of fake 𝑝miss

T background is produced at a similar rate as the SM signal process
𝑍 → 𝜈𝜈 + jets, if no rejection cuts are applied.

Figure 8.1.: Sketch of a dijet event in the transverse plane of the detector. The dijets are bal-
anced on truth level (violet). A fluctuation of the jet energy at detector-level (light
blue) leads to an energy imbalance in the transverse plane and the reconstruction
of fake 𝑝miss

T (dark blue). Typically the fake 𝑝miss
T is close to one of the jets in 𝜙.

The fake 𝑝miss
T background can be rejected very efficiently by vetoing events that have

a highly energetic jet close to the 𝑝miss
T in the transverse plane of the detector. The veto

exploits a topological characteristic related to the reconstruction of the fake 𝑝miss
T , which

is illustrated in Figure 8.1 for a dijet event in the transverse plane. At particle-level both
jets are balanced in 𝑝T due to momentum conservation. If a fluctuation of the jet energy
happens at the detector-level, the fake 𝑝miss

T is reconstructed pointing along the same axis as
the fluctuating jet in the transverse plane.

This motivates the Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ) veto for the first four leading jets, which is applied in the

SR. Figure 8.2 shows the effect of this veto on the signal efficiency and background rejection
for different veto values, using the 𝑍 → 𝜈𝜈 + jets signalMC simulation and a fake background
sample. The generation of this background sample is discussed in the following section. At
the chosen veto value of Δ𝜙 (𝑗𝑒𝑡, 𝑝miss

T ) < 0.4 a background rejection of 98.1 % is achieved,
while retaining 91.7 % of the signal.
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Figure 8.2.: Background rejection and signal efficiency for the fake 𝑝miss
T background and the

𝑍 → 𝜈𝜈 + jets signal for different values of the Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ) cut. The pseudo-

data for the fake 𝑝miss
T background is generated using the Jet Smearing method.

The residual background that remains after the veto is estimated using the Jet Smearing
method discussed in the following section.

8.1.1. The Jet Smearing Method

The multijet background is estimated using a data-driven procedure called the Jet Smearing
method [123], since it is difficult to estimate in MC simulation. One reason for this is that
jet energy fluctuations that generate enough 𝑝miss

T to enter the SR are rare. This makes it
challenging to generate sufficient MC simulation statistics[123]. Furthermore, the effects
of high jet multiplicity and the non-Gaussian tail of the 𝑝miss

T resolution distribution are
typically not well modelled[96][123].

The Jet Smearing method is based on the idea that it is possible to reproduce the jet energy
fluctuations that lead to the reconstruction of fake 𝑝miss

T and create a pseudo-data sample
that mimics the background behaviour. This pseudo-data sample is then used for the back-
ground estimation. A brief overview of the method is given in this paragraph and a detailed
description of each step is provided in the subsequent sections.

The first step of the Jet Smearing method is the selection of a sample of well-measured
seed multijet seed events in which the jets have undergone only little energy fluctuations.
The second step is to produce the pseudo-data by varying themomenta of these jets according
to the calorimeter jet response, which encodes the sources of the jet energy fluctuations. In
the final step the pseudo-data is used to determine the shape of the background in the SR.
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8.1. Multijet Background in the Signal Region

This shape is then normalised in a control region (CR) using collision data.

Selection of the Seed Events

The seed event sample is built by first selecting a set of multijet events and then choosing
the subsample where the jets have undergone only little fluctuations of the jet energy. To
select the events at least two jets are required and events with leptons in the final state are
removed. The leading jet has to fulfil 𝑝T > 50GeV to ensure adequate separation from the
lowest leading jet 𝑝𝑇 cut used in the analysis (𝑝T > 80GeV in the VBF phase space). This
is necessary to properly account for events migrating at the phasespace boundary, i.e. to
account for events with a low 𝑝T leading jet that enter because the jet energy fluctuates up.

Dedicated single jet triggers are used to pre-select the events for the multijet sample. The
triggers have to be fully efficient at the selection cut value of 𝑝T > 50GeV. The trigger
with the highest threshold that fulfils this criterium is the HLT_j35. However, the low 𝑝T
single jet triggers are heavily prescaled, which would lead to poor statistical precision if only
the HLT_j35 was used. To maximise the available statistics the events are split into several
regions according to the leading jet 𝑝T in each event and the events in each region are selected
using a dedicated single jet trigger. The 𝑝T regions and triggers are shown in Table 8.1. In
this way it is possible to benefit from the lower prescales of the higher 𝑝T single jet triggers.

Trigger Leading jet 𝑝T threshold [GeV] Average prescale
HLT_j35 49.5 6.4 × 105
HLT_j45 60.5 1.8 × 105
HLT_j60 75.5 1.6 × 104
HLT_j85 104.5 1.5 × 104
HLT_j110 131.0 1.9 × 103
HLT_j175 205.5 2.9 × 102
HLT_j260 297.5 4.2 × 101
HLT_j360 416.5 (2017/18 only) 1.1 × 101
HLT_j380 436.0 (2015/16 only) 1
HLT_j420 463.5 (2017/18 only) 1

Table 8.1.: Single jet trigger used to select seed events. The thresholds are chosen such that
the corresponding trigger is fully efficient[76].

The leading jet 𝑝T thresholds are selected such that the corresponding trigger is fully effi-
cient above the threshold. The triggered events are then each corrected for the corresponding
prescale 𝑃𝑋 by applying the weight 𝑤𝑋 = 1

𝑃𝑋
to the event [120].

The next step in the seed selection is to determine the subset of multijet events that have
undergone only little fluctuations in the jet energy. The simplest solution to this would be to
place an upper limit on the absolute 𝑝miss

T in the event. However, it has been shown in [123]
that such a cut biases the jet 𝑝T distribution of the seed events. This can be understood as
follows. For the 𝑝miss

T resolution 𝜎 (𝑝miss
T ) it is known that 𝜎 (𝑝miss

T ) ∝ √∑𝑝T, where∑𝑝T is
the 𝑝T sum of the jets contributing to 𝑝miss

T [96]. As the 𝑝miss
T in multijet events is generated
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Figure 8.3.: Inclusive jet 𝑝T (top panel) and jet multiplicity (bottom panel) distributions for
events before (black) and after (red) the seed selection.

by jet energy fluctuations, a cut on the absolute 𝑝miss
T in the event would therefore bias the

jet 𝑝T distribution, as events with a large √∑𝑝T would be perferably removed.
To remove the dependence of the cut on the 𝑝miss

T resolution 𝜎 (𝑝miss
T ), a new observable is

constructed as proposed in [123]. Since 𝜎 (𝑝miss
T ) is proportional to √∑𝑝𝑇 a cut on the 𝑝miss

T
significance

𝑆 =
𝑝miss
T

√∑𝑝𝑇
< 0.5 (8.1)

is applied, which does not lead to a bias in the jet 𝑝T distribution.
This is demonstrated in Figure 8.3 for the inclusive jet 𝑝T distribution and the jet multiplic-

ity. The nominal dijet selection is shown in black and the seed selection with the additional
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Figure 8.4.: Left panel: Data-constrained jet response as a function of truth jet 𝑝T. Right
panel: Example of the response for a truth jet 𝑝T slice (260GeV to 280GeV).

𝑝miss
T significance cut applied is shown in red. In both cases the shape of the distributions

agree well, with only a small bias at very large jet multiplicities.

Derivation of the Jet Response

To apply the jet energy fluctuations observed in data to the seed events, data-constrained jet
response maps are used. These are provided centrally by the ATLAS collaboration. In this
paragraph a brief overview of their derivation is given, more details can be found in [123].

The jet response R as a function of truth jet 𝑝T, shown in Figure 8.4, is derived from dijet
MC simulation on a per-jet basis as the ratio of reconstructed jet 𝑝T and true jet 𝑝T

𝑅 =
𝑝𝑟𝑒𝑐𝑜𝑇

𝑝𝑡𝑟𝑢𝑡ℎ𝑇
, (8.2)

for isolated jets (Δ𝑅 > 0.2). To correct for the known mismodelling of the jet energy
resolution in MC the four momenta of the reconstructed jets in MC simulation are smeared
to agree with the broader resolution observed in data[91]. Furthermore, the tails of the jet
response are also constrained using ameasurement in data. This is especially important since
large energy fluctuations are typically involved when producing the large fake 𝑝miss

T needed
for a background event to enter the SR.

Generation and Validation of the Pseudo-data

The central step of the Jet Smearing method is the artificial fluctuation of the jet energies in
the seed events according to the jet response to generate the pseudo-data. The procedure is
sketched in Figure 8.5 and described in the following.

The seed events are selected to be well-measured, therefore their reconstructed 𝑝T is very
similar to their true 𝑝T. To apply the jet response to a given jet, the four momentum vector
of that jet is scaled with a factor drawn randomly from the corresponding truth 𝑝T slice
in the jet response map shown in Figure 8.4. This procedure is applied to each jet. This

63



8. Background Contributions due to Fake Objects

Figure 8.5.: Sketch of the pseudo-data generation. Each jet (light blue) in a well-measured
seed event is fluctuated according to the calorimeter jet response (middle) to
generate a pseudo-event (right) with fake 𝑝miss

T (dark blue). This procedure is
repeated 2000 times for each seed event.

leads to deviations from the momentum balance between the jets in the transverse plane
and the generation of fake 𝑝miss

T . This procedure is repeated 2000 times for each seed event
and allows for the generation of a large set of pseudo-data. As the jet energy fluctuations
produced by the artificial smearing with the jet response are expected to reproduce those
energy fluctuations in multijet events leading to fake 𝑝miss

T in the detector, this pseudo-data
is used to model the fake 𝑝miss

T background.
It is necessary to verify that no biases in are introduced in jet kinematic distributions

in the the pseudo-data with respect to the seed events during the smearing, to ensure a
proper background modelling. Therefore several quantities are compared before and after
the smearing. The two most important ones are shown in Figure 8.6. The top panel shows
the leading jet 𝑝T, where a small bias towards a softer spectrum is observed. This is addressed
during the validation of the method described in below.

The bottom panel shows an observable called 𝑀eff, which describes the sum of 𝑝miss
T and

the hadronic activity in the event and is defined as

𝑀eff = 𝑝miss
T + 𝐻T = 𝑝miss

T +∑
𝑗𝑒𝑡𝑠

𝑝T. (8.3)
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Figure 8.6.: Jet 𝑝T (top panel) and 𝑀eff (bottom panel) for seed events (red) and pseudo-data
events (blue). The pseudo-data distribution has been normalised to the seed event
distribution.

Any deviation of 𝑀eff after the smearing procedure from the original distribution would
indicate a bias, since during the smearing transverse energy is only shifted between its com-
ponent terms. No deviation is observed.

The ability of the pseudo-data to describe the shape of the multijet background is also
tested in collision data. To this end a background-enrichedmultijet CR is defined by inverting
the Δ𝜙 (𝑗𝑒𝑡, 𝑝miss

T ) veto and requiring at least one jet in the event to be closer to the 𝑝miss
T than

𝜙 (Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ) < 0.3. To keep this CR close to the actual SR, all other SR cuts are applied

in addition. The definition of the SR and CR as a function of Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ) is shown in
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Figure 8.7.: Definition of the control and validation regions used for the fake 𝑝miss
T estimate

relative to the signal region in Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ).

Figure 8.7.
The multijet CR has a very large multijet background component as is demonstrated in

the top panel of Figure 8.8. The top part shows the data distribution in the CR together
with theMC simulation of the relevant SM processes as a function of 𝑝miss

T in the VBF phase
space and the ratio of the two in the bottom part. The very large disagreement between
data and MC simulation in the bulk of the distribution is due to the presence of multijet
background, which is not described by the simulation. The disagreement in the last bin
of the distribution is attributed to poor modelling in the MC simulation, since the multijet
background contribution drops strongly towards high 𝑝miss

T [123].
The pseudo-data generated with the Jet Smearing method provides a very good shape de-

scription of the multijet background. This is demonstrated in the bottom panel of Figure 8.81,
which shows the same data and MC simulation distributions as the top panel, but with the
multijet background component determined from the pseudo-data (dark blue) added to the
predictions. Excellent shape agreement within the statistical and systematic uncertainties
is observed in the bulk of the distribution where the multijet background is dominant. The
multijet background component has been determined by applying all cuts and selection cri-
teria of the multijet CR to the pseudo-data and normalising it to the difference between data
andMC simulation, thereby providing a shape test. The systematic uncertainty on the back-
ground estimate is discussed in more detail in Section 8.1.1.

1The corresponding distributions for the monojet phase space are shown in Section B.1.1.
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Figure 8.8.: 𝑝miss
T distribution in the multijet CR in the VBF phase space for collision data

and MC simulation predictions alone (top panel) and collision data, MC simula-
tion and normalised pseudo-data in dark blue (bottom panel). The bottom part
of each figure shows the ratio of the data and the sum of the various process
predictions, with the statistical uncertainty on the data shown in grey and the
statistical uncertainty on the predictions shown in black. The systematic uncer-
tainty on the background estimate is shown as a shaded band.
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8. Background Contributions due to Fake Objects

Multijet Background Estimate

The estimate of the multijet background in the SR is performed in a two step procedure. First
a background shape template is determined by applying all selection criteria of the SR to
the pseudo-data. In a second step a normalisation factor is calculated using the multijet CR
introduced in the previous section. This normalisation factor is given by

𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑑𝑎𝑡𝑎 − 𝑁 𝑡𝑜𝑡

𝐶𝑅,𝑀𝐶

𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑝𝑠𝑒𝑢𝑑𝑜−𝑑𝑎𝑡𝑎

, (8.4)

which is the ratio of the total difference in number of events between data (𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑑𝑎𝑡𝑎) and

MC simulation (𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑀𝐶) in the multijet CR and the total number of pseudo-data events

(𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑝𝑠𝑒𝑢𝑑𝑜−𝑑𝑎𝑡𝑎) in the multijet CR. This is valid under the assumption that the difference be-

tween data andMC simulation in the multijet CR is entirely caused by multijet background.
This assumption is justified by the construction of the multijet CR, which leads to a very
high multijet background contribution in the multijet CR. However, a further validation of
the method is performed below to test if this assumption is valid.

The final multijet background estimate in the SR in a bin 𝑖 is therefore given by

𝑁 𝑖
𝑆𝑅 = 𝑁 𝑖

𝑆𝑅,𝑝𝑠𝑒𝑢𝑑𝑜−𝑑𝑎𝑡𝑎
𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑑𝑎𝑡𝑎 − 𝑁 𝑡𝑜𝑡

𝐶𝑅,𝑀𝐶

𝑁 𝑡𝑜𝑡
𝐶𝑅,𝑝𝑠𝑒𝑢𝑑𝑜−𝑑𝑎𝑡𝑎

, (8.5)

where 𝑁 𝑖
𝑆𝑅,𝑝𝑠𝑒𝑢𝑑𝑜−𝑑𝑎𝑡𝑎 is the number of pseudo-data events in the background shape tem-

plate in bin 𝑖, which is multiplied by the normalisation factor. Please note that same pseudo-
data set is used to determine the templates in the SR and the number of multijet background
events in the multijet CR, such that the final multijet background estimate is independent of
the amount of pseudo-data generated.

The result of the background estimate as a function of 𝑝miss
T in the monojet phase space

is shown in Figure 8.92 together with the statistical and systematic uncertainty on the back-
ground estimate. The largest background contribution is in the first bin of the 𝑝miss

T distribu-
tion and the relative background contribution strongly decreases towards higher 𝑝miss

T . This
systematic uncertainty on the background estimate is discussed in the following section. Ta-
bles with the number of estimated background events per bin in each observable are shown
in Section B.1.3.

Validation of the Background Estimate

Themultijet estimationmethod using the Jet Smearingmethod is validated in collision data to
verify several additional assumptions that enter into the procedure. These are: the premise
that the sources of fake 𝑝miss

T due to energy fluctuations can be properly described by the
data-constrained response maps, that energy fluctuations are the dominant contributor to
the fake 𝑝miss

T , that the jet response is independent of event-level quantities and therefore

2The results for the VBF phase space are shown in Section B.1.2.
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Figure 8.9.: Relative contribution of the multijet background to SR as a function of 𝑝miss
T in

the monojet phase space. The statistical uncertainty is shown as error bars on
the points and the systematic uncertainty on the background estimate is shown
as a grey hashed band.

applicable on a jet-by-jet basis and that the background normalisation can be determined
from the difference between data and MC simulation in the multijet CR [123].

To test the assumptions and to make certain that the small biases observed in the seed
selection and smearing described above do not pose a problem, a validation region (VR) is
defined that is very close but orthogonal to the SR. It differs from the SR selection only by
the Δ𝜙 (𝑗𝑒𝑡, 𝑝miss

T ) veto, which is modified to 0.3 < Δ𝜙 (𝑗𝑒𝑡, 𝑝miss
T ) < 0.4 (see Figure 8.7 for the

definition of the VR with respect to the SR and the multijet background-enriched CR).

Following all steps described above, a full background estimate is performed for the VR,
with the same systematic uncertainty of 100 % of the event yield per bin. Figure 8.10 shows
the comparison of data,MC simulation and themultijet background estimate in the validation
region together with the systematic uncertainty on the background estimate as a function
of 𝑝miss

T in the monojet phase space3. In general good agreement within the systematic
uncertainty is observed, validating the application of the Jet Smearing method.

The systematic uncertainty on the background estimate is taken to be 100 % of the event
yield, which is very conservative. However a more precise estimation of the uncertainty
would be very involved, as the Jet Smearing method has many different parts, which have a
systematic uncertainty associated. Since the background contribution in the 𝑝miss

T distribu-
tion in the SR is very small, this is deemed acceptable.

3The distributions for all observables in the validation region are shown in Section B.1.4.
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Figure 8.10.: Data, MC simulation and multijet background estimate as a function 𝑝miss
T in

the monojet phase space. The bottom part of each figure shows the ratio of the
data and the sum of the various process predictions, with the statistical uncer-
tainty on the data shown in grey and the statistical uncertainty on the predic-
tions shown in black. The systematic uncertainty on the background estimate
is shown as a shaded band.
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8.2. Beam-induced Background in the Signal Region

Another type of background event that can contain large fake 𝑝miss
T and enter the SR is

caused by decay products of the LHC beam halo penetrating into the ATLAS detector, as well
as elastic and inelastic beam-gas interactions [124]. The beam halo is constituted by protons
that have drifted out of the core of the LHC beams or by protons undergoing elastic scattering
on the beam gas [125]. To prevent damage to the machine, especially the superconducting
magnets, this halo is constantly removed by a sophisticated cleaning system. This system
consists of several sets of collimators and absorbers distributed throughout the LHC ring,
which are used to induce shower cascades of the beam halo protons and absorb the decay
products [126][127]. In addition, the physics experiments are protected by heavy shielding
which absorbs most of the remaining particles produced in the halo showers [58]. This is
illustrated in Figure 8.11.
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Tertiary
Collimators
(TCTs) ATLAS
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(1) Inelastic
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Figure 8.11.: Schematic illustration of the three sources of BIB reaching ATLAS: (1) nearby
inelastic beam–gas collisions, (2) tertiary beam halo losses on the TCT and (3)
protons deflected by elastic beam–gas collisions and hitting the TCT. The dis-
tance from the beam to the collimators is a few millimetres. Typically beam-
induced background at higher radii can reach the calorimeters and cause fake
jets. Adapted from [128].

However, highly energetic beam-background muons from these showers can pass the de-
tector shielding and cause fake 𝑝miss

T +jets events [127]. This is illustrated in Figure 8.12 with
an event display of a typical beam-induced background (BIB) event. A beam-background
muon enters the detector from the right (b) and deposits energy in the calorimeter via Brems-
strahlung, which is reconstructed as a highly energetic fake jet. This fake jet is not balanced
by additional energy deposits in the transverse plane of the detector (a), which leads to the
reconstruction of large fake 𝑝miss

T (dashed red line). This type of event can enter the SR if
enough fake 𝑝miss

T is produced.
The contribution of BIB to 𝑝miss

T + 𝑗𝑒𝑡𝑠 events measured in data is of the same order of
magnitude as the signal process 𝑍 → 𝜈𝜈 + jets, therefore efficient removal techniques are
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8. Background Contributions due to Fake Objects

needed [124]. The strategies employed to remove these kind of events and the method used
to estimate the residual background after the removal are discussed in the following sections.

8.2.1. Characteristics and Removal of Beam-induced Background
The fake jets in BIB events have characteristic energy deposition and timing properties that
allow for their efficient removal. These characteristics also allow to estimate the residual
background after removal. This is discussed in the following sections.

Figure 8.12.: Example of BIB event with the beam-induced muon entering from the right and
causing a fake jet. In the longitudinal projection (b), chambers of the muon
system with hits (highlighted in red) are seen on both sides. Electromagnetic
calorimeter cells (yellow) in-between contain large energy (green towers) that
forms a fake jet. A muon track (red line) parallel to the 𝑧-axis is reconstructed
on the left side of the detector. The transverse projection (a) shows 𝑝miss

T (dashed
line) opposite to the fake jet. The reconstructed tracks (blue) in the inner track-
ing detector do not point towards the fake jet. A detailed view (c) shows that the
calorimeter cells and the muon track are aligned in 𝜙. Focusing on the energy
depositions in the electromagnetic calorimeter in the longitudinal projection
(d) reveals that the fake jet consists of a cluster elongated in the 𝑧-direction.
Adapted from [125].
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(black) and tight (red) identification applied.

Energy Deposition Characteristics and Tight Jet Identification

The energy deposition topology of BIB events in the calorimeters can be understood by con-
sidering the typical path a beam-induced muon takes in the detectors.

The beam-induced muons, typically enter the detector in parallel to the beam-line and
therefore deposit most of their energy in a single layer of the ATLAS calorimeters (Figure 8.12
b) and d) ). This is characterised by the maximum sampling fraction 𝑓𝑚𝑎𝑥, defined as the
maximum energy fraction in a single calorimeter layer, which is expected to be high for the
corresponding fake jet.

The energy deposition produced by the muon also has no associated tracks to the primary
vertex in the event (Figure 8.12 c) ). This leads to a low value of the charge fraction 𝑓𝑐ℎ,
defined as the fraction of the 𝑝T of the tracks associated to the jet and the total jet 𝑝T [129].

To reject this type of fake jet, a cut on the ratio of these two variables given by

𝑓𝑐ℎ
𝑓𝑚𝑎𝑥

> 0.1 (8.6)

has proven useful [129] 4. The combination of the loose jet identification and the cut given
in Equation 8.6 form the tight identification for jets, which is required for the leading jet in
the event selection. Since the charge fraction can only be determined in the acceptance of
the ATLAS tracking system, the tight identification can only be applied in the corresponding
𝜂 range.

The tight jet identification allows to remove most of the BIB events, while keeping > 99%
of the signal events [129]. This is demonstrated in Figure 8.13, which shows the 𝜙 distribution
of the leading jet in the monojet phase space in data before (black) and after (red) applying
the tight identification to the leading jet. A clear structure in 𝜙 is visible in the original

4The cut value of 0.1 is optimized by the ATLAS JET/ETmiss group [124].
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Figure 8.14.: Sketch of the flight path of BIB (violet) and the normal collision process (green).
The time of the collision corresponds to 𝑡 = 0. Collision products are always in
time, due to time-of-flight corrections. The timing of the BIB depends on the 𝑧
coordinate.

distribution, with prominent peaks at 𝜙 = 0 (towards the center of the LHC) and 𝜙 = ±𝜋
(away from the center of the LHC). This structure is caused by the dipole magnets of the
LHC which are bending the trajectories of the beam-induced muons in a way similar to the
beam. 5

Jet Timing

Another important characteristic of the BIB is the timing of the fake jets, which is typically
early with respect to the collision products in the detector. This is illustrated in Figure 8.14 for
muons passing into the detector from the left. The muons enter the detector at the same time
as the proton bunch associated to the original halo protons that produced them. Therefore
they arrive always early with respect to the collision products, as the proton bunch first has
to travel to the interaction point to produce a collision, whereas the muons enter directly
into the calorimeters.

The timing of the fake jets depends on its 𝑧-position with respect to the interaction point
(𝑧 = 0), since the timing determined at a given point in the detector is corrected for the time-
of-flight from the interaction point. This is further illustrated in Figure 8.15, which shows the
timing 𝑡 of the leading jet as a function of 𝜂. While the jets originating from genuine collisions
form a band around 𝑡 = 0, there are two clear arcs visible for 𝑡 < 0, which are caused by the
fake jets from the BIB. There is a clear correlation between timing and 𝜂 for these jets, with
those further away from the interaction point occurring at earlier times. There are also two

5An additional structure is slightly visible in Figure 8.13 as an asymmetry between the top side (𝜙 = 𝜋
2
) and the

bottom side (𝜙 = −𝜋/2) of the detector. It is caused by the longer distance from the beam pipe to the ceiling
of the LHC tunnel (2m) than to the floor (1m). This allows for different free drift times for kaons/pions of
the halo showers, depending on their direction. Hence a lower number of muons is expected in the lower
hemisphere of the detector [125].
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Figure 8.15.: Timing of the leading jet as a function of 𝜂.

similar arcs visible for 𝑡 > 0. These are caused by fake jets from BIB belonging to the next
proton bunch, which is separated by Δ𝑡 = 25 ns.

Figure 8.16 shows a direct comparison of the timing distributions in the SR (left panel),
which has a clear peak from in-time collision events around 𝑡 = 0 ns and a BIB-enriched CR,
which has a broad distribution of out-of-time BIB events. The BIB-enriched CR is defined
like the SR, but with the tight jet identification inverted6.

50− 40− 30− 20− 10− 0 10 20 30 40 50

Leading jet timing [ns]

1

10

210

310

410

510

610

710

E
ve

nt
s

-1 = 13 TeV, 139.0 fbs

SR, Monojet

50− 40− 30− 20− 10− 0 10 20 30 40 50

Leading jet timing [ns]

1

10

210

310

410

510

610

E
ve

nt
s

-1 = 13 TeV, 139.0 fbs

BIB CR, Monojet

Figure 8.16.: Timing of the leading jet in the SR (left panel) a BIB-enriched CR (right panel).

6Rejecting jets that fulfil the tight jet identification and selecting those that fail it.
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8.2.2. Beam-induced Background Estimate

The residual background that is not removed by the jet cleaning is estimated using the infor-
mation provided by the tight jet identification and the jet timing variable.

Region Selection criteria
SR tight leading jet

BIB-enriched CR non-tight leading jet

Table 8.2.: Definition BIB-enriched CR orthogonal to the SR.

In a first step, a BIB-enriched CR orthogonal to the SR is defined by inverting the tight
identification (c.f. Table 8.2). In a next step, events are tagged as positive out-of-time if the
leading jet timing is 𝑡 > 5 ns or negative out-of-time (n) if 𝑡 < −5 ns. The timing variable and
the identification criteria can be assumed to be uncorrelated [125]. This means that the ratio
of out-of-time events and all events is independent of the identification and it follows that

𝑁CR
𝑡<5 ns

𝑁CR
𝑡<0 ns

=
𝑁 SR
𝑡<5 ns

𝑁 SR
𝑡<0 ns

,
𝑁CR
𝑡>5 ns

𝑁CR
𝑡>0 ns

=
𝑁 SR
𝑡>5 ns

𝑁 SR
𝑡>0 ns

. (8.7)

The total number of background events is then determined bin-by-bin using

𝑁 SR = 𝑁 SR
𝑡<0 ns + 𝑁 SR

𝑡>0 ns =
𝑁 𝐶𝑅
𝑡<0 ns

𝑁 𝐶𝑅
𝑡<5 ns

𝑁 𝑆𝑅
𝑡<5 ns +

𝑁 𝐶𝑅
𝑡>0 ns

𝑁 𝐶𝑅
𝑡>5 ns

𝑁 𝑆𝑅
𝑡>5 ns. (8.8)

The result of the background estimate is presented in Figure 8.17. The figure shows the
relative background contribution to the monojet phase space in the SR as a function of 𝑝miss

T ,
togetherwith the statistical and systematic uncertainties. The relative systematic uncertainty
is defined to be 100 % in each bin. Also in the case of the BIB this conservative uncertainty
is chosen, as the relative background contribution is small. Tables containing the results for
all observables are given in Section B.2.
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a grey hashed band.
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8.3. Fake Photon Background
Hadronic jets can be reconstructed as photon candidates in the detector. This typically hap-
pens if the jets contain a neutral meson, like a 𝜋0 or 𝐾0, which carries a large fraction of
the jet momentum and decays into a pair of non-prompt photons, which cause an electro-
magnetic shower in the EM calorimeter [130]. It is also possible for a hadron to be directly
reconstructed as a photon, if a significant amount of energy is deposited in the EM calorime-
ter [130]. These misidentified jets are called fake photons in the following. The fake photons
can in turn lead to background events without prompt photons to enter the 𝛾+jets AM region.

The first section of this chapter discusses the methods used to distinguish fake photons
from prompt photons and how they are rejected in this measurement. In the second sec-
tion the estimation of the residual background caused by the fake photons which pass the
rejection cuts is described.

8.3.1. Rejection of Fake Photons
The rejection of fake photons is based on the differences in the energy deposition patterns
of prompt and fake photons in the calorimeter and the tracking system. Prompt photons
produce narrow electromagnetic showers without any associated tracks. Fake photons tend
to have a broader shower, as well as associated tracks and can be accompanied by additional
calorimeter activity around the energy depositions from the electromagnetic shower. There-
fore fake photons are rejected using two strategies, namely cuts on the shower shape in the
calorimeters and isolation requirements on the activity around the photon in the calorimeters
and the tracker. These strategies are discussed in the following.

Shower Shape Identification

The shower shape identification is based on a series of selection cuts on a set of variables
quantifying the shape of the electromagnetic shower in the calorimeter. A list of all variables
is given in appendix Section B.3.1 and a selection is discussed in the following. The ensemble
of these cuts constitutes the tight photon identification. It is very efficient in rejecting fake
photons while keeping most of the prompt photons (signal efficiency: ≳ 90%, background
rejection: ≳ 60% for photons above 160GeV [79]). The signal photon is required to fulfil the
tight identification.

The variables employing the highly granular first layer of the EM calorimeter are especially
useful in separating collimated photon pairs produced in neutral meson decays from prompt
photons. This is illustrated is Figure 8.18, which shows an event display of the EM calorimeter
for a prompt photon (left panel) and a photon pair from a neutral pion decay (right panel).
The shower caused by the photon pair from the pion decay in the first layer is much broader
than that caused by the photon and has a non-central energy distribution. Therefore the
tight identification requires a narrow shower width in the first calorimeter layer (𝑤𝑠𝑡𝑜𝑡, 𝑤𝑠3)
with the highest energy contained in the centre of the shower (𝑓𝑠𝑖𝑑𝑒, 𝑓1). Furthermore it is
visible that the energy deposition of the photon pair from the pion decay has a distinctive

78
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Figure 8.18.: Event display of the showers in the EM calorimeter for a prompt photon (left)
and a pion decaying to a photon pair (right). The calorimeter layers from bottom
to top are: the presampler, the highly segmented first calorimeter layer, the
second and the third calorimeter layer. Adapted from [131].

double peak structure, whereas the prompt photon only shows one peak. Therefore the tight
identification also requires a large separation in energy between the first and second energy
maximum of the shower (𝐸𝑟𝑎𝑡𝑖𝑜, Δ𝐸𝑠) in the first calorimeter layer.

The remaining cuts of the tight identification are focused on the general shape differences
between electromagnetic and hadronic showers, mainly the narrower shower width in the
second calorimeter layer of the electromagnetic showers (𝑅𝜂, 𝑅𝜙, 𝑤𝜂2) and their lower pene-
tration depth into the hadronic calorimeter (𝑅ℎ𝑎𝑑, 𝑅ℎ𝑎𝑑1) [79].

In addition to the tight identification, a relaxed set of shower shape cuts is defined. It
allows to select a sample of fake photons, which is used to study the fake photon background
in data. This so-called loose𝐼 𝑉 identification is based on the tight identification with four7
shower shape cuts in the first calorimeter layer removed (𝑤𝑠3, 𝑓𝑠𝑖𝑑𝑒, 𝐸𝑟𝑎𝑡𝑖𝑜, Δ𝐸𝑠) [79]. To select
the fake photon samples, photon candidates are required to pass the loose𝐼 𝑉 identification
but fail the tight identification. This is called non-tight identification in the following.

Isolation

Strict requirements are placed on themaximum energy deposition in calorimeter cells around
the photon (calorimeter isolation), as well as on the maximum 𝑝T from tracks associated with
the photon (track isolation). Both are helpful in rejecting fake photons, since a prompt pho-
ton is neither expected to be associated with calorimeter activity outside of its electromag-
netic shower, nor does it cause signals in the tracking system, apart from conversion tracks in
7It is also possible to remove a different number of shower shape cuts from the tight identification to define the
relaxed set. This is done in Section 8.3.3 to define an uncertainty on the fake photon background estimate.
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Figure 8.19.: Sketch of the calorimeter isolation, where the 𝜂−𝜙 grid represents the calorime-
ter cells and a purple cell indicates an energy deposition. The cone used to sum
the calorimeter cells that enter the raw isolation energy 𝐸T,raw is shown in blue
and the cells that form the photon shower are depicted as the white 5×7 square.

pair production, which are included in the photon reconstruction. Both the calorimeter iso-
lation and the track isolation play an important part in the fake photon background estimate
and are discussed in the following.

Calorimeter Isolation The signal photon is required to fulfil a so-called tight calorimeter
isolation, given by

𝐸cone40T < 0.022 × 𝐸T + 2.45GeV. (8.9)

The term depending on the photon 𝐸T is used to improve the signal efficiency of the isolation
cut at high 𝐸T, by loosening the isolation requirement. The optimization of the numerical
factors is discussed in [79].

The isolation energy 𝐸𝑐𝑜𝑛𝑒40T is calculated as

𝐸cone40T = 𝐸cone40T,raw − 𝐸T,core − 𝐸T,leakage − 𝐸T,pile−up. (8.10)

The main components in the calculation of 𝐸cone40T are illustrated in Figure 8.19. The grid
in 𝜂 − 𝜙 represents the calorimeter cells in the second calorimeter layer and cells marked in
purple represent energy depositions. All energy depositions above a certain noise cut within
a radius of 𝑅 = 0.4 around the photon barycentre (blue circle) are summed to form the raw
isolation energy 𝐸𝑐𝑜𝑛𝑒40𝑇 ,𝑟𝑎𝑤 . These still contain the energy from the photon shower itself, which
is calculated as the energy sum 𝐸𝑇 ,𝑐𝑜𝑟𝑒 of the 5 × 7 cells around the photon barycentre and
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which needs to be subtracted. The window for this sum is larger in 𝜙 direction, since the
shower is broadened in that direction by the magnetic field in the detector [81].

The third term 𝐸T,leakage is used to correct for showers that do not fit in the 5 × 7 window
and leak energy to the outside and is optimised in MC simulation as a function of 𝐸T and
𝜂. The fourth term 𝐸T,pile−up corrects for energy depositions due to underlying events. The
𝐸cone40T calculated in this way is further corrected by applying data-driven corrections to
improve agreement with the MC simulation, which predicts a distribution shifted by a few
GeV due to known mismodelling in the lateral shower development [79].

The shape modelling of the calorimeter isolation variable 𝐸cone40T − 0.022𝐸T is validated in
data. This is necessary, since this variable plays an important role in the estimation of the
residual background discussed below. Figure 8.208 shows the data distribution (black) of the
calorimeter isolation variable in the 𝛾+jets AM region. Also shown are a template for the fake
photons (blue) and the sum (yellow) of theMC simulation used to model the prompt photons
and the fake photon template9. The fake photon template has been derived by requiring the
non-tight identification instead of the tight identification on the signal photon. To allow for
a shape comparison, the template is normalised to the data for 𝐸cone40T − 0.022𝐸T > 10.

It is shown that the calorimeter isolation distribution in data is well modelled by the sum
of the MC simulation and the fake photon template. The peak region, containing isolated
photons, is dominated by the MC simulation and the tail region, containing photons failing
the calorimeter isolation, is dominated by the fake template. This demonstrates that the non-
tight selection can be used to model the tight selection in the non-isolated regime. This is a
pre-requisite of the background estimation method discussed below, which assumes that the
non-tight identification is decorrelated from the isolation variable.

Track Isolation In addition to the calorimeter isolation, the signal photon is required to
fulfil a so-called tight track isolation, given by

𝑝cone20T < 0.05 × 𝐸T, (8.11)

which is 𝐸T-dependent to improve the selection efficiency for high-𝐸T photons. The opti-
misation for the prefactor is taken from [79]. 𝑝cone20T is constructed in a very similar way
to 𝐸cone40T . All tracks in a radius of 𝑅 = 0.2 around the photon barycentre that fulfil cer-
tain quality criteria outlined in [79] are summed. Tracks belonging to photons which have
undergone pair-production are excluded.

The modelling of the track isolation is also validated in data. The result is shown in Fig-
ure 8.21 for the data distribution (black) in the 𝛾+jets AM region without the track isolation
cut applied10. The figure also shows a fake template (blue) derived by requiring the non-tight
identification instead of the tight identification on the signal photon and the sum of the sim-
ulation prediction and the fake template (yellow). To allow for a shape comparison, the fake
template is normalised to the tight data for 𝑝𝑐𝑜𝑛𝑒20𝑇 − 0.05 × 𝐸𝑇 > 10. Good agreement similar
to the calorimeter isolation is observed.
8For this figure, the cut on the calorimeter isolation (𝐸cone40

T − 0.022 × 𝐸T < 2.45GeV) is not applied.
9The corresponding distributions for the VBF phase space are shown in Section B.3.3.
10The corresponding distributions for the VBF phase space are shown in Section B.3.3.
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Figure 8.20.: Calorimeter isolation energy distribution in the 𝛾+jets AM region and themono-
jet phase space without the calorimeter isolation requirement applied for events
in data with tight leading photons (black), non-tight leading photons (blue, nor-
malised to the tight data for 𝐸cone40T − 0.022𝐸T > 10). The sum of the simulation
and non-tight data (yellow) adequately describes the tight data.
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Figure 8.21.: Track isolation energy distribution in 𝛾+jets AM region and the monojet phase
space without the track isolation requirement applied for events in data with
tight leading photons (black), non-tight leading photons (blue, normalised to
the tight data for 𝑝𝑐𝑜𝑛𝑒20𝑇 − 0.05 × 𝐸𝑇 > 10. The sum of the simulation and non-
tight data (yellow) adequately describes the tight data.
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Figure 8.22.: Sketch of the control region definition used for the 2D-sidebandmethod (the two
sidebands are B-D and C-D) as a function of the calorimeter isolation variable.
The z-axis shows the expected background distribution. Please Note: This is a
sketch for visualisation purposes only. The actual control region definition also
includes the track isolation.

8.3.2. Estimation of the Residual Background using the 2D-sideband
Method

The general idea to estimate the number of fake photon events which pass the tight iden-
tification and isolation requirements of the 𝛾+jets AM region is outlined in the following.
First, the number of fake photon events passing the tight identification is measured in a
background-enriched region orthogonal to the 𝛾+jets AM region. This region is defined by
inverting the isolation requirements (non-isolated). Then a transfer factor is determined by
measuring the fraction of isolated and non-isolated fake photon events. Since this transfer
factor needs to be measured in an independent set of fake photon events, it is determined
from two additional regions which are background-enriched by requiring the photon to fulfil
the non-tight identification. A sketch of these regions is given in Figure 8.22 together with
the expected contribution of fake photons in each region.

The number of tight and isolated fake photon events is then determined as

𝑁 tight,isolated
fake = 𝑅 × 𝑁 tight,non−isolated

fake
𝑁 non−tight,isolated
fake

𝑁 non−tight,non−isolated
fake

, (8.12)

where the correlation factor 𝑅 has been introduced to account for a potential correlation
between the identification and isolation requirements. Typically, the assumption of non-
correlation (𝑅 = 1) is good and is justified by the construction of non-tight identification,
which differs from tight only in variables not sensitive to the photon isolation and also sup-
ported by the shape studies of the isolation variables discussed in the previous sections. The
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Region Selection criteria
A (=𝛾+jets AM region) tight, isolated

B tight, non-isolated
C non-tight, isolated
D non-tight, non-isolated

Table 8.3.: Definition of the 2D-sideband regions used for the estimation of the fake photon
background.

correlation factor 𝑅 is measured in data and deviations from 𝑅 = 1 are assigned as a system-
atics uncertainty. This is discussed in Section 8.3.3.
In the derivation of the background estimate given in the following, an abbreviated nota-
tion is used for the different regions and given in Table 8.3. With the abbreviated notation,
Equation 8.12 becomes

𝑁A,bkg = 𝑅 × 𝑁B,bkg
𝑁C,bkg

𝑁D,bkg
, (8.13)

with 𝑁𝑋,𝑏𝑘𝑔 the number of fake photon events in the four regions A, B, C and D.
The number of events 𝑁X measured in one of the background-enriched regions B, C and D

is not the number of fake background events, since each of these regions has a varying degree
of contamination with events containing prompt photons 𝑁X,sig. Therefore the number of
fake photon events is expressed as 𝑁X − 𝑁X,sig and Equation 8.13 becomes

𝑁A,bkg = 𝑅𝑁B,bkg
𝑁C,bkg

ND,bkg
= 𝑅 (𝑁B − 𝑁B,sig)

𝑁C − 𝑁C,sig

𝑁D − 𝑁D,sig
. (8.14)

The 𝑁X,sig are determined in a partially data-driven way as

𝑁X,sig = 𝜖X𝑁A,sig = 𝜖X (𝑁A − 𝑁A,bkg) , (8.15)

based on 𝑁A,sig , the measured number of signal events in the 𝛾+jets AM region in data. 𝜖X
is a transfer factor, also called (signal) leakage fraction, which is determined from simulation
as

𝜖X =
𝑁MC
X,sig

𝑁MC
A,sig

. (8.16)

In this way the simulation is only used to determine the relative number of signal events
in the different regions, but the estimate remains independent of the absolute cross section
predicted by theMC simulation, which is known to be poorly modelled (see Chapter 10). The
assumption that the relative number of signal events can be extracted from theMC simulation
depends on the proper modelling of the isolation and identification variables, which has been
verified in data as described in the previous section and also more extensively in [79].
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Figure 8.23.: Leakage fractions for regions 𝐵 (red), 𝐶 (yellow) and 𝐷 (blue) as a function of
𝑝miss
T in the monojet phase space.

The leakage fractions for the 𝑝miss
T distribution in the monojet phase space are shown in

Figure 8.23 11. The behaviour of the leakage fractions as a function of 𝑝miss
T can be explained

by the signal efficiencies of the corresponding identification and isolation working points of
the leading photon12. The leakage into region 𝐵 (tight and non-isolated) depends on the signal
efficiency of the isolation working point, which rises with photon 𝑝T and reaches a plateau
only above 500GeV [79]. This leads to a decreasing leakage fraction in region 𝐵. The leakage
into region 𝐶 (non-tight and isolated) depends on the signal efficiency of the identification
working point, which is in general higher than that of the isolation working point, leading
to a lower leakage and which decreases slightly at very high photon 𝑝T [79], explaining the
rising trend in the leakage fraction. Accordingly the leakage into region 𝐷 (non-tight and
non-isolated) depends on a combination of both the isolation and identification efficiencies.

Combining Equation 8.13 and Equation 8.14 the background 𝑁𝐴,𝑏𝑘𝑔 in the 𝛾+jets AM re-
gion for an observable in a given bin can be estimated by solving

𝑁𝐴,𝑏𝑘𝑔 = 𝑅(𝑁𝐵 − 𝜖𝐵(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔))
𝑁𝐶 − 𝜖𝐶(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔)
𝑁𝐷 − 𝜖𝐷(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔)

. (8.17)

This is done numerically for each measured variable and bin using the SymPy package [132].
As the 𝛾+jets AM region has no other background contributions, the result is expressed in
terms of the purity, defined as

𝑃 = 1 −
𝑁𝐴,𝑏𝑘𝑔

𝑁𝐴
. (8.18)

11The leakage fractions for the VBF phase space are shown in Section B.3.3
12Note that 𝑝miss

T in the 𝛾+jets AM regions corresponds mostly to the 𝑝T of the leading photon, with some
fluctuations from the residual 𝑝miss

T resolution
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Figure 8.24.: Purity as a function of 𝑝miss
T in the monojet phase space. The grey bands show

the systematic uncertainty from the background estimate and the black error
bars show the statistical uncertainty on the purity.

The purities determined with the 2D-sideband method are above 95 % for the 𝛾+jets AM re-
gion, as shown in Figure 8.2413 for the 𝑝miss

T distribution in the monojet phase space. The
statistical uncertainty has been determined using the bootstrap method. The systematic un-
certainty on the background estimate is determined as described in the following section.

8.3.3. Systematic Uncertainty on the Background Estimate

Three different sources of systematic uncertainties are considered for the fake background
estimate in the 𝛾+jets AM region: The definition of the non-tight identification in terms of
shower shape variables, residual correlations of the background contributions in the regions
𝐴,𝐵,𝐶 and 𝐷 (𝑅 ≠ 1 in Equation 8.13) and a dependence of the leakage fractions on the MC
generator. These sources are discussed in the following. The total uncertainty is determined
by summing the single uncertainties in quadrature, as they are expected to be uncorrelated.
The single uncertainties are first rebinned, to reduce the impact of statistical fluctuations.

Definition of the Non-tight Identification

The background estimate depends on the exact definition of the non-tight identification,
which is used to select events for the background-enriched regions. Therefore the back-
ground estimate is redone three times with varied non-tight IDs. These are constructed
analogue to the nominal non-tight identification, but replace the loose𝐼 𝑉 identification with
loose𝐼 𝐼, loose𝐼 𝐼 𝐼 and loose𝑉 respectively, where a different number of shower shape variables
are removed from the tight identification (see Table 8.4).

13The purity distributions for the VBF phase space are shown in Section B.3.4.
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identification working point Define
loose𝐼 𝐼 tight without 𝑤𝑠3, 𝑓𝑠𝑖𝑑𝑒
loose𝐼 𝐼 𝐼 tight without 𝑤𝑠3, 𝑓𝑠𝑖𝑑𝑒, Δ𝐸𝑠
loose𝐼 𝑉 tight without 𝑤𝑠3, 𝑓𝑠𝑖𝑑𝑒, Δ𝐸𝑠, 𝐸𝑟𝑎𝑡𝑖𝑜
loose𝑉 tight without 𝑤𝑠3, 𝑓𝑠𝑖𝑑𝑒, Δ𝐸𝑠, 𝐸𝑟𝑎𝑡𝑖𝑜, 𝑤𝑠𝑡𝑜𝑡

Table 8.4.: Variations of the loose𝐼 𝑉 identification used to determine the systematic uncer-
tainty on the fake photon estimate.

The systematic uncertainty due to the definition of the loose𝐼 𝑉 identification is then de-
termined as the envelope of the three variations. The resulting relative uncertainty on the
background estimate is shown in Figure 8.2514. The different magnitude of the up and down
variation are due to the different impact of the three alternative definitions of the non-tight
identification.
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Figure 8.25.: Relative uncertainty on the fake photon background estimate due to the choice
of the loose𝐼 𝑉 identification as a function of 𝑝miss

T in the monojet phase space.

Residual Correlations between Isolation and Identification

The correlation factor 𝑅 used in Equation 8.12 is estimated from data and differences from
𝑅 = 1 are symmetrized and assigned as a systematic uncertainty. This accounts for the fact
that the identification and isolation requirements are not fully uncorrelated.

The correlation factor R is estimated in a highly background-enriched region in data. To
achieve this, the regions enriched with events failing the isolation cut (B and D) are further
subdivided into B’, D’,E and F as defined in Table 8.5 and illustrated in Figure 8.26. The

14The distributions for the VBF phase space are shown in Section B.3.5
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Region Selection criteria Isolation Cuts
B’ tight, non-isolated 𝐸𝑇 ,𝑐𝑜𝑛𝑒40 − 0.22𝑝𝑇 < 11GeV & 𝑝𝑇 ,𝑐𝑜𝑛𝑒20 − 0.05𝑝𝑇 < 11GeV
D’ non-tight, non-isolated 𝐸𝑇 ,𝑐𝑜𝑛𝑒40 − 0.22𝑝𝑇 < 11GeV & 𝑝𝑇 ,𝑐𝑜𝑛𝑒20 − 0.05𝑝𝑇 < 11GeV
E tight, non-isolated 𝐸𝑇 ,𝑐𝑜𝑛𝑒40 − 0.22𝑝𝑇 > 11GeV & 𝑝𝑇 ,𝑐𝑜𝑛𝑒20 − 0.05𝑝𝑇 > 11GeV
F non-tight, non-isolated 𝐸𝑇 ,𝑐𝑜𝑛𝑒40 − 0.22𝑝𝑇 > 11GeV & 𝑝𝑇 ,𝑐𝑜𝑛𝑒20 − 0.05𝑝𝑇 > 11GeV

Table 8.5.: Definition of 2d sideband regions used for the determination of the correlation 𝑅.

division cut of 11GeV in the table is chosen such that the statistical precision is still high
enough in regions E and F. The correlation factor 𝑅 for fake photon events is then extracted
for a given observable and bin using

𝑅 =
(𝑁𝐵′ − 𝜖′𝐵(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔)) (𝑁𝐹 − 𝜖𝐹(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔))

(𝑁𝐷′ − 𝜖′𝐷(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔)) (𝑁𝐸 − 𝜖𝐸(𝑁𝐴 − 𝑁𝐴,𝑏𝑘𝑔))
, (8.19)

where the 𝑁𝐴,𝑏𝑘𝑔 are the solutions of Equation 8.17 obtained above and the leakage fractions
𝜖𝑋 are determined as in Equation 8.16.

The relative systematic uncertainty on the background estimate derived from the varied
correlation factor 𝑅 is shown in Figure 8.27 for the 𝑝miss

T distribution in the monojet phase
space15. It is the dominant component of the total systematic uncertainty on the background
estimate.

Figure 8.26.: Sketch of the control region definition used to determine the correlation factor
R’ in the 2D-sideband method as a function of the calorimeter isolation variable.
The z-axis shows the expected background distribution. Please note: This is a
sketch for visualization purposes only. The actual control region definition also
includes the track isolation.

15The distributions for the VBF phase space are shown in Section B.3.5
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Figure 8.27.: Relative uncertainty on the fake photon background estimate due to residual
correlations between isolation and identification as a function of 𝑝miss

T in the
monojet phase space.

Dependence of the Leakage Fractions on the Monte Carlo Generator

The leakage fractions depend on the modelling of the contribution from fragmentation pho-
tons in theMC simulation. Photons from fragmentation processes are typically accompanied
by hadronic activity and therefore not isolated. This means that especially the leakage frac-
tions for the non-isolated regions have a dependence on theMC generator.

To account for this, the signal leakage fractions 𝜖𝑋 are redetermined using an alternative
MC generator (Pythia). Pythia is chosen, since it models the fragmentation processes dif-
ferently from Sherpa (see [133] for more details on the Sherpa modelling and [134] for more
details on the Pythia modelling). Figure 8.28 shows a comparison of the leakage fractions
determined with Sherpa and Pythia. While the leakage fractions are similar for the isolated
region C, there is a significant difference observed in non-isolated regions B and especially
D.

The background estimate is repeated with the alternative leakage fractions and the differ-
ence to the nominal estimate is symmetrized and assigned as a systematic uncertainty. The
resulting relative systematic uncertainty is shown in Figure 8.2916.

16The distributions for the VBF phase space are shown in Section B.3.5
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Figure 8.28.: Comparison of the leakage fractions between Sherpa and Pythia as function of
𝑝miss
T in the monojet phase space.

310
 [GeV]miss

T
p

40−

30−

20−

10−

0

10

20

30

40

re
l. 

un
ce

rt
ai

nt
y 

[%
]

-1 = 13 TeV, 139.0 fbs

+jets, Monojetγ
 upσPythia varied 1

 downσPythia varied 1

Figure 8.29.: Relative uncertainty on the fake photon background estimate due to the MC
generator dependence as a function of 𝑝miss

T in the monojet phase space.
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8.4. Fake Electron Background in the 𝑊 → 𝑒𝜈 + jets
Auxilliary Measurement Region

Photons and jets can be reconstructed as electron candidates in the detector. This typically
happens when tracks from other sources are matched to the electromagnetic clusters in the
calorimeter caused by an electromagnetic shower from a photon, if a jet develops an electron-
like shower in the calorimeters or if a heavy hadron undergoes a weak decay involving an
electron. The electron candidates reconstructed from these objects are collectively referred
to as fake electrons.

Fake electron candidates are rejected very efficiently by the selection criteria for signal
electrons. In addition, the background rejection cuts applied in the𝑊 → 𝑒𝜈 + jets AM region
help reduce the fake electron background contributions. These are the cut on the W boson
transverse mass (30GeV < 𝑚T < 100GeV) and the minimum requirement for real missing
transverse momentum (𝑝miss,real

T > 60GeV) expected from the neutrinos in the 𝑊 → 𝑒𝜈 +
jets final state.

However, a residual number of events with fake electrons can enter the measurement in
the𝑊 → 𝑒𝜈 + jets AM region. The contribution of these fake background events is estimated
using a data-driven method called the matrix method.

The first section of this chapter discusses the sources of fake electrons and the methods
used to reject them in more detail. The remainder of the chapter focusses on the background
estimation with the matrix method.

8.4.1. Sources and Rejection of Fake Electrons

The dominant sources of fake electrons are weak decays of light and heavy hadrons and pho-
tons with mismatched tracks. A general overview of the relative composition of all sources
is given in Figure 8.30, which was determined in [135] from a relatively loose electron sample
for the Drell-Yan process. The exact composition in a tighter sample like the 𝑊 → 𝑒𝜈 + jets
AM region is difficult to determine in practice, due to limited MC statistics and the various
dependencies on the energy of the objects involved, their localization in the detector, due
to varying instrumentation, the applied electron selection criteria and the phase-space cuts,
which have an impact on the jet activity. The main sources are discussed in the following.

Heavy hadrons (blue circles and violet triangles in Figure 8.30), especially 𝐵 and𝐷mesons,
that undergo a weak decay before reaching the detector material, are a main source of elec-
trons which are real, but non-prompt, in the sense that they do not originate directly from the
hard scattering process [135]. One method applied to reject these electrons is the track-to-
vertex association (TTVA) requirement with respect to the primary vertex, since the hadrons
typically have a lifetime long enough for a secondary vertex to be resolved [77]. Another
method is the tight isolation requirement placed on the activity in the calorimeter around the
electron, which is usually high for this type of non-prompt electron, due to the jet remnant.
The isolation requirement is very similar to that applied to photons and more information is
given in Section 8.3.1.

Light hadrons (brown boxes in Figure 8.30) are also a source of fake electrons, especially
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Figure 8.30.: Relative contributions of different sources of fake or non-prompt electrons as
function of 𝑝T in simulated Drell-Yan processes. Other cumulated sources not
displayed contribute to less than 0.5 % in any bin. Error bars represent statistical
uncertainties of the simulation. Adapted from [135].

if they are stopped early in the calorimeter and develop a narrow shower similar to that of
electrons. In that case the hadrons can be reconstructed as electron candidates. A special
case are decays of light mesons to two photons (e.g. 𝜋0 → 𝛾𝛾), where the photons are highly
collimated and form a single cluster in the calorimeter, with tracks stemming from the jet
remnant or photon conversion [135].

The main method to reject these fake electrons is the application of a likelihood-based
identification using the shape of the shower in the calorimeter as input. This tight identifica-
tion for electrons is based on the same shower shape variables also used for photons, with the
addition of stringent requirements on the quality of the tracks recorded in the ATLAS inner
detector and the spatial matching of those tracks to the shower in the calorimeter. A detailed
discussion on the shower shape variables is given in Section 8.3.1. The tight identification is
very efficient in rejecting fake electrons. The background rejection is roughly a factor 200 to
300 depending on the phase-space in question [76].

Despite the background rejection power of the various methods, the very high jet produc-
tion cross section at the LHC still leads to a significant amount of residual fake background
that enters the 𝑊 → 𝑒𝜈 + jets AM region and needs to be estimated.

8.4.2. The Matrix Method

The background in the𝑊 → 𝑒𝜈 + jets AM region caused by fake electrons is estimated using
a data-driven method, since the modelling of the different background sources in simulation
is very challenging. Furthermore, due the low probability for a fake electron to enter the
𝑊 → 𝑒𝜈 + jets AM region, a very large amount of MC statistics would be required, which is
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impractical to produce [135].
The challenge in the background estimation is that the number of events with real

(𝑁 𝑅
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀) and fake electrons (𝑁 𝐹

𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀) that enter the 𝑊 → 𝑒𝜈 + jets AM region
is difficult to measure directly. However, two related quantities are easily accessible. These
are the number of events with signal electrons that enter the 𝑊 → 𝑒𝜈 + jets AM region (𝑁𝑆)
and the number of events with non-signal electrons (𝑁!𝑆) that pass the 𝑊 → 𝑒𝜈 + jets AM
region selection, if the signal electron criteria are dropped. Non-signal electrons are defined
as baseline electrons that fail the signal electron selection. A summary of the properties17 of
the different types of electrons is given in Table 8.6.

The idea of the matrix method is to measure 𝑁𝑆 and 𝑁!𝑆 and relate them to 𝑁 𝑅
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀

and𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 via a set of efficiencies that can also bemeasured18. This relation is derived

in the following.

Electron type Selection criteria
signal (𝑆) tight identification, tight isolation, TTVA
baseline (𝐵) loose identification
non-signal (!𝑆) pass baseline, fail signal

Table 8.6.: Definition of signal, baseline and non-signal electrons.

In a first step 𝑁𝑆 and 𝑁!𝑆 are expressed as a function of the number of events with real (𝑁 𝑅
𝐵 )

and fake electrons (𝑁 𝐹
𝐵 ) that pass the baseline selection.

𝑁𝑆 = 𝜖𝑅𝑁 𝑅
𝐵 + 𝜖𝐹𝑁 𝐹

𝐵

𝑁!𝑆 = (1 − 𝜖𝑅) 𝑁 𝑅
𝐵 + (1 − 𝜖𝐹) 𝑁 𝐹

𝐵 ,
(8.20)

where the real efficiency 𝜖𝑅 and the fake efficiency 𝜖𝐹 are defined as

𝜖𝑅 = (
𝑁𝑆
𝑁𝐵

)
𝑅

and 𝜖𝐹 = (
𝑁𝑆
𝑁𝐵

)
𝑅

(8.21)

and are determined in a sample of real (R) and fake (F) electrons. 𝜖𝑅(𝜖𝐹) is the probability for
an event containing a real (fake) electron that passes the baseline selection to also pass the
signal selection. The measurement of these efficiencies as a function of electron 𝑝T and 𝜂 is
discussed in detail in Section 8.4.3 and Section 8.4.4.

Equation 8.20 can be expressed in matrix form

(𝑁𝑆
𝑁!𝑆

) = ( 𝜖𝑅 𝜖𝐹
(1 − 𝜖𝑅) (1 − 𝜖𝐹)

) (𝑁
𝑅
𝐵

𝑁 𝐹
𝐵
) , (8.22)

giving the method its name. In a second step the matrix is inverted to determine the number
of events with fake electrons in the baseline selection (𝑁 𝐹

𝐵 )
17The exact definition is given in Section 5.1.1.
18Both𝑁𝑆 and𝑁!𝑆, as well as𝑁 𝑅

𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 and𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 are independent, since by definition a signal electron

is never a non-signal electron and a real electron is never fake.
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𝑁 𝐹
𝐵 = 1

𝜖𝑅 − 𝜖𝐹
[𝜖𝑅𝑁!𝑆 − (1 − 𝜖𝑅) 𝑁𝑆] . (8.23)

In a third step the number of events with fake electrons in the 𝑊 → 𝑒𝜈 + jets AM region
𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 is determined from 𝑁 𝐹

𝐵 by multiplying with the fake efficiency 𝜖𝐹

𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 = 𝜖𝐹𝑁 𝐹

𝐵 =
𝜖𝐹

𝜖𝑅 − 𝜖𝐹
(𝜖𝑅 − 1)𝑁𝑆 +

𝜖𝐹
𝜖𝑅 − 𝜖𝐹

𝜖𝑅𝑁!𝑆. (8.24)

The final result is determined using Equation 8.24 on an event-by-event basis, where a weight
𝑤𝑖 is assigned to each event 𝑖, depending if the leading electron fulfils the signal or non-signal
criteria according to

𝑤𝑖 = {
𝜖𝐹

𝜖𝑅−𝜖𝐹
(𝜖𝑅 − 1) if leading electron fulfils signal selection criteria

𝜖𝐹
𝜖𝑅−𝜖𝐹

𝜖𝑅 if leading electron fulfils non-signal selection criteria
(8.25)

and 𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 is given by the sum of the weights

𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 = ∑

𝑖
𝑤𝑖. (8.26)

The statistical uncertainty on𝑁 𝐹
𝑊→𝑒𝜈+𝑗𝑒𝑡𝑠𝐴𝑀 is determinedwith the bootstrap technique (boot-

strap replica are created for all quantities entering Equation 8.26).
The real and fake efficiencies are determined as a function of electron 𝑝T and 𝜂, since

they depend on the energy of the electron (reflecting the energy dependence of the shower
development in the calorimeter), as well as the spatial location in the detector (reflecting
the varying instrumentation in the detector). Their derivation is discussed in detail in the
following sections.

8.4.3. Real Electron Efficiencies
The real electron efficiencies are determined usingMC simulation. This has the advantage of
easy access to a clean sample of real electrons and also provides high statistical precision. It
is justified by a relatively good description of electron efficiencies by the ATLAS MC simu-
lation [79] and the application of additional scale factors to theMC simulation that improve
on that already good description of the data. A truth matching is performed on each simu-
lated event, which requires the electron on detector-level to be within a radius of 𝑅 < 0.2 in
(𝜂, 𝜙) of a prompt electron on particle-level. Events that do not pass the truth matching are
not used. This ensures that fake electrons, which also have a small contribution in the MC
simulation, are not included in the calculation of the real efficiencies.

In order to determine the real efficiencies the number of electrons passing the signal (𝑁𝑆)
and baseline (𝑁𝐵) selection criteria in the 𝑊 → 𝑒𝜈 + jets AM region and the monojet phase
space are counted as a function of 𝑝T and 𝜂 and are used to calculate the 𝜖𝑅 according to
Equation 8.21. These efficiencies are found to be very similar in the VBF phase spaces, there-
fore they are only derived in the monojet phase space. The resulting efficiencies are shown
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Figure 8.31.: Real electron efficiency as a function of electron 𝑝T and electron 𝜂 for the 2017
data period.

in Figure 8.31 as a function of 𝑝T and 𝜂 for the 2017 data period19. The binning is deter-
mined such as to reduce fluctuations of the efficiencies due to the limited statistics of theMC
simulation.

For better visibility the one dimensional distributions are shown in Figure 8.32 for all data
periods. The efficiency shown for the 2015/16 period is usually slightly higher than for 2017
and 2018. This is due to a different gas mixture used in the TRT of the ATLAS tracking
system and the residual pile-up dependence, with lower efficiencies for higher pile-up [79].
It can further be seen that the real efficiency rises as a function of 𝑝T (top panel) from around
85 % to 95 %. This behaviour directly reflects that of the tight identification and tight isolation
criteria applied to the signal electron as function of 𝑝T, which have an improved performance
at high 𝑝T, where the electrons are easier to distinguish from background events [76][79]. A
structure is visible in the 𝜂 distribution (bottom panel), with a higher efficiency in the central
region and lower efficiency in the more forward region. This is an effect of the varying
instrumentation in the different detector regions, especially the larger amount of material in
front of the endcap calorimeters (|𝜂| > 1.375), which leads to a lower efficiency [76][80].

8.4.4. Fake Electron Efficiencies
The fake electron efficiencies are determined from data, since, the MC simulation is insuf-
ficient to properly model all sources of fake electrons. To this end a fake-enriched control
region is defined, which is discussed in the first part of this section. To collect an unbiased
data sample of baseline electrons it is necessary to use events recorded using prescaled trig-
gers, this is discussed in the second part of this section. The resulting fake efficiencies are
presented in the final part of this section.
19The real efficiencies for the other data periods are shown in Section B.4.1.
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Figure 8.32.: Real electron efficiency as a function of electron 𝑝T (top panel) and electron 𝜂
(bottom panel) for the 2015/16 (black), 2017 (red) and 2018 (blue) data period.

Fake Electron-enriched Control Region

The fake-enriched control region is defined by inverting or dropping the cuts that are used
to reject the fake electron background in the 𝑊 → 𝑒𝜈 + jets AM region, namely

• inverting the cut on 𝑝miss,real
T , to reduce contributions from events containing𝑊 bosons

(𝑝miss,real
T < 60GeV).
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• dropping the cut on the𝑊 boson invariant transverse mass 𝑚T, to increase the number
of events with fake electrons.

• dropping the cut on 𝑝miss
T (𝑊 boson momentum), to increase the available statistics.

This ensures that the control region is enriched by fake background processes, but still re-
mains close to the 𝑊 → 𝑒𝜈 + jets AM region in terms of the event topology, especially the
jet system. This is necessary to minimize the amount of extrapolation in the background
estimate.

Triggering Events with Baseline Electrons

The prescaled triggers HLT_e26_lhvloose_nod0 and HLT_e60_lhvloose_nod0 are used in addi-
tion to the nominal analysis triggers below an electron 𝑝T of 150GeV to obtain an unbiased
event samplewith baseline electrons. The nominal triggers alone are not sufficient, since they
apply either tight (HLT_e26_lhtight_nod0_ivarloose) or medium (HLT_e60_lhmedium_nod0)
shower shape identification cuts on the electrons at trigger level. While these identification
requirements on trigger level are not exactly identical to those applied to the electrons in
the offline analysis20, they are considerably tighter than the baseline requirements, which
makes them unsuitable for use in the fake-enriched control region. Above an electron 𝑝T of
150GeV theHLT_e140_lhloose_nod0 nominal analysis trigger can be used, which is the lowest
unprescaled loose single electron trigger consistently enabled throughout all data periods.

The prescale factor for a given event depends on the exact run conditions and the trigger,
however they typically lie between 1

60 and
1

1400 . Events collected with the prescaled triggers
need to be corrected for the prescale. This is done in the same way as described in Sec-
tion 8.1.1, by defining 𝑝T ranges for each trigger item, where the corresponding trigger is
fully efficient and solely used. Each event in this 𝑝T range is then weighted by the inverse of
the corresponding prescale value. The exact 𝑝T ranges and triggers used for each data taking
year are shown in Table 8.7.

Range [GeV] 2016-2017 2018
30 < 𝑝T < 70 HLT_e26_lhvloose_nod0_L1EM20VH HLT_e26_lhvloose_nod0_L1EM22VH
70 < 𝑝T < 150 HLT_e60_lhvloose_nod0
𝑝T > 150 HLT_e140_lhloose_nod0 or HLT_e300_etcut

Table 8.7.: Triggers used to select the baseline electron events in different 𝑝T ranges and
years.

Note that the exact trigger definition evolves throughout Run 2, in order to keep the trig-
ger rate constant or improve the trigger efficiency. This affects the fake efficiencies as dis-
cussed below and important changes are therefore discussed briefly in the following. Firstly,
as shown in Table 8.7, the L1 seed trigger is changed from L1EM20VH to L1EM22VH in
20The two main reasons why the identification algorithms used on trigger level are not identical to those used

in the offline analysis is that the calculation of some discriminating variables is too CPU-intensive for the
HLT and the limited resolution available for the objects reconstructed on trigger level [80].
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2018. Secondly, also for the triggers keeping the same name, the underlying configuration
changes [119]. Especially relevant for the fake efficiencies are:

• Introduction of the NeuralRinger algorithm starting with the 2017 data-taking. This
improves the removal of fake electrons at trigger level.

• New likelihood tunes for electron identification at trigger level in the 2018 data-taking.

No direct fake background estimate is performed for 2015 data; instead the luminosity ratio
between 2015 and 2016 is used to extrapolate the expected background. This is necessary,
since no loose triggers were consistently operational for low-𝑝T electrons in 2015 and no
unbiased baseline sample as defined above can be collected.

Comparison between Data and Simulation in the fake-enriched Control Region

The fake-enriched control region contains contributions from real electrons. These contri-
butions are estimated usingMC simulation and are discussed in the following

Figure 8.33 shows the 𝑝miss,real
T (top panel), low electron 𝑝T (middle panel) and high elec-

tron 𝑝T (bottom panel) distributions for baseline (left panels) and signal (right panels) elec-
trons together with the ratio of data and MC simulation for each distribution. The strong
disagreement between data and simulation for both classes of events is attributed to events
with fake electrons, that are not modelled by theMC simulation. This demonstrates the large
fake electron background contribution in the the fake-enriched control region. It is also visi-
ble that the disagreement is smaller for the signal electron selection, since it provides stronger
fake background rejection.

Several additional features can be observed. Firstly, the relative background contribution
increases towards lower 𝑝miss,real

T . This is typical for fake background from light hadrons (e.g.
dijet events without prompt invisible particles). Secondly, the relative background increases
towards low electron 𝑝T, where the electrons are less well separated from background in
many of the discriminating variables used in the likelihood identification [76]. Thirdly, the
relative background increases towards high electron 𝑝T, this is most likely a feature of the iso-
lation, which is optimized for good background rejection at low 𝑝T and large signal efficiency
at high 𝑝T. The consequence of the high signal efficiency is a slightly worse background re-
jection [79]. The jump visible around 300GeV in the baseline electron 𝑝T distribution (bottom
left) is caused by the onset of the HLT_e300_etcut, which increases the relative contribution
of fake electron events, since it places less stringent electron identification requirements than
the other triggers. Since mostly fake electron events are affected by this, the jump is not vis-
ible in the MC simulation. A detailed discussion of the trigger effect on the fake efficiencies
is given in the following section.

Fake Efficiencies

The fake efficiencies are calculated as a function of 𝜂 and 𝑝T using Equation 8.21 in the fake-
enriched control region. The contributions from processes containing real electrons are es-
timated using MC simulation and subtracted from the data. Figure 8.34 shows the resulting
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Figure 8.33.: Comparison of data and MC simulation in the fake-enriched control region for
the baseline electron selection (left panel) and the signal electron selection (right
panel). Top row: 𝑝miss,real

T distribution, middle row: low electron 𝑝T distribu-
tion, bottom row: high electron 𝑝T distribution.
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8. Background Contributions due to Fake Objects

fake efficiencies as a function of 𝑝T and 𝜂 for the 2017 data period21. The binning is chosen
to minimize statistical fluctuations due to the limited statistical precision of the data in the
fake-enriched control region.
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Figure 8.34.: Fake electron efficiency as a function of 𝑝T and 𝜂 for the 2017 data period.

For better visibility the one dimensional distributions are shown in Figure 8.35 for all data
periods. There is a rise in the fake efficiencies towards very low electron 𝑝T and a decrease
towards very high electron 𝑝T. The behaviour of the fake efficiencies as a function of a given
observable depends strongly on the chosen signal and baseline criteria. In this case, the
background contribution to the baseline selection rises stronger towards high 𝑝T than to the
signal selection, leading to a decreasing efficiency.

Several additional features can be observed that are a consequence of the trigger selection
(see [119]). Firstly, it is visible that the fake efficiencies in 2017/18 are higher than those in
2015/16. This is caused by the introduction of the NeuralRinger algorithm mentioned above,
in addition to the increase expected from the different pile-up conditions. It reduces the
number of fake electron events that pass the trigger, thus leading to a tighter baseline in the
denominator of Equation 8.21 and consequently a higher efficiency.

Secondly, it is visible that the efficiency increases slightly when moving from
HLT_e60_lhvloose_nod0 to HLT_e140_lhloose_nod0, since the lhloose identification work-
ing point of the latter has a stronger background rejection than the lhvloose (=very loose)
working point of the former trigger22. This leads to a slightly tighter baseline above 150GeV
and a higher efficiency. Thirdly, there is an increase in the 2018 efficiency compared to 2017

21The fake efficiencies for the other data periods are shown in Section B.4.3.
22Note that even though the baseline selection requires a loose trigger in the offline selection, the effect from

the vloose trigger in the online selection is still visible, because the offline and online definition of the shower
shape identification are similar, but not identical.
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8.4. Fake Electron Background in the 𝑊 → 𝑒𝜈 + jets Auxilliary Measurement Region

above 150GeV. The reason for this is a new tune for the lhloose working point on trigger
level, introduced in 2018, that reduces the fake rate passing the trigger and thus tightens
the baseline in the efficiency calculation. Furthermore, the slight increase in efficiency in
the lowest 𝑝T bin is caused by the change of the Level-1 seed trigger and the application
of Level-1 isolation (L1_EM20VH vs L1_EM20VHI). Finally, there is a drop in the efficiency
around 300GeVwhich is caused by the onset of the HTL_e300_etcut which has a much more
permissive selection than the HLT_e140_lhloose_nod0, since no likelihood identification re-
quirements are applied to the electron on HLT level, leading to a looser baseline and thus a
lower efficiency. The lack of identification requirements on the HLT electron candidate also
means that the HLT_e300_etcut is not affected by the improvements to the triggers discussed
above. This explains why the fake efficiencies above 300GeV are identical within statistical
uncertainties between the years.

These changes in the baseline caused by the constraints of the trigger selection do not
impair the applicability of the matrix method, since it is only important that the baseline is
consistent for any given bin of 𝑝T. It has been verified that the baseline changes have no
impact on the final result (see Figure B.15).
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Figure 8.35.: Fake electron efficiency as a function of electron 𝑝T (top panel, split in low 𝑝T on
the left and high 𝑝T on the right) and electron 𝜂 (bottom panel) for the 2015/16
(black), 2017 (red) and 2018 (blue) data period.
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8. Background Contributions due to Fake Objects

8.4.5. Result of the Background Estimate

The final background estimate is obtained by applying Equation 8.26 directly to the prescale
corrected data making use of the weights 𝑤𝑖 determined event-by-event and the real and fake
efficiencies determined as a function of electron 𝑝T and 𝜂 in each event.
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Figure 8.36.: Relative contribution of the fake electron background to 𝑊 → 𝑒𝜈 + jets AM
region as a function of 𝑝miss

T in the monojet phase space. The statistical uncer-
tainty is shown as error bars on the points and the systematic uncertainty on
the background estimate is shown as a grey hashed band.

The results of the background estimate for the 𝑝miss
T distribution in the monojet phase

space are shown in Figure 8.3623. It shows the relative fake electron background contribution
to the 𝑊 → 𝑒𝜈 + jets AM region together with the statistical uncertainty (error bars) and
the systematic uncertainty (grey hashed band) on the background estimate. The relative
background contribution is small at low 𝑝miss

T (≈ 1.8 %), but rises considerably towards higher
𝑝miss
T (≈ 20% relative contribution in the highest bin). The determination of the systematic

uncertainty is explained in Section 8.4.7. The statistical uncertainty on the fake background
estimate takes into account the statistical uncertainty on the real and fake efficiencies as well
as the statistical uncertainty on the signal (𝑁𝑆) and baseline (𝑁𝐵) data and is derived with
the bootstrap method. The main contribution to the statistical uncertainty comes from the
baseline data, which has a relatively large statistical uncertainty at low electron 𝑝T < 150GeV
due to the prescaled triggers used to collect it. This causes the statistical fluctuations with
large statistical uncertainties in some bins (e.g. [570, 670, 790]GeV) if an event with receives
a large weight from the prescale correction.

23The results in the VBF phase space is shown in Section B.4.4.
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8.4.6. Validation of the Background Estimate
The background estimate is validated in a dedicated background-enriched validation region
in data. This is necessary since several assumptions enter its determination, that are difficult
to test in theMC simulation. Firstly, the control region used to extract the fake efficiencies is
using eventswith low 𝑝miss,real

T < 60GeV, whereas the𝑊 → 𝑒𝜈 + jets AM region requires high
𝑝miss,real
T > 60GeV. This potentially changes the composition of the background sources,

especially the relative heavy flavour jet content. Secondly, for the control region the cut on
𝑝miss
T > 200GeV is dropped, which means that the fake efficiencies are measured in the bulk

of 𝑊 boson 𝑝T distribution whereas the 𝑊 → 𝑒𝜈 + jets AM region measures the high 𝑝T tail.
The validation region is defined similar to the 𝑊 → 𝑒𝜈 + jets AM region, with some back-

ground rejection cuts dropped, namely

• cut on 𝑝miss,real
T > 60GeV is dropped.

• cut on the 𝑊 invariant transverse mass 𝑚𝑇 is dropped.

Figure 8.37 shows the agreement between data andMC simulation without the fake electron
estimate (top panel) and including the fake electron estimate (bottom panel) for the electron
𝑝T distribution in the monojet phase space in the validation region, with the systematic
uncertainty shown as a shaded band. Including the fake estimates strongly improves the
description of the data, especially in the high 𝑝T tail. The agreement between data, simulation
and background estimate in the validation region for the 𝑝miss

T distribution in the monojet
phase space is shown in Figure 8.38. Good agreement within the systematic uncertainty on
the background estimate is observed.

8.4.7. Systematic Uncertainty on the Background Estimate
Themain source of systematic uncertainty on the background estimate is the derivation of the
fake efficiencies24, since the composition of the fake background in the fake-enriched control
region depends on the selection cuts. To estimate this dependence, the selection criteria of
the fake-enriched control region are varied and the fake efficiencies and the background
estimate are repeated using the varied selection. The maximum difference to the nominal
estimate per bin is symmetrized and assigned as the systematic uncertainty.

The selection criterium that has the strongest impact on the fake efficiencies is the 𝑝miss,real
T

selection cut (nominal value: 𝑝miss,real
T < 60GeV). Therefore this cut is varied as follows to

obtain a systematic uncertainty:

• Low: 𝑝miss,real
T < 20GeV, leading to higher fake efficiencies and a larger background

estimate.
24No additional systematic uncertainty is applied for the real efficiencies, since the modelling of the data by the

MC simulation is known to be good with the application of the scale factors (cf. Section 6.3). In addition,
any residualMC dependency will be reduced in the efficiency ratio.
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Figure 8.37.: Electron 𝑝T distribution in the validation region for the fake electron back-
ground in the 𝑊 → 𝑒𝜈 + jets AM region in the monojet phase space. Top panel:
Distribution of data andMC simulation, together with the ratio of the data and
the sum of theMC simulation samples. Bottom panel: Distribution of data,MC
simulation and fake electron background estimate together with the ratio of data
and the sum of the fake background prediction and theMC simulation samples.
The shaded band shows the systematic uncertainty on the fake electron back-
ground estimate.
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Figure 8.38.: 𝑝miss
T distribution in the validation region for the fake electron background in

the 𝑊 → 𝑒𝜈 + jets AM region in the monojet phase space. Distribution of data,
MC simulation and fake electron background estimate together with the ratio
of data and the sum of the fake background prediction and the MC simulation
samples. The shaded band shows the systematic uncertainty on the fake electron
background estimate.

• High: 20GeV < 𝑝miss,real
T < 60GeV , leading to lower fake efficiencies and a smaller

background estimate.

The resulting relative systematic uncertainty on the fake estimate are shown in Section B.4.5.
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9. Background Contributions due to
Limited Detector Efficiency and
Acceptance

TheSR and theAM regions receive background contributions from SMprocesseswith charged
leptons in the final state. These backgrounds typically enter a given region, because a charged
lepton is not reconstructed due to the limited detector efficiency and acceptance. An exam-
ple is a 𝑊 → 𝑒𝜈 + jets event, where the electron flies in the forward direction. For large
𝑝miss,real
T from the neutrino, this event is indistinguishable from a 𝑍 → 𝜈𝜈 + jets event and

can be reconstructed in the SR.

Process Region
SR 𝑍 → 𝑒𝑒 AM 𝑍 → 𝜇𝜇 AM 𝑊 → 𝑒𝜈 AM 𝑊 → 𝜇𝜈 AM 𝛾 AM

𝑍 → 𝜈𝜈 + jets 55% 0% 0% 0% 0% 0%
𝑍 → 𝑒𝑒 + jets 0% 94% 0% 0% 0% 0%
𝑍 → 𝜇𝜇 + jets 0% 0% 95% 0% 2% 0%
𝑊 → 𝑒𝜈 + jets 6% 0% 0% 68% 0% 0%
𝑊 → 𝜇𝜈 + jets 9% 0% 0% 0% 67% 0%
𝑊 → 𝜏𝜈 + jets 20% 0% 0% 5% 7% 0%

𝛾 + jets 0% 0% 0% 0% 0% 100%
top 7% 3% 2% 25% 21% 0%

Others 3% 3% 3% 2% 3% 0%

Table 9.1.: Process composition for the SR and the AM regions. For this table the region
name has been abbreviated (e.g. 𝑍 → 𝑒𝑒 AM corresponds to the 𝑍 → 𝑒𝑒 + jets
AM region). All background processes involving top quark decays in the matrix
element are summed and shown in the “top” row. “Others” includes di-boson, tri-
boson and 𝑍 → 𝜏𝜏 + jets processes. Background contributions from fake processes
are not shown.

This type of background is the dominant background contribution in several regions of
the measurement. This is illustrated in Table 9.1, which shows the signal (bold font) and
background contributions from various SM processes to the measurement1. The background
contributions are largest in the SR (≈ 45%), the 𝑊 → 𝜇𝜈 + jets AM region (≈ 33%) and the

1The contributions for this table are determined using MC simulation. Background contributions from fakes
are not shown.
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9.1. Shape and Normalisation Determination of the Dominant Background Processes

𝑊 → 𝑒𝜈 + jets AM region (≈ 32%). For the remaining regions the contributions are smaller
(≤ 6%)2.

The contributions from these backgrounds have to be subtracted from the measured data,
in order to perform the cross section measurements of the SM signal process in each region.
To do this, this contribution has to be estimated.

The estimation of the backgrounds using only MC simulation is not optimal, since some
of the background processes are poorly modelled in the simulation. In addition, large uncer-
tainties on the predictions of the backgrounds would have to be taken into account in the
cross section measurement due to the subtraction. This would lead to a large uncertainty on
the final results for regions with a large background contribution. One example is the uncer-
tainty on the renormalisation and factorization scales used in theMC simulation, which can
be up to 20 % for 𝑊 → ℓ𝜈 + jets processes in the region 𝑝miss

T > 200GeV. Considering that
𝑊 → ℓ𝜈 + jets processes contribute with about 35 % to the total event yield in the SR, this
would lead to an additional uncertainty on the measurement of the 𝑍 → 𝜈𝜈 + jets cross sec-
tion of approximately 7 % from the scale uncertainty alone. This is larger than the expected
experimental systematic uncertainty on the cross section from the 𝑍 → 𝜈𝜈 + jets process in
the SR, which is about 6 %.

Therefore the estimation of the dominant background processes is performed in a data-
driven way. A background process is considered dominant in a region, if it contributes more
than 5 % to the total event yield to that region. Smaller backgrounds are estimated purely
based onMC simulation, since they have no large impact on the uncertainties of themeasured
cross sections.

In the data-driven method, the normalisation of theMC simulation of each dominant back-
ground process is determined in data and the shape predicted by the simulation is validated
in data. The method also helps to constrain the impact of the theoretical and experimental
systematic uncertainties of the backgrounds on the measured cross section. The background
estimation method is discussed in the remainder of this chapter.

Dominant backgrounds that need to be determined in a data-driven way are only present
in the SR, the 𝑊 → 𝑒𝜈 + jets AM and the 𝑊 → 𝜇𝜈 + jets AM region. The backgrounds in the
𝑍 → 𝑒𝑒 + jets AM, 𝑍 → 𝜇𝜇 + jets AM and the 𝛾+jets AM regions are subdominant.

9.1. Shape and Normalisation Determination of the
Dominant Background Processes

The estimation of the contributions from the dominant background processes is split into
two parts: The determination of the shape and the measurement of the normalisation of each
background component.

The shape of the background components is taken from MC simulation. It is difficult to
measure directly in data, because these backgrounds occur, if one or more charged leptons

2Please note that a small part of the di- and tri-boson contributions is not due to limited detector acceptance
and efficiency, when the bosons decay invisibly. However, since this contribution is small and estimated
purely with MC simulation it is not treated separately.
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9. Background Contributions due to Limited Detector Efficiency and Acceptance

in the final state of the background processes are not measured in the detector. This hap-
pens either because leptons are outside of the detector acceptance - be it geometrically (e.g.
the tracking range, for electrons) or energetically (e.g. low-𝑝T objects below the detection
threshold) - or they are missed due to detector inefficiencies. It is however possible to define
control regions (CRs) in data and use them to validate the shapes predicted by theMC simu-
lation. These CRs are also used to measure the normalisation of each background component.

The general idea behind the definition of the CRs is to keep them as close as possible to the
original regions, but require in addition a lepton corresponding to the background process
to be validated and normalised (e.g. the CR used to validate and normalise the 𝑊 → 𝑒𝜈 +
jets background in the SR is defined by requiring the SR selection plus one electron). In
this way the extrapolation to the actual background processes due to out-of-acceptance and
out-of-efficiency leptons is kept minimal. The specific definition of these CRs and the shape
validation and the extraction of the background normalisation from data is discussed in the
following sections.

9.2. Signal Region Backgrounds

In the SR the dominant background processes are 𝑊 → 𝑒𝜈 + jets, 𝑊 → 𝜇𝜈 + jets, 𝑊 → 𝜏𝜈
+ jets and processes involving top quark decays, called top in the following, where the top
contribution is dominated by leptonic 𝑡 ̄𝑡 decays (> 85%)3. For each of these background
processes a CR is defined according to Table 9.2.

For the 𝑊 → ℓ𝜈 + jets CRs the respective charged lepton is added to the SR selection. For
electrons and muons the signal lepton definition for the corresponding 𝑊 → ℓ𝜈 + jets AM
regions is used and for taus the signal tau definition is used (see Section 5.1). A minimum
lepton 𝑝T 30GeV, which is the minimum 𝑝T possible for signal electrons, is required for all
CRs, to achieve a coherent selection.

Please note that 𝑊 → ℓ𝜈 + jets CRs and the 𝑊 → ℓ𝜈 + jets AM regions are not identical.
A major difference is that in the 𝑊 → ℓ𝜈 + jets CR 𝑝miss,real

T > 200GeV is required, as in the
SR selection. In the 𝑊 → ℓ𝜈 + jets AM regions the selection cut is on the boson 𝑝T-proxy
𝑝miss
T > 200GeV. Despite this difference the regions are correlated. The impact of these

correlations on the background estimate is discussed in Section C.3.

𝑊 → 𝑒𝜈 + jets CR 𝑊 → 𝜇𝜈 + jets CR 𝑊 → 𝜏𝜈 + jets CR top CR
SR selection

1 signal electron 1 signal muon 1 signal tau 1 signal muon
1 signal electron
opposite charge

lepton 𝑝𝑇 > 30GeV

Table 9.2.: Definition of the CRs used to validate and constrain theMC simulation predictions
for the dominant background processes in the SR.

3See Section C.1 for further details.
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Figure 9.1.: Comparison of data andMC simulation in the CRs used to normalise and validate
the dominant backgrounds in the SR in the monojet phase space as a function of
𝑝miss,real
T . The bottom panel of each plot shows the ratio between data and MC

simulation prediction. The bands show the experimental (red) and theoretical
(blue) systematic uncertainties. The black error bars show the combined statis-
tical uncertainty on the data and the MC simulation. Top left panel: 𝑊 → 𝑒𝜈 +
jets CR, top right panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left panel: 𝑊 → 𝜏𝜈 + jets CR,
bottom right panel: top CR.

For the top background processes a fully leptonic 𝑡 ̄𝑡 selection is used, by requiring an oppo-
sitely charged electron-muon pair in addition to the SR selection. Same flavour lepton pairs
are excluded to reduce the contribution from 𝑍 → ℓℓ + jets decays. These selection criteria
are chosen to ensure a high signal efficiency in the CR.

All other background processes in the SR (di-boson, tri-boson and 𝑍 → ℓℓ + jets processes)
are considered subdominant and are estimated and subtracted purely based on MC simula-
tion.

The comparison of data andMC simulation in the CRs is shown in Figure 9.1 as a function
of 𝑝miss,real

T in the monojet phase space4. The top panel of each plot shows the measured
data (black points) and the MC simulation predictions. The bottom panel shows the ratio of

4See Section C.2.1 for the VBF phase space.
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9. Background Contributions due to Limited Detector Efficiency and Acceptance

data and the total prediction. The shaded bands show the experimental (red) and theoretical
(blue) systematic uncertainties on theMC simulation. Good shape agreement and a constant
normalisation offset is observed for the 𝑊 → 𝑒𝜈 + jets CR (top left), 𝑊 → 𝜇𝜈 + jets CR (top
right) and 𝑊 → 𝜏𝜈 + jets CR (bottom left). The difference between data and MC simulation
prediction is covered by the systematic uncertainties. The top CR (bottom right) shows good
shape and also normalisation agreement, with the ratio of data and prediction close to unity.
These plots demonstrate that the shape predicted by theMC simulation agrees well with the
shape observed in data.

In a next step the CRs are used in a combined fit to determine the normalisation of theMC
simulation samples from data. To achieve this a system of linear equations, built according
to the template shown in Equation 9.1, is constructed. In the equation template 𝑘𝑋 is the nor-
malisation factor of theMC simulation sample of background process 𝑋,𝑀𝐶𝑋𝑌 the integrated
yield of simulated events of background process 𝑋 in CR 𝑌, 𝑑𝑎𝑡𝑎𝑌 the integrated event yield
in CR 𝑌 and 𝑀𝐶𝑏𝑘𝑔𝑌 the integrated yield of simulated events of the subdominant background
MC samples (diboson, triboson, 𝑍 → ℓℓ) in CR 𝑌.

𝑘𝑊→𝑒𝜈𝑀𝐶𝑊→𝑒𝜈
𝑌 + 𝑘𝑊→𝜇𝜈𝑀𝐶𝑊→𝜇𝜈

𝑌 + 𝑘𝑊→𝜏𝜈𝑀𝐶𝑊→𝜏𝜈
𝑌 + 𝑘𝑡𝑜𝑝𝑀𝐶 𝑡𝑜𝑝𝑌 = 𝑑𝑎𝑡𝑎𝑌 − 𝑀𝐶𝑏𝑘𝑔𝑌 (9.1)

This system of equations is then solved to extract the normalisation factor 𝑘𝑋 of each
background process. The bootstrap method is used to obtain a statistical uncertainty on the
normalisation factors. The highest number of bootstrap replica that is still computationally
feasible (10 000) is used. The advantage of this simple system of equations is that it is fast
to calculate. This is important since the fit has to be repeated many times, once for each
bootstrap replica and also for the systematic variations.

This extraction of the normalisation factors is performed independently for the monojet
and the VBF phase space, since different normalisation offsets are possible, due to the differ-
ent phase space selections.

The normalisation factors 𝑘𝑋 obtained from solving Equation 9.1 are shown in table Ta-
ble 9.3. The first column of uncertainties gives the statistical uncertainty and the second col-
umn gives the systematic uncertainty, which is further discussed in Section 9.5. All 𝑊 → ℓ𝜈
regions show a largely consistent normalisation offset within the uncertainties in each phase
space, which is expected, since the same MC generator is used in all cases and the only dif-
ference in the process is the lepton flavour in the final state.

The consistency of the normalisation factors 𝑘𝑋 is verified by comparing the agreement of
data and the normalisedMC simulation samples. This is shown in Figure 9.2 for the monojet
phase space together with the systematic uncertainties 5. In all cases good agreement be-
tween data and the normalisedMC samples is observed within the systematic uncertainties.
This validates the use of the normalised MC simulation to determine the contributions of
the dominant background processes to the SR. The reduction of the systematic uncertainties
after the fit is discussed in Section 9.4.

5see Section C.2.2 for the VBF phase space.
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9.2. Signal Region Backgrounds

Background process Normalisation factor 𝑘𝑋
Monojet phase space VBF phase space

𝑊 → 𝑒𝜈 + jets 1.09 ± 0.01 ± 0.01 1.10 ± 0.01 ± 0.02
𝑊 → 𝜇𝜈 + jets 1.08 ± 0.01 ± 0.03 1.10 ± 0.01 ± 0.04
𝑊 → 𝜏𝜈 + jets 1.08 ± 0.01 ± 0.03 1.13 ± 0.01 ± 0.06

top 0.97 ± 0.01 ± 0.01 0.98 ± 0.01 ± 0.03

Table 9.3.: Normalisation factors determined from data for the dominant backgrounds in the
SR for the monojet and VBF phase spaces. The first error column gives the statis-
tical uncertainty and the second error column gives the systematic uncertainty.
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Figure 9.2.: Comparison of data andMC simulation in the CRs used to normalise and validate
the dominant backgrounds in the SR in the monojet phase space. The dominant
background processes determined from MC simulation are scaled with the nor-
malisation factors 𝑘𝑋. The bottom panel of each plot shows the ratio between
data and MC simulation prediction. The bands show the experimental (red) and
theoretical (blue) systematic uncertainties. The black error bars show the com-
bined statistical uncertainty on the data and the MC simulation. Top left panel:
𝑊 → 𝑒𝜈 + jets CR, top right panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left panel: 𝑊 → 𝜏𝜈
+ jets CR, bottom right panel: top CR.
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9. Background Contributions due to Limited Detector Efficiency and Acceptance

9.3. Backgrounds in the 𝑊 → 𝑒𝜈 + jets and 𝑊 → 𝜇𝜈 + jets
Auxiliary Measurement Regions

In the𝑊 → 𝑒𝜈 + jets AM and𝑊 → 𝜇𝜈 + jets AM regions the dominant background processes
are top and 𝑊 → 𝜏𝜈 + jets, where the top contribution is dominated by leptonic 𝑡 ̄𝑡 decays
(> 85%)6. For each of these processes a CR is defined according to Table 9.4.

For the top backgrounds separate CRs are defined for the 𝑊 → 𝑒𝜈 + jets AM and the
𝑊 → 𝜇𝜈 + jets AM region, by adding a jet multiplicity requirement of six or more jets to the
respective region selection. This greatly enhances the relative top contribution, due to the
high jet multiplicity in 𝑡 ̄𝑡 decays.

For the𝑊 → 𝜏𝜈 + jets backgrounds the CR is defined by requiring a signal tau lepton, with
a cut around the invariant transverse mass 𝑚T of the 𝑊 boson to suppress potential fake tau
backgrounds and a requirement of 𝑝miss,real

T > 160GeV, to ensure that the 𝑝miss
T trigger used

to trigger these events is 100 % efficient. The𝑊 → 𝜏𝜈 + jets CR is defined in the identical way
for both the 𝑊 → 𝑒𝜈 + jets AM and the 𝑊 → 𝜇𝜈 + jets AM region, since the only relevant
difference between both is the 𝑚T cut. This cut can not be relaxed in the 𝑊 → 𝜏𝜈 + jets CR,
as it is needed for the fake background suppression.

Top CR 𝑊 → 𝜏𝜈 + jets CR
𝑊 → 𝑒𝜈 + jets AM 𝑊 → 𝜇𝜈 + jets AM
𝑊 → 𝑒𝜈 + jets AM selection 𝑊 → 𝜇𝜈 + jets AM selection 1 signal tau

𝑛𝑗𝑒𝑡𝑠 ≥ 6 30GeV < 𝑚T < 100GeV
𝑝miss,real
T > 160GeV

lepton 𝑝T > 30GeV

Table 9.4.: Definition of the CRs used to validate and normalise the MC simulation predic-
tions for the dominant background processes in the𝑊 → 𝑒𝜈 + jets AM and𝑊 → 𝜇𝜈
+ jets AM regions. Note that the𝑊 → 𝜏𝜈 + jets CR as defined here is used for both
the 𝑊 → 𝑒𝜈 + jets AM and the 𝑊 → 𝜇𝜈 + jets AM regions.

The comparison of data and MC simulation in these CRs is shown in Figure 9.3 for the
monojet phase space as a function of 𝑝miss

T . Good shape and normalisation agreement is
observed in case of the 𝑊 → 𝜏𝜈 + jets CRs (top panels). For the top CRs (bottom panels)
good shape agreement is observed, but also consistent normalisation offset, where the event
yield is overestimated by the MC simulation. All discrepancies, except for what is likely a
statistical fluctuation in one bin of the 𝑊 → 𝜏𝜈 + jets CRs, are covered by the systematic
uncertainties on the theory predictions.

The same procedure as described in the previous section is applied to extract the factors
used to normalise the background MC samples from these CRs. Separate fits are performed
for the 𝑊 → 𝑒𝜈 + jets AM and the 𝑊 → 𝜇𝜈 + jets AM regions, to take potential differences
due to the different selection criteria for both regions into account.

6See Section C.1 for further details.
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Figure 9.3.: Comparison of data andMC simulation in the CRs used to normalise and validate
the dominant backgrounds in the 𝑊 → 𝑒𝜈 + jets AM and 𝑊 → 𝜇𝜈 + jets AM
regions for 𝑝miss

T in the monojet phase space. The bottom panel of each plot
shows the ratio between data and MC simulation prediction. The bands show
the experimental (red) and theoretical (blue) systematic uncertainties. The black
error bars show the combined statistical uncertainty on the data and the MC
simulation. Top left panel: 𝑊 → 𝜏𝜈 + jets CR for the 𝑊 → 𝑒𝜈 + jets AM region,
top right panel: 𝑊 → 𝜏𝜈 + jets CR for the 𝑊 → 𝜇𝜈 + jets AM region, bottom left
panel: top CR for the 𝑊 → 𝑒𝜈 + jets AM region, bottom right panel: top CR for
the 𝑊 → 𝜇𝜈 + jets AM region.

The resulting normalisation factors are shown in Table 9.5 for the 𝑊 → 𝑒𝜈 + jets AM
region and Table 9.6 for the 𝑊 → 𝜇𝜈 + jets AM region, with the first error column giving
the statistical and the second error column the systematic uncertainty on the normalisation
factors. A good agreement of the normalisation factors for𝑊 → 𝜏𝜈 + jets and top is observed
between the 𝑊 → 𝑒𝜈 + jets AM and 𝑊 → 𝜇𝜈 + jets AM region within the uncertainties. The
difference of the top normalisation factor between the 𝑊 → 𝑒𝜈 + jets AM and 𝑊 → 𝜇𝜈 + jets
AM regions and the SR is attributed to the different phase-space selection.

The consistency of the normalisation factors is verified by comparing the agreement of the
data and the normalisedMC simulation samples. This is shown in Figure 9.4 for 𝑝miss

T in the
monojet phase space togetherwith the experimental and theoretical systematic uncertainties.
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9. Background Contributions due to Limited Detector Efficiency and Acceptance

Background process Normalisation factor 𝑘𝑋
Monojet phase space VBF phase space

𝑊 → 𝜏𝜈 + jets 1.10 ± 0.01 ± 0.01 1.10 ± 0.01 ± 0.02
top 0.78 ± 0.01 ± 0.02 0.70 ± 0.04 ± 0.05

Table 9.5.: Normalisation factors determined from data for the dominant Standard Model
backgrounds in the 𝑊 → 𝑒𝜈 + jets AM region for the monojet and VBF phase
spaces. The first error column gives the statistical uncertainty and the second er-
ror column gives the systematic uncertainty.

Background process Normalisation factor 𝑘𝑋
Monojet phase space VBF phase space

𝑊 → 𝜏𝜈 + jets 1.11 ± 0.01 ± 0.02 1.10 ± 0.01 ± 0.03
top 0.75 ± 0.01 ± 0.01 0.70 ± 0.02 ± 0.03

Table 9.6.: Normalisation factors determined from data for the dominant Standard Model
backgrounds in the 𝑊 → 𝜇𝜈 + jets AM region for the monojet and VBF phase
spaces. The first error column gives the statistical uncertainty and the second er-
ror column gives the systematic uncertainty.

In all cases good agreement between data and the scaledMC samples is observed within the
systematic uncertainties.

To rule out a potential bias in the top CRs due to the selection cut on the jet multiplicity,
the jet multiplicity distributions before and after the normalisation procedures are compared
in Figure 9.5 for both the 𝑊 → 𝑒𝜈 + jets AM (left) and the 𝑊 → 𝜇𝜈 + jets AM (right) regions.
It is shown that the MC simulation without the normalisation factors applied (top row) de-
scribes the jet multiplicity distribution only poorly, with the discrepancy between data and
simulation ranging from +20% to −20%. This improves greatly after the application of the
normalisation factors to the respective MC samples (bottom row) and good compatibility
with unity is observed in the comparison between data andMC simulation.

Please note that the improvement of the description of the jet multiplicity distribution
shown in Figure 9.5 is non-trivial, since the shape of the background components predicted
by theMC simulation is not changed, only the normalisation.
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Figure 9.4.: Comparison of data andMC simulation in the CRs used to normalise and validate
the dominant backgrounds in the 𝑊 → 𝑒𝜈 + jets AM and 𝑊 → 𝜇𝜈 + jets AM re-
gions for 𝑝miss

T in the monojet phase space. The dominant background processes
determined from MC simulation are scaled with the the normalisation factors
𝑘𝑋. The bottom panel of each plot shows the ratio between data and MC simu-
lation prediction. The bands show the experimental (red) and theoretical (blue)
systematic uncertainties. The black error bars show the combined statistical un-
certainty on the data and the MC simulation. Top left panel: 𝑊 → 𝜏𝜈 + jets CR
for the 𝑊 → 𝑒𝜈 + jets AM region, top right panel: 𝑊 → 𝜏𝜈 + jets CR for the
𝑊 → 𝜇𝜈 + jets AM region, bottom left panel: top CR for the 𝑊 → 𝑒𝜈 + jets AM
region, bottom right panel: top CR for the 𝑊 → 𝜇𝜈 + jets AM region.
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Figure 9.5.: Comparison of data andMC simulation for the jet multiplicity distribution in the
monojet phase space for the 𝑊 → 𝑒𝜈 + jets AM region (left) and the 𝑊 → 𝜇𝜈 +
jets AM region (right), before (top) and after (bottom) the application of the nor-
malisation factors. The bottom panel of each plot shows the ratio between data
and MC simulation. The grey error bars show the statistical uncertainty on the
data the black error bars show the statistical uncertainty on the MC simulation.

9.4. Constraining the Impact of Systematic Uncertainties
The normalisation procedure is also used to constrain the impact of the experimental and
theoretical systematic uncertainties on the dominant backgrounds. This is an important step
which contributes to the precision of themeasurement. To constrain impact of the systematic
uncertainties, the complete fit procedure outlined above is repeated for each theoretical and
experimental systematic variation and a new set of normalisation factors 𝑘𝑆𝑦𝑠𝑡,𝑋 is determined
for each variation. The following discussion is based on several example variations.

This is illustrated for two examples in Figure 9.6 for the 𝑊 → 𝜏𝜈 + jets background in the
𝑊 → 𝜏𝜈 + jets CR for the SR.The left column shows JET_EffectiveNP_Modelling1RecoMET,
a±1𝜎 variation of the jet energy scale. The top row shows the relative systematic uncertainty
on the 𝑝miss,real

T distribution in the 𝑊 → 𝜏𝜈 + jets CR due to the variation. It is symmetric
and relatively flat around 1.5 %. The middle row shows the the relative variation of the cor-
responding normalisation factor 𝑘𝑆𝑦𝑠𝑡,𝑋 with respect to the nominal normalisation factor 𝑘𝑋.
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Figure 9.6.: Relative systematic uncertainty on the 𝑊 → 𝜏𝜈 + jets background due
to two jet energy scale variations: JET_EffectiveNP_Modelling1 (left) and
JET_EffectiveNP_Modelling2 (right). The +1𝜎 variation is shown in red, the
−1𝜎 variation is shown in blue. Top panel: Relative systematic uncertainty as
a function of 𝑝miss,real

T . Middle panel: Relative shift of the normalisation factors
𝑘𝑊→𝜏𝜈+𝑗𝑒𝑡𝑠 due to the systematic variation. Bottom panel: Relative systematic
uncertainty as a function of 𝑝miss,real

T after application of the normalisation fac-
tors.
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9. Background Contributions due to Limited Detector Efficiency and Acceptance

The relative size of the varied normalisation factor is similar to the relative systematic un-
certainty, with the variation +1𝜎 leading to a smaller normalisation factor and −1𝜎 variation
leading to a larger normalisation factor. The bottom row shows the relative uncertainty on
the 𝑊 → 𝜏𝜈 + jets background after application of the varied normalisation factor 𝑘𝑆𝑦𝑠𝑡,𝑋,
which demonstrates a strongly reduced systematic uncertainty.

The right column of Figure 9.6 shows the same type of plots for
JET_EffectiveNP_Modelling2RecoMET, a different variation of the jet energy scale. Here
it is visible that the relative systematic uncertainty (top row) has a relatively strong shape,
growing in absolute values towards higher 𝑝miss

T and relatively small at low 𝑝miss
T . The re-

sulting relative variation on the normalisation factor 𝑘𝑆𝑦𝑠𝑡,𝑋, is much smaller than in the pre-
vious case, since the normalisation is dominated by the first few bins of the spectrum, which
contain most events. Consequently the resulting relative systematic uncertainty on the nor-
malised 𝑊 → 𝜏𝜈 + jets background (bottom panel) is slightly reduced but still prominent,
since only the normalisation is constrained, but not the shape. Therefore the normalisation
procedure is very powerful to constrain the impact of systematic uncertainties that result in
a flat shift of the spectrum.

All residual systematic uncertainties that remain after the normalisation procedure, are
propagated to the final result.

9.5. Systematic Uncertainties on the Data-driven Method
A systematic uncertainty on the normalisation factors is determined by varying the main
cuts used in the event selection of the CRs. These variations allow to asses the robustness of
the method and to encapsulate the dependence of the MC simulation on the selection cuts
in a NP that is used in addition to the residual experimental and theoretical uncertainties
described in the previous section.

The CRs used for the SR region (defined in Table 9.2) are varied according to:

• Reduce lepton 𝑝T cut to 𝑝T = 20GeV.

• Raise lepton 𝑝T cut to 𝑝T = 40GeV.

• Apply a cut on the invariant transverse mass of the 𝑊 boson 30GeV < 𝑚T < 100GeV.

The CRs used for the𝑊 → ℓ𝜈 + jets AM regions (defined in Table 9.4) are varied according
to:

• Reduce lepton 𝑝T cut to 𝑝T = 27GeV.

• Raise lepton 𝑝T cut to 𝑝T = 40GeV.

• Reduce 𝑛jet cut to 𝑛𝑗𝑒𝑡 ≥ 5.

• Raise 𝑛jet cut to 𝑛𝑗𝑒𝑡 ≥ 7.
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9.5. Systematic Uncertainties on the Data-driven Method

where applicable. For each variation the extraction of the normalisation factors is repeated.
The final uncertainty for each normalisation factor is obtained as the maximum difference
of any single variation to the nominal. This uncertainty is then symmetrised. The resulting
uncertainties on the normalisation factors are shown in Table 9.3, Table 9.5 and Table 9.6.

To propagate this systematic uncertainty to the measured cross sections, one NP each is
defined for SR, the𝑊 → 𝑒𝜈 + jets AM region and the𝑊 → 𝜇𝜈 + jets AM region, by coherently
varying all normalised backgrounds by ±1𝜎 and the performing the background subtraction
with the varied backgrounds.
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10. Detector-level Modelling of the
Measured Observables

In this chapter the quality of the description of the data by the combination of the SM signal
MC simulation and the background estimates is investigated. This step is important to verify
that the signal and background modelling is understood within the theoretical and system-
atic uncertainties, before the backgrounds are subtracted for the determination of the cross
section.

The results of the comparison between data and the estimates of the different contributions
are shown in in Figure 10.1, Figure 10.2 and Figure 10.3 for a selection of observables and
discussed in the remainder of this chapter. The distributions for all regions, phase spaces and
observables are shown in Appendix D.

The figure for each observable is split in two parts. The top panel shows the data (black
points) together with the SM signal MC simulation and the background estimates. The SM
signal process is always shown in white. Only the dominant background contributions and
the fake background estimates are shown. Subdominant contributions are summed together
as “Others”. The bottom panel shows the ratio of the data to the totalMC simulation and the
background estimates (black points), togetherwith the experimental systematic uncertainties
(red hashed bands) and the theoretical systematic uncertainties (blue hashed bands). The
statistical uncertainties on the data, the MC simulation and the background estimates are
summed in quadrature and shown as black error bars on the points.

Figure 10.1 shows the 𝑝miss
T distribution in the monojet phase space in the SR (top panel)

and the 𝛾+jets AM region (bottom panel).
In the SR the shape of the spectrum is well described by the the combination of the different

contributions. The fake 𝑝miss
T background estimate is especially important to achieve a good

modelling in the first bin of the distribution. There is a normalization offset of roughly 10 %.
This offset is similar to what is observed in the control regions used to normalize the back-
grounds discussed in Chapter 9. As the dominant backgrounds are all normalized to data and
the fake 𝑝miss

T background contributes below 0.2 % for 𝑝miss
T > 300GeV, this is attributed to

missing higher order corrections in theMC simulation of the 𝑍 → 𝜈𝜈 + jets process. The off-
set is covered by the systematic theory uncertainty on theMC simulation and is also present
in the 𝑝miss

T distributions of the remaining regions with charged leptons in the final state. It
is also observed that there is a fluctuation in one bin ([1040, 1180]GeV).

For the 𝛾+jets AM region a similar shape agreement is observed, however the normaliza-
tion offset is in the different direction around roughly −10%. As the fake photon background
contributes less than 5 % below a 𝑝miss

T of 500GeV and less than 3 % above, this normalization
offset is attributed to poor modelling of the 𝛾 + jets process in the MC simulation, which is
discussed in more detail in Chapter 12.
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Figure 10.1.: Signal and background process composition as a function of 𝑝miss
T in themonojet

phase space in the SR (top) and the 𝛾+jets AM region (bottom). The error bars
include the statistical uncertainty on the data, the MC simulation and the fake
background estimates. The experimental (red) and theoretical (blue) systematic
uncertainties are shown as hashed bands.
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10. Detector-level Modelling of the Measured Observables

The top panel of Figure 10.2 shows the 𝑝miss
T distribution in the monojet phase space in the

𝑊 → 𝑒𝜈 + jets AM region. A good shape agreement with a similar normalization offset as in
the SR is seen. The fake electron background estimate plays an important role for this shape
agreement, especially at medium and high 𝑝miss

T . This also explains the higher experimental
systematic uncertainty in last bin (≈ 20%) compared to the the 𝑝miss

T distribution in the SR
(≈ 8%), since in this bin the total uncertainty is dominated by the uncertainty on the fake
background estimate.

The 𝑝miss
T distribution in the VBF phase space in the𝑊 → 𝜇𝜈 + jets AM region is shown in

the bottom panel of Figure 10.2. In general the observed features are similar to what is seen
in the monojet phase space. However the relative contribution of the fake muon background
is much smaller than in the 𝑊 → 𝑒𝜈 + jets AM region. This is due to the fact that muons are
easier to distinguish from fake background objects.

Figure 10.3 shows the Δ𝜙𝑗𝑗 distribution in the VBF phase space in the 𝑍 → 𝑒𝑒 + jets AM
region (top panel) and the 𝑚𝑗𝑗 distribution in the VBF phase space in the 𝑍 → 𝜇𝜇 + jets AM
region (bottompanel). TheΔ𝜙𝑗𝑗 distribution exhibits a two peak structure, around |Δ𝜙𝑗𝑗| = 0.5.
The reason for this is that at leading order in 𝛼s the jets are recoiling against the vector boson,
which has a high transverse momentum (𝑝T > 200GeV). Therefore the jets receive a boost in
the transverse plane and move closer together in 𝜙. The shape of the Δ𝜙𝑗𝑗 distribution is well
modelled in general, although there is a slight modulation as a function of Δ𝜙𝑗𝑗, especially in
the first and last bin of the distribution. The shape of the 𝑚𝑗𝑗 distribution is poorly modelled,
with the ratio between data and the sum of MC simulation and fake background estimate
going from a 20 % offset at low 𝑚𝑗𝑗 to a −10% offset at high 𝑚𝑗𝑗. This is a known feature of
the Sherpa generator used to produce the predictions[8]. Despite the poor modelling of the
shape of the distribution in this case, the differences between data and MC simulation are
covered by the theoretical uncertainties on theMC simulation.
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Figure 10.2.: Signal and background process composition as a function of 𝑝miss
T in themonojet

phase space in the 𝑊 → 𝑒𝜈 + jets AM region (top) and 𝑝miss
T in the VBF phase

space in the 𝑊 → 𝜇𝜈 + jets AM region. The error bars include the statistical
uncertainty on the data, theMC simulation and the fake background estimates.
The experimental (red) and theoretical (blue) systematic uncertainties are shown
as hashed bands.
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Figure 10.3.: Signal and background process composition as a function of Δ𝜙𝑗𝑗 in the VBF
phase space in the 𝑍 → 𝑒𝑒 + jets AM region (top) and as a function of 𝑚𝑗𝑗 in
the VBF phase space in the 𝑍 → 𝜇𝜇 + jets AM region (bottom). The error bars
include the statistical uncertainty on the data, the MC simulation and the fake
background estimates. The experimental (red) and theoretical (blue) systematic
uncertainties are shown as hashed bands.
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11. Correction of Detector Effects on
the Measured Data

The goal of this analysis is to measure cross sections and compare them to predictions made
by the SM and models for BSM physics. However the background-subtracted distributions
determined from the histogram shown in Chapter 10 are not the true cross sections, but
rather a convolution of the cross section and the detector response.

The detector response can have different effects on the spectrum:

• Events are missed because the measured particles are outside of the detector accep-
tance (e.g. beamline, dead material) or they are missed due to detector inefficiencies.

• Events migrate between bins due to the finite detector resolution.

• The spectrum is shifted due to a non-linear detector response.

These effects can be accounted for in two ways in order to compare the measured data to
predictions: Either the detector effects are applied to the predictions - this is called folding - or
the inversion problem is solved and the effects are removed from the measured distributions,
this is usually referred to as unfolding [136][137][138].

Folding detector effects on the prediction is typically the easier solution for the problem,
since it only involves processing the predictions with the appropriate detector MC simu-
lations. However it has several drawbacks: Firstly the full detector simulation based on
GEANT4 is very complex and computationally expensive. This can be limiting, if many dif-
ferent predictions are to be compared to the data. Secondly the GEANT4 simulation is not
publicly available. This means that to compare predictions to the published data outside of
the ATLAS collaboration less refined parametric simulations like Delphes [139] have to be
used.

Unfolding the measured data allows for the incorporation of the full knowledge of the
ATLAS detector simulation and numerous data-driven improvements from both test-beam
and collision data into the published result. This improves the longevity and general usability
of the data.

In this analysis themeasured observables are unfolded to particle level, in order to facilitate
further use of the measured data. This means that only detector effects are corrected by the
unfolding, but physics effects like parton showering still need to be applied to the predictions.

The first section of this chapter discusses the mathematical formulation of the unfolding
problem and the Bayesian unfolding technique that is used in this measurement. The second
section discusses the determination of the ingredient needed to apply the Bayesian unfolding
to the measured observables. The third section discusses the uncertainties on the unfolded
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result. The last sections discuss the propagation of statistical and experimental systematic
uncertainties through the unfolding procedure and the conversion of the unfolded distribu-
tions into cross sections.

11.1. Introduction to Unfolding
In this section a general introduction to the unfolding problem is given and a specific solution
based on Bayes theorem is presented. Detector level quantities are denoted by r or R for
reco(nstruction), whereas particle level quantities are denoted by t or T for truth.

11.1.1. The Unfolding Problem

The unfolding problem can be formulated mathematically as a Fredholm integral equation
of the first kind [136]

∫𝐾 (𝑟, 𝑡) 𝑓 (𝑡) 𝑑𝑡 + 𝑏 (𝑟) = 𝑔 (𝑟) , (11.1)

where 𝑓 (𝑡) is the distribution of the true observable 𝑡, 𝑔 (𝑟) is the distribution of the measured
observable 𝑟, 𝑏 (𝑟) is the distribution of potential backgrounds and 𝐾 (𝑟 , 𝑡) is a kernel function
that contains the detector response. The unfolding problem then consists of solving this
equation to extract the true distribution 𝑓 (𝑡).

When applied to a particle physics analysis, Equation 11.1 is usually discretized and ex-
pressed in matrix form as

𝐴𝑡 + 𝑏 = 𝑟, (11.2)

where 𝑟 is and n-vector that contains the binned observable, 𝑡 is an n-vector of the unknown
bins of the true distribution and 𝐴 is the n-by-n response matrix1 that encodes the detector
response.

The response matrix 𝐴 is usually constructed for each observable using a MC simulation
sample of the physics process that is to be unfolded (e.g. 𝑍 → 𝜈𝜈 + jets in the SR) chained
with the detector simulation. This allows to account for process specific effects in a given
phase space.

The elements 𝐴𝑖𝑗 are the conditional probability to observe an event in bin 𝑖 on detector
level that is in bin 𝑗 on particle level

𝐴𝑖𝑗 = 𝑃 (observed in bin 𝑖 |true value in bin 𝑗) . (11.3)

It is important to note, that the response matrix has limited statistical precision, depending
on the statistical precision of theMC simulation.

1It is also possible in principle to choose a m-by-n response matrix and have different numbers of bins on
particle and detector level.
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The unfolding problem as defined in Equation 11.1 and Equation 11.2 belongs to a class of
problems called improper problems [140]. These have in common, that the naive solution by
matrix inversion

𝑡 = 𝐴−1 (𝑟 − 𝑏) , (11.4)

usually produces results with strong fluctuations. This happens because typically some
eigenvalues of 𝐴 are effectively zero within their statistical uncertainty (even though their
numerical value will not be exactly zero). This means that the response matrix has an ef-
fective rank 𝑝 ≤ 𝑛. Only eigenvectors belonging to the first 𝑝 eigenvalues will contribute
meaningfully to the result. The rest will typically give large random contributions. See [136]
for more details.

The unfolding method used in this measurement avoids the difficulty of spurious oscil-
lations by solving the unfolding problem without inversion of the response matrix. This
approach is discussed in the following section.

11.1.2. Iterative Bayesian Unfolding
Iterative Bayesian unfolding is used to unfold the measured data in this analysis. This method
avoids the difficulties related to the inversion of the response matrix by using Bayes theorem
and interpreting unfolding as a probabilistic process2. In this process the knowledge on the
true distribution is improved, by using the measured data and the detector response matrix.
In this section a brief summary of the method based on the original publication [138] and
also [141] is given. The reader is referred to these for additional information. The implemen-
tation of the method provided by the RooUnfold package [142] is used throughout.

Bayes Theorem

Bayes theorem

𝑃 (𝐴|𝐵) =
𝑃 (𝐵|𝐴) 𝑃 (𝐴)

𝑃 (𝐵)
(11.5)

connects the initial or prior probability for an event 𝐴 to occur 𝑃 (𝐴) with the conditional
probability for “𝐴 to occur given 𝐵” 𝑃 (𝐴|𝐵), via the conditional probability for “𝐵 to occur
given 𝐴” 𝑃 (𝐵|𝐴), normalised by the probability for 𝐵 to occur 𝑃 (𝐵).

Already in the form of Equation 11.5, Bayes theorem exhibits some features, which are
important in the context of this discussion.

• An intuitive way to “update” our knowledge of a true physical distribution 𝐴, given a
measurement 𝐵.

2Following the argument given in [138] it is natural to view unfolding as a probabilistic problem, rather than
the deterministic one, since the measurement itself is always limited by finite sample statistics. Indeed it is
only in the limit of the number of events 𝑛 going to infinity that the assumptions underlying the treatment
of unfolding as a rotation of vectors are valid. For a more detailed discussion see [141].
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11. Correction of Detector Effects on the Measured Data

• A way to “invert” probabilities 𝑃 (𝐵|𝐴) → 𝑃 (𝐴|𝐵). Indeed 𝑃 (𝐵|𝐴) is later identified
with the response matrix 𝐴.

The generalized version of Bayes theorem with multiple events 𝐴𝑖 is given by

𝑃 (𝐴𝑖|𝐵) =
𝑃 (𝐵|𝐴𝑖) 𝑃 (𝐴𝑖)

∑𝑘 𝑃 (𝐵|𝐴𝑘) 𝑃 (𝐴𝑘)
, (11.6)

where the normalisation factor in the denominator now has to be summed over all possible
events 𝐴𝑖.

Formulation of Bayesian unfolding

In the following a solution to the unfolding problem using Equation 11.6 is formulated.
The probability that an event is in bin 𝑖 of the true distribution, given that is was measured

in bin 𝑗 on detector level, is

𝑃 (𝑇𝑖|𝑅𝑗) =
𝑃 (𝑅𝑗|𝑇𝑖) 𝑃0 (𝑇𝑖)

∑𝑘 𝑃 (𝑅𝑗|𝑇𝑘) 𝑃0 (𝑇𝑘)
. (11.7)

Here the 𝑃 (𝑅𝑗|𝑇𝑖) are identified with the elements 𝐴𝑗𝑖 of the response matrix. 𝑃0 (𝑇𝑖) is the
truth prior, which contains the prior probability to find an event in bin 𝑖 of the true distribu-
tion. As usual in Bayesian statistics it should be constructed in such a way that it contains
the best knowledge about the true distribution previous to the measurement. A detailed
discussion about the choice and importance of the prior is given in the following section.

A few additional comments on Equation 11.7:

• For proper normalisation it is assumed that ∑𝑖 𝑃0 (𝑇𝑖) = 1 and ∑𝑖 𝑃 (𝑇𝑖|𝑅𝑗) = 1. This
means that for each event in a detector level bin, there is a corresponding particle
level bin. In case the fiducial definition leads to events that pass the event selection on
detector but not on particle level, it is necessary to account for this by adding additional
bins 𝑃 (𝑇𝑖|𝑅𝑗) to the response matrix. This events are called fakes and are discussed in
Section 11.2.2.

• The efficiency to reconstruct an event which is in bin 𝑖 on particle level is given by
𝜖𝑖 = 0 ≤ ∑𝑗 𝑃 (𝑅𝑗|𝑇𝑖)) ≤ 1. The efficiencies are discussed inmore detail in Section 11.2.2.

Assuming a set of bins 𝑛 (𝑅𝑗) with the measured events, the distribution of true events �̂� (𝑇𝑖)
can be estimated as

�̂� (𝑇𝑖) =
1
𝜖𝑖
∑
𝑗
𝑛 (𝑅𝑗) 𝑃 (𝑇𝑖|𝑅𝑗) , (11.8)

where the 𝑃 (𝑇𝑖|𝑅𝑗) are calculated using Equation 11.7 and the division by 𝜖𝑖 is used to correct
for the efficiency.

The estimate of the new total number of events on particle level �̂�𝑡𝑟𝑢𝑒 is then given by

128



11.1. Introduction to Unfolding

𝑃(𝑅𝑗|𝑇𝑖) 1

𝜖𝑖

P
A
R
T
I
C
L
E

DETECTOR x

x

MC simulation

𝑘 = 0

𝑛(𝑅𝑗)

Detector-Level

Particle-Level

𝑃𝑘(𝑇𝑖)

𝑃(𝑇𝑖|𝑅𝑗)

ො𝑛(𝑇𝑖)

Fake corr. bin

ො𝑛𝑘(𝑇𝑖)

𝑘 > 0

Figure 11.1.: Illustration of the iterative Bayesian unfolding.

�̂�𝑡𝑟𝑢𝑒 = ∑
𝑖
�̂� (𝑇𝑖) (11.9)

and “updated” probabilities for an event to be in particle bin 𝑖 can be calculated as

̂𝑃 (𝑇𝑖) =
�̂� (𝑇𝑖)
�̂�𝑡𝑟𝑢𝑒

. (11.10)

In principle Equation 11.8 already gives an unfolded distribution. However the question how
strong this distribution is influenced by the choice of the prior and which prior to use still
remains open. This is discussed in the following section.

Choice of the Prior and Iterative Unfolding

In Bayesian statistics the choice of the proper prior should usually guided by “the best avail-
able previous knowledge” on the probability density functions in question, then Equation 11.5
is to be used to update that knowledge. This is of course inherently subjective and very de-
pendent on the problem in question.

In the case of a particle physics measurement, the “best available knowledge” is usually
encoded in an up-to-date MC simulation. Therefore an intuitive choice for the prior 𝑃0 (𝑇𝑖)
is the particle level distribution predicted by theMC simulation.

However the unfolded result as given in Equation 11.8 will have a dependence on theMC
simulation prior and different priors can lead to different unfolded results. To reduce this
dependence an iterative unfolding procedure is used, as suggested in [138]. The idea is to use
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11. Correction of Detector Effects on the Measured Data

the MC simulation prior only in the first step and then switch to the unfolded distributions
themselves as priors for the next steps. The algorithm described in [138] is outlined in the
following and illustrated in Figure 11.1.

1. UseMC simulation to calculate the particle level prediction as the initial prior 𝑃𝑘=0 (𝑇𝑖).

2. Take the detector level data 𝑛 (𝑅𝑗) and perform an unfolding iteration using Equa-
tion 11.8 to obtain �̂�𝑘 (𝑇𝑖) and calculate the updated probabilities ̂𝑃𝑘 (𝑇𝑖) using Equa-
tion 11.10.

3. Take ̂𝑃𝑘 (𝑇) as the new truth prior. Go to step 2. and repeat until the optimal number
of iterations is reached.

The iterative procedure is typically very efficient in reducing the dependence on the truth
prior. The residual dependence depends on the details of the distributions and is evaluated
and discussed in Section 11.3.

11.2. Application of Iterative Bayesian Unfolding in the
Measurement

This section discusses the application of the Iterative Bayesian unfolding to themeasured dis-
tributions and the determination of the components of the unfolding. These components are:
The measured data distribution on detector level, the initial truth prior, the detector response
matrix and the corrections for efficiencies and fakes.

The data distribution measured on detector level that is to be unfolded is prepared for the
unfolding by subtracting all contributions from background processes.

The initial truth prior is determined using the MC simulation of the SM signal process
corresponding to the distribution that is to be unfolded (e.g. the 𝑍 → 𝜈𝜈 + jets simulation
for a distribution in the SR). This is justified, since all backgrounds from other processes
are subtracted from the data before the unfolding. The prior is determined by applying the
particle level selection3 corresponding to the distribution that is to be unfolded to the MC
simulation.

The determination of the detector response matrix and the corrections for efficiencies and
fakes is more involved and discussed in the following.

11.2.1. Derivation of the Detector Response Matrices
Thedetector responsematrices describe bin-to-bin eventmigrations between the particle and
the detector level due to detector-effects, especially due to resolution effects. These effects
depend on the particles in the final state, as well as on their topology, since the detector reso-
lution varies for different physics objects, as well as for differently instrumented parts of the
detector. Therefore the detector response matrices are determined from the MC simulation
3See Section 5.3 for the particle level selection.
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Figure 11.2.: Detector response matrices for 𝑝miss
T in the VBF phase space in the SR. The en-

tries indicate the probability 𝑃 (𝑅𝑗|𝑇𝑖) in percent to find an event in 𝑝miss
T bin 𝑗

on detector level given it is found in 𝑝miss
T bin 𝑖 on particle level.

of the SM signal process corresponding to the distribution that is unfolded (e.g. the 𝑍 → 𝜈𝜈
+ jets simulation for a distribution in the SR).

To correctly describe themigrations only events that pass both the particle and the detector
level selection are used in the construction of the response matrices. This is called event-level
matching.

In addition an object-level matching is applied both for the Δ𝜙𝑗𝑗 and 𝑚𝑗𝑗 distributions in
the VBF phase space. It requires the first and second leading jet in 𝑝T to be uniquely matched
between particle and detector level according toΔ𝑅 (𝑗𝑒𝑡i,detectorlevel, 𝑗𝑒𝑡i,particlelevel) < 0.2. The
reason for this is that both observables have a dependence on the detailed structure of the
jet system, since both depend only on the first two leading jets in the event. This structure
can be different between the particle and the detector level. For example, the first two jets
can change places, leading to a different sign of Δ𝜙𝑗𝑗 on particle and detector level. Another
example is a third jet that switches places with one of the first two jets on either detector
or particle level, breaking the correlation of 𝑚𝑗𝑗 between particle and detector level. The
presence of these effects introduces a strong dependence of the event migrations on theMC
simulation, especially on the modelling of details of the jet system. The object-level matching
ensures that these events are not part of the response matrix.

Events that either fail the event- or the object-level matching are accounted for in the
efficiency and fake corrections discussed in Section 11.2.2.

All events of the SM signal MC simulation sample for a given region that fulfil both the
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11. Correction of Detector Effects on the Measured Data

Observable 𝛾+jets AM region all other regions
𝑝miss
T [170, 200]GeV [140, 170, 200]GeV

𝑚𝑗𝑗 in VBF [140, 170, 200]GeV

Table 11.1.: Underflow bins used during the unfolding procedure.

event- and object-level matching criteria are used to construct the response matrices. For
each event, the matrix is filled according to the observable value on particle and detector
level.

An example of a detector responsematrix is shown in Figure 11.24 for the 𝑝miss
T distribution

in the VBF phase space in the SR. The matrix is normalised such that the entries indicate the
probability 𝑃 (𝑅𝑗|𝑇𝑖) in percent to find an event in bin 𝑗 on detector level given it is found in
bin 𝑖 on particle level. The detector effects are clearly visible, with considerable off-diagonal
elements indicating non-negligible migrations to the next and also the next-to-next bins. The
size of these migrations depends on the resolution of the given observable and the bin size,
where better resolution or larger bin size lead to less migrations.

The migrations can be further quantified for diagnostic purposes by the purity and the
stability. These are discussed in Section E.2.

Accounting for Migrations at the Observable Boundary

Event migrations due to detector-effects also occur on the boundary of an observable (e.g.
the 𝑝miss

T > 200GeV requirement in the SR). Under the assumption that the description of
the MC simulation of the data at this boundary is good, the unfolding correctly accounts
for these event migrations in and out of the phase space. However, to be less dependent
on the modelling of the MC simulation at the boundary and to avoid threshold effects, the
correction of the migrations is performed with the unfolding matrix. The binning used in
the measurement is defined such, that the highest bin of the spectrum includes all overflow
events, therefore only migrations happening at the lower end of the spectrum have to be
treated specially. No special treatment is needed for the Δ𝜙𝑗𝑗 observable, since it is defined
without a boundary.

To correctly account for the migration effects, all histograms used in the unfolding are
extended with underflow bins - this includes the detector response matrices. The unfolding
thenmigrates events in and out of the underflow bin during the unfolding procedure and thus
correctly accounts for the migrations at the boundary of the observable. After the unfolding
the underflow bins are removed from the unfolded result. The underflow bins defined in the
measurement are shown in Table 11.1. Wherever possible two underflow bins are defined
to also account for long-term migrations. For the 𝛾+jets AM region only one underflow bin
is defined in 𝑝miss

T , since measurements lower than 170GeV are not possible due to trigger
limitations.

4The full set of response matrices for all phase spaces and regions is given in Section E.1.
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11.2. Application of Iterative Bayesian Unfolding in the Measurement

11.2.2. Efficiency and Fake Corrections

An important part of the unfolding procedure it the correction for unmatched events, i.e.
events that either only pass the detector level selection or the particle level selection, but
not both. There is a wide range of possibilities, why an event is not matched. One example
are efficiency or acceptance effects of the detector, where a physics object present at particle
level is not reconstructed at detector level (e.g. due to a fluctuation of the shower shape
in the calorimeter, which leads to a rejection by the identification requirements). A second
example are resolution effects at the phase-space boundary where selection cuts are placed,
e.g. an electron passes the 𝑝T selection criteria on detector level but not on particle level due
to the finite resolution of the 𝑝T measurement.

Events that pass the particle level selection but fail the detector level selection are quan-
tified by the efficiency and events that pass the detector level selection, but fail the particle
level selection are quantified by the fake fraction. Both types of event are accounted for
in the unfolding and discussed in the following. Please note that this fraction of events is
“fake” in the sense of an event reconstructed inside the fiducial volume due to detector ef-
fects, even though it is outside the fiducial volume on particle level. This is different from
the mis-identified objects discussed in Chapter 8.

The efficiency for bin 𝑖 is defined as the fraction of particle level events also passing the
detector level selection (in any bin on detector level)

efficiency = 𝜖𝑖 =
matched particle level events in bin 𝑖

all particle level events in bin 𝑖
. (11.11)

Figure 11.3 show the efficiency for the 𝑝miss
T distribution in the monojet phase space for all

regions 5. The efficiency has a strong dependence on the phase space and physics process.
This reflects the differences in instrumentation and detection methods for different types
of final state particles measured with the detector that each come with their own efficien-
cies. However a few general features are discussed in the following. First, it is visible that
the efficiency is highest for 𝑍 → 𝜈𝜈 + jets, as the only final state particles are jets in this
case, whereas all other regions have lepton/photon reconstruction efficiencies contributing
in addition. Second, it is visible that the processes involving electrons in the final state have
consistently lower efficiencies than processes involving muons, due to the lower efficiency of
the electron reconstruction compared to muons and the stricter identification and isolation
requirements applied to electrons [79][84]. Third, it is visible that the efficiency for 𝑍 → 𝜇𝜇
+ jets AM is dropping towards higher 𝑝miss

T . This is caused by the increasing collimation of
the muons for higher 𝑍 boson 𝑝T, which leads to a reduced reconstruction efficiency for the
muon pair if it is very close. For 𝑍 → 𝑒𝑒 + jets this is effect is not visible, due to the close-by
correction6 that is applied. Fourth, the efficiency for the 𝑍 → 𝜇𝜇 + jets process is lower than
that for the 𝑊 → 𝜇𝜈 + jets process, since the muon efficiency affects these events for each
muon present in the event. This feature is not visible for 𝑍 → 𝑒𝑒 + jets and 𝑊 → 𝑒𝜈 + jets,
due to the additional cuts applied to the 𝑊 → 𝑒𝜈 + jets region to reject the fake electron

5The full set of efficiency distributions for all phase-spaces and regions is given in Section E.3.
6For electrons this effect would be much stronger, necessitating the application of the close-by correction.
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Figure 11.3.: Efficiency as a function of 𝑝miss
T in the monojet phase space in the SR (dark red)

and the 𝑍 → 𝑒𝑒 + jets AM (dark blue), 𝑍 → 𝜇𝜇 + jets AM (light blue), 𝑊 → 𝑒𝜈 +
jets AM (green), 𝑊 → 𝜇𝜈 + jets AM (pink) and 𝛾+jets AM (brown) regions.

background. These cuts on 𝑝miss,real
T and the transverse mass of the 𝑊 boson are affected by

the 𝑝miss,real
T resolution of the detector, leading to a lower efficiency.

All efficiencies show a strong turn-on behaviour in the first two bins. The reason for this
are threshold effects due to the phase space boundary. As underflow bins are used these
threshold effects only weakly affect the efficiency in the measured part of the spectrum,
which starts in the third bin (𝑝miss

T > 200GeV). This demonstrated a benefit of the underflow
bins.

The fake fraction for bin 𝑖 is defined as one minus the fraction of detector level events also
passing the particle level selection (in any bin on particle level)

fake fraction = 1 − matched detector level events in bin 𝑖
all detector level events in bin 𝑖

. (11.12)

Figure 11.4 shows the fake fraction for the 𝑝miss
T distribution in themonojet phase space for

all regions7. In general it is well below 10 % for most processes and bins, with the high values
in the lowest underflow bin related to the phase-space boundary effects already discussed
above. The notable exception is the 𝑊 → 𝑒𝜈 + jets region which has a fake fraction above
15 %. The reason for this are the 𝑝miss,real

T and transverse mass cuts applied in the selection of
the𝑊 boson in this region, which are both affected by the 𝑝miss,real

T resolution of the detector.

7The full set of fake fraction distributions for all phase-spaces and regions is given in Section E.3.1
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Figure 11.4.: Fake fraction for 𝑝miss
T in the monojet (top panel) phase space in the 𝑍 → 𝜈𝜈 +
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Events which contribute to the fake fraction need to be taken into account in the unfolding
procedure, as they appear in the detector level spectrum even though they are outside of the
fiducial definition on particle level. The is achieved by adding an additional particle level
bin (called “fake correction bin”) to the response matrix as shown in Figure 11.1. During the
unfolding a number of events corresponding to the fake fraction will be migrated into this
additional particle level bin. This bin is discarded after the unfolding and not part of the final
unfolded spectrum.

11.3. Studies of the Dependence of the Unfolding on the
Simulation

The unfolding has a potential dependence on the MC simulation, especially on the initial
truth prior determined from the simulation. In this section this dependence is studied and
quantified. Potential biases due to the dependence on the simulation are assigned as system-
atic uncertainties on the unfolding method.

Three different tests are performed to quantify potential biases: The data-driven closure test
that determines biases due to mismodelling of the unfolded observables, the closely related
hidden observable test that determines biases due to mismodelling of observables that are
not unfolded and the signal injection test that determines the effect of the unfolding on BSM
signals.
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In the following the data-driven closure test is discussed in detail, since it gives the largest
contributions to the unfolding uncertainty. The remaining tests are performed in a very
similar manner and give only negligible contributions to the unfolding uncertainty. They
are shown for completeness in Section E.3.2 and Section E.3.3.

11.3.1. Bias due to Mismodelling of the Unfolded Observables
The general idea of the data-driven closure test is to quantify the impact of the non-perfect
agreement between data andMC simulation on the unfolded result. This is achieved by con-
structing for each observable an alternative pair of detector and particle levelMC simulation
spectra by reweighting, such that the alternative detector level spectra agree very good with
the measured data.

This alternative detector level MC simulation spectrum is used as pseudo-data and un-
folded with the nominal response matrix constructed from the unreweighted (and thus im-
perfect) SM signalMC simulation sample. The unfolded result is then compared to the alter-
native particle level spectrum. If the nominal MC simulation describes the data perfectly or
if the iterative unfolding procedure completely mitigates the non-perfect description of the
data, the agreement of the unfolded results with the alternative particle level spectrum will
be perfect within statistical fluctuations (i.e. the test closes). Typically this is not the case
and a residual deviation remains. This deviation is then assigned as a systematic uncertainty
on the unfolded result for the given observable. The detailed steps of the data-driven closure
test are described in the following.

Construction of the Pseudo-data

The goal of the alternative MC simulation is very good description of the data. However a
MC simulation that satisfies this requirement for all unfolded observables does currently not
exist. Therefore the alternative MC sample is constructed from the nominal MC simulation
by performing an event-by-event reweighting.

Tomake the reweighting as realistic as possible, it is performed as a function of the particle
level observable. This means that the reweighting can only be performed formatched events.
In general the reweighting is non-trivial, since differences to the data appear on detector
level, whereas the reweighting is performed on particle level.

An iterative approach has been developed to determine the reweighting function, since
the conventional approach of “guessing” a function is impractical due to the numerous dis-
tributions, which are unfolded in this measurement.

The basic idea is to compare the detector level spectrum of matchedMC events to the data.
For this comparison the data is multiplied bin-by-bin with the truth matching efficiency 𝜖𝑖
determined in Section 11.2.2. This is necessary, since only matched events in theMC simula-
tion are used in the reweighting. A spline fit is done based on the comparison. The resulting
function is then used to reweight the MC simulation and the next iteration is performed on
this reweightedMC simulation. The algorithm is as follows.

1. Start with thematched detector level spectrum𝑚𝑘=0 determined from the unreweighted
nominalMC simulation.
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2. Construct the ratio of the efficiency-corrected data to the matched detector level spec-
trum ̃𝑟 = 𝑑×𝜖

𝑚𝑘
.

3. For 𝑘 = 0: 𝑟𝑘 = ̃𝑟. For 𝑘 > 0: Update the previous ratio (bin-by-bin multiplication):
𝑟𝑘 = 𝑟𝑘−1 × ̃𝑟. For better agreement betweenMC simulation and data, ̃𝑟 is closer to one,
and less is changed.

4. Smooth 𝑟𝑘 three times using the smoothing algorithm presented in [143].

5. Interpolate the smoothed 𝑟𝑘 with a cubic spline 𝑓𝑘

6. Reweight the nominalMC simulation with 𝑓𝑘 to obtain the reweighted matched detec-
tor level spectrum 𝑚𝑘+1.

7. If 𝑚𝑘+1 agrees sufficiently well with the efficiency-corrected data 𝑑 × 𝜖 then stop, else
go to step 2.) replacing 𝑘 → 𝑘 + 1

The algorithm produces good reweighting functions already after a few iterations. This is
demonstrated in the following for the 𝑚𝑗𝑗 observable in the VBF phase space in the 𝑊 → 𝜇𝜈
+ jets AM region. The top panel of Figure 11.5a shows the unreweighted matched detector
level MC simulation distribution 𝑚𝑘=0 (step 1.) together with the efficiency-corrected data
𝑑 × 𝜖 and the bottom panel shows the ratio ̃𝑟 between both (step 2.). A strong disagreement
between the data and the simulation with a clear shape difference is shown.

Figure 11.5b shows the initial reweighting function 𝑓0 (step 5.) determined from the smoothed
ratio (step 4.) shown in the bottom panel of Figure 11.5a8.

The result of the first reweighting pass𝑚𝑘=1 is shown in Figure 11.5c, which already shows
a strong improvement of the agreement between data and simulation with respect to the
unreweighted distribution. The updated reweighting function determined from the ratio in
the bottom panel of Figure 11.5c is shown in Figure 11.5d. For this observable, the agreement
is sufficiently good after three iterations. The agreement of the final reweighted matched
detector level spectrum with the efficiency-corrected data is shown in Figure 11.5.

Additional examples for reweighted distributions are shown in Section E.3.4.

8As a spline interpolation is used, the reweighting function is only defined until the last data point and as-
sumed to be constant beyond.
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(a) Unreweighted matched detector level MC
simulation together with the efficiency-
corrected data.
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(b) Initial reweighting function.

1000 2000 3000 4000 5000 6000 7000 8000

 [GeV]jjm

310

410

510

610

]
G

eV1
E

ve
nt

s 
[ -1 = 13 TeV, 139.0 fbs

+jets AMνµ→W
VBF

Matched detector-level MC sim.

Data x matching efficiency

1000 2000 3000 4000 5000 6000 7000 8000
 [GeV]jjm

0.9

1

1.1

M
at

ch
ed

 d
et

.-
le

ve
l 

D
at

a 
x 

ef
f

(c) Matched detector level MC simulation af-
ter the first reweighting step together with
the efficiency-corrected data.
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(d) Reweighting function after one iteration.
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(e) Final matched detector level MC simula-
tion together with the efficiency-corrected
data.

Figure 11.5.: Several steps in the determination of the reweighting function for the MC sim-
ulation used in the data-driven closure test for 𝑚𝑗𝑗 in the VBF phase space in
the 𝑊 → 𝜇𝜈 + jets AM region. Panels (a), (c) and (e) show comparisons be-
tween the matched MC simulation at various iterations of the reweighting and
the efficiency-corrected data. Panels (b) and (d) show the reweighting functions
at various iterations of the reweighting.
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Figure 11.6.: Relative bias determined in the data-driven closure test for 𝑝miss
T in the monojet

phase space in the 𝑍 → 𝑒𝑒 + jets AM region (left) and 𝑚𝑗𝑗 in the VBF phase space
in the 𝑊 → 𝜇𝜈 + jets AM region (right).

Results of the Data-driven Closure Test

The results of the data-driven closure test are discussed for two representative examples. The
bias due to the non-closure is determined by using the reweighted matched MC simulation
on detector level as pseudo-data and unfolding it with the nominal MC simulation. The
resulting unfolded distribution is compared to the particle level of the reweighted matched
MC simulation and the deviations are assigned as the bias.

The left panel of Figure 11.6 shows the relative bias for the 𝑝miss
T distribution in themonojet

phase space in the 𝑍 → 𝑒𝑒 + jets AM region. The bias is small (below 1 %), which is the case
for most distributions, since the shape of the data is modelled well by the MC simulation in
most cases.

One notable exception is the 𝑚𝑗𝑗 distribution in the VBF phase space, which is poorly
modelled, especially at medium and high values of 𝑚𝑗𝑗. This poor modelling is reflected in
the bias determined in the data-driven closure test, which is shown as an example for the 𝑚𝑗𝑗
distribution in the VBF phase space in the 𝑊 → 𝜇𝜈 + jets AM region in the right panel of
Figure 11.6. The bias is larger than for the 𝑝miss

T distribution, up to 3 % at medium values of
𝑚𝑗𝑗 and the shape roughly follows the discrepancy between data andMC simulation shown in
Figure 11.5a. However, compared to the size of that disagreement between the data and the
MC simulation (up to 20 %) the bias is relatively small. This demonstrates that the iterative
unfolding procedure mitigates even a poor modelling of the data by the MC simulation to
a large extent. Furthermore the data-driven closure test allows to properly quantify any
residual biases.

These biases are symmetrized and assigned as a systematic uncertainty on the unfolded
result for each distribution.
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Figure 11.7.: Value of 𝜒2 between the unfolded detector level spectrum and the particle level
spectrum of the reweightedmatched MC simulation as a function of the number
of unfolding iterations 𝑛.

11.4. Optimisation of the Number of Iterations

The number of iterations used in the iterative Bayesian unfolding is a priori arbitrary. In the
following a procedure is motivated to determine that number.

To optimise the number of iterations used in the iterative unfolding procedure two op-
posing features of the unfolding have to be considered. Increasing the number of iterations
will reduce the dependence on the MC prior and reduce the bias resulting from this depen-
dence. However as the number of iterations increases, the limited statistical precision of the
response matrix will lead to growing statistical fluctuations on the unfolded result (this is
discussed in detail in [138]). To find the optimal point, where the results are as unbiased as
possible, but not yet fluctuating, the data-driven closure test described above is repeated for
different numbers of unfolding iterations 𝑛. For each 𝑛, the 𝜒2 between the unfolded result
and the reweighted matched MC simulation particle level distribution is calculated and the
𝑛 for which 𝜒2 is minimal is taken as the number of iterations for the given observable.

As an example, Figure 11.7 shows the resulting 𝜒2 as a function of the number of itera-
tions for the 𝑚𝑗𝑗 distribution in the VBF phase space in the SR. A minimum is found at three
iterations. This demonstrates that also for observables with a strong shape disagreement,
the iterative unfolding minimises the bias already after a small number of iterations. This
optimisation is performed for every unfolded observable.

11.5. Uncertainty Treatment in the Unfolding Procedure

11.5.1. Propagation of Systematic Uncertainties

Since the shape of the distributions is different on detector and particle level, the relative
shape of the uncertainties might also be different. Therefore the uncertainties are propagated
from the detector to the particle level through the unfolding.
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11.5. Uncertainty Treatment in the Unfolding Procedure

Each systematic variation is unfolded separately, where two different approaches are taken
depending on the source of the systematic uncertainty.

• Uncertainties that affect only the backgrounds that are subtracted from the data (e.g.
uncertainties on the fake background estimate) are applied directly to the data by shift-
ing the backgrounds according to the uncertainty before the background subtraction.
The resulting shifted data is then unfolded with the nominalMC simulation.

• For uncertainties that affect the SM signal process, theMC simulation is shifted accord-
ing to the systematic variation and the data is unfolded with the shiftedMC simulation.
This helps to account for migrations that might be slightly different under the system-
atic variation. Typically such a systematic variation will affect both the signal process
and the backgrounds (e.g. for the jet uncertainties). In these cases the backgrounds
are shifted according to the systematic variation before subtracting them from the data.
The resulting shifted data is then unfolded with the shiftedMC simulation, to correctly
account for the correlation of a given systematic variation.

11.5.2. Statistical Uncertainty and Correlations

The statistical uncertainty on the unfolded result has two components. One is the statistical
uncertainty on the measured data, the other is the statistical uncertainty on theMC simula-
tion. In addition the migration of events between different bins of the spectrum during the
unfolding, introduce statistical correlations between bins of the unfolded result. This means
that an alternative to the standard √𝑁 statistical uncertainty is needed.

In order to correctly account for these effects, the statistical uncertainty is determined us-
ing the bootstrap method. As the bootstrap method is coherently used over the entire analy-
sis chain, bootstrap replicas exist for all quantities entering the unfolding: The background-
subtracted data, the truth prior, the response matrix and the fake and efficiency correc-
tions. The unfolding is performed independently for each set of bootstrap replicas (e.g. the
background-subtracted data replica 𝐵 = 1 is unfolded with response matrix replica 𝐵 = 1
and the efficiency replica 𝐵 = 1 to yield the unfolded result replica 𝐵 = 1 and so on). The
final unfolded distribution is obtained by averaging the bootstrap replicas (central value) and
calculating their RMS (statistical uncertainty).

The bootstrap method is also used to determine the bin-to-bin correlations of the unfolded
distribution. Figure 11.8 shows the bin-to-bin correlations of the background-subtracted data
at detector level before unfolding (left) and the after unfolding on particle level (right). It is
shown that no correlations are present in the data before the unfolding, within the statistical
fluctuations due to the bootstrap replicas. After the unfolding the bins are correlated due to
the migrations. These correlations are taken into account when interpreting the unfolded
cross sections.
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Figure 11.8.: Correlations between bins before (left) and after (right) unfolding for the 𝑝miss
T

distribution in the monojet phase space in the SR.

11.6. Conversion of the Unfolded Distributions to Cross
Sections

The unfolding procedure corrects for the detector effects on the measured data. To obtain a
differential cross section from the background-subtracted and unfolded distributions, addi-
tional steps are necessary. First the distributions are corrected for the binning, by dividing
the content in each bin by the bin width. Then the differential cross section for an observable
𝑋 is determined by using Equation 3.1 for a given bin 𝑖 as

𝑑𝜎𝑖
𝑑𝑋

=
𝑁𝑖

∫𝑇ℒ(𝑡) 𝑑𝑡
, (11.13)

where 𝑁𝑖 is the number of detector-corrected events in bin 𝑖 and the integrated luminosity
∫𝑇ℒ(𝑡) 𝑑𝑡 = 139 fb−1corresponds to the full Run 2 luminosity.
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12. Validation of the Standard Model
Predictions of Vector Boson plus Jet
Production

A key motivation of the measurement is to test the agreement of the data with the theory
predictions. This constitutes a test of the SM as the theory underlying the predictions. In this
chapter a selection of the differential cross sections obtained after the unfolding procedure
are compared to SM predictions produced with the Sherpa generator. The remaining cross
section are shown in Appendix F. The following cross sections have been measured:

• production of 𝑍 → 𝜈𝜈 + jets as a function of the 𝑍 boson 𝑝T in the monojet phase space
(this chapter) and as a function of the 𝑍 boson 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF phase space

• production of 𝑍 → 𝑒𝑒 + jets as a function of the 𝑍 boson 𝑝T in the monojet phase space
and as a function of the 𝑍 boson 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 (this chapter) in the VBF phase space

• production of 𝑍 → 𝜇𝜇 + jets as a function of the 𝑍 boson 𝑝T in the monojet phase space
and as a function of the 𝑍 boson 𝑝T, 𝑚𝑗𝑗 (this chapter) and Δ𝜙𝑗𝑗 in the VBF phase space

• production of 𝑊 → 𝑒𝜈 + jets as a function of the 𝑊 boson 𝑝T in the monojet phase
space and as a function the of 𝑊 boson 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF phase space

• production of 𝑊 → 𝜇𝜈 + jets as a function of the 𝑊 boson 𝑝T in the monojet phase
space and as a function of the 𝑊 boson 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF phase space

• production of 𝛾 + jets as a function of the photon 𝑝T in the monojet phase space (this
chapter) and as a function of the photon 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF phase space

A selection of observables is shown in Figure 12.1 and Figure 12.3 and discussed in the fol-
lowing. The figure for each observable is split in two parts. The top part shows the measured
cross sections in black together with the Sherpa prediction in blue. The bottom part shows
the ratio of the prediction and the data. The statistical uncertainty on the cross section and
the prediction is shown as black and blue error bars respectively. The experimental system-
atic uncertainties are shown as a red hashed band and the theoretical systematic uncertainties
on the Sherpa predictions are shown as a blue hashed band. In all cases the measured cross
section agrees with the prediction within the theoretical systematic uncertainties.

The top panel of Figure 12.1 shows the 𝑍 → 𝜈𝜈 + jets cross section as a function of the
𝑍 boson 𝑝T in the monojet phase space. A normalization offset is observed as well as a
slight deviation from a flat shape. This behaviour is very similar to what is observed on the
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12. Validation of the Standard Model Predictions of Vector Boson plus Jet Production

detector level. The normalization offset is attributed to missing higher order corrections in
the Sherpa simulation. The boson 𝑝T bin [1040, 1180]GeV shows a deviation, most likely due
to a fluctuation, that was also observed on the detector level. The experimental systematic
uncertainties on the cross section change from 5 % at low boson 𝑝T to around 4 % at medium
boson 𝑝T to 8 % at high boson 𝑝T.

The contributions from the different sources of systematic uncertainty are shown in the
top panel of Figure 12.2 together with the statistical uncertainty. The different NPs which
belong to each uncertainty group are added in quadrature, since they are uncorrelated. For
the 𝑍 boson 𝑝T > 1000GeV the statistical uncertainty (red dotted line) dominates. This
means that for a more precise measurement at high boson 𝑝T more collision data is needed.
At lower boson 𝑝T the measurement is limited by the systematic uncertainties, mainly by
the jet uncertainties (JES in dark blue and JER in light blue). Their impact on the boson 𝑝T
spectrum is involved, since it is a convolution of the jet uncertainties on the single jets that
contribute to the boson 𝑝T calculation and the boson 𝑝T spectrum. However it is clear that
the measurement of the cross section would benefit from a more precise jet measurement.
The contribution from the background subtraction method (green) remains below 2.5 % at
high boson 𝑝T and below 2.0 % and is well below the contributions of the jet uncertainties.
This demonstrates that the data-driven method to normalise the backgrounds does not in-
troduce large additional uncertainties to the measurement. This uncertainty also contains
the residual theory uncertainties from backgrounds that were not normalised with the data-
driven method. The uncertainty from the fake 𝑝miss

T estimates (brown) contributes only in
the lowest two bins of the cross section and is small, below 2 %. This demonstrates that the
conservative systematic uncertainty of 100 % that is applied to the background estimate does
not greatly impact the measurement. The contributions from all other sources of experimen-
tal systematic uncertainty (magenta) is well below 1 % in most bins of the spectrum. This
includes especially the uncertainty on the 𝑝miss

T soft term, the uncertainty on the pile-up
reweighting and the unfolding uncertainties

The bottom panel of Figure 12.1 shows the 𝛾 + jets production cross section as a function
of the photon 𝑝T in the monojet phase space. A shape difference similar to that observed for
𝑍 → 𝜈𝜈 + jets final state is also seen here, however as on the detector level, the normalisation
offset of the simulation with respect to the data is in the different direction. Several possible
explanations exist for this offset that was also observed in previous 𝛾 + jets cross section
measurements[14] [13]. One possible explanation is a dependence of the predicted cross
section on the Frixione[144] isolation criterium that is applied to the photons in the Sherpa
generator. This is the major difference to the other boson plus jet processes.

This result demonstrates the need for further developments on the prediction side to achieve
a better description of the data by the MC predictions. Measurements of the type presented
here are indispensable in these efforts, as the experimental systematic uncertainties on the
cross section measurement are much lower than the theoretical uncertainties on the predic-
tion.

The bottom panel of Figure 12.1 also shows that the experimental systematic uncertainties
on the 𝛾 + jets cross section are smaller than that those on the 𝑍 → 𝜈𝜈 + jets cross section.
This is discussed in the following. The bottom panel of Figure 12.2 shows the contributions
from the different sources of systematic uncertainty. As in the case of 𝑍 → 𝜈𝜈 + jets, the
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Figure 12.1.: Differential cross sections of 𝑍 → 𝜈𝜈 + jets (top) and 𝛾 + jets (bottom) production
as a function of the boson 𝑝T in the monojet phase space. The cross sections
predicted by Sherpa are shown in blue. The statistical uncertainty on the cross
section (black) and the prediction (blue) is shown as error bars on the respective
points. The experimental (red) and theoretical (blue) systematic uncertainties
are shown as hashed bands.
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Figure 12.2.: Relative uncertainty for the dominant sources of experimental systematic un-
certainty on the cross sections of 𝑍 → 𝜈𝜈 + jets (top) and 𝛾 + jets (bottom) as a
function of the boson 𝑝T in the monojet phase space. The systematic variations
contributing to the individual uncertainty groups are added in quadrature.

dominant contributions are from the jet uncertainties, which exhibit a similar shape of the
relative systematic uncertainty. This similar behaviour of the jet uncertainties is explained
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by the similarity of the hadronic recoil system in both the 𝑍 → 𝜈𝜈 + jets and 𝛾 + jets process.
It is one of the reasons why the boson 𝑝T in the AMs is measured via the hadronic recoil and
not, as would be possible in the 𝛾 + jets case, by directly measuring the photon. As the jet
uncertainties are correlated, observables like cross section ratios can be constructed, where
the effect of these uncertainties is mitigated. This is discussed below. All other sources
of systematic uncertainty remain below 2 %. In general the 𝛾 + jets process has the best
experimental precision of all the measured boson plus jets processes. The 𝛾 + jets process
is also measured with the highest statistical precision of all processes in the measurement.
This is due to the high cross section of 𝛾 + jets production and also due to the high purity of
the 𝛾+jets AM region.

Figure 12.3 shows the 𝑍 → 𝑒𝑒 + jets cross section as a function of Δ𝜙𝑗𝑗 (top panel) and the
𝑍 → 𝜇𝜇 + jets cross section as a function of 𝑚𝑗𝑗 (bottom panel) in the VBF phase space. In
both cases the agreement between prediction and data is very similar to that observed on
detector level. Especially in the case of the 𝑚𝑗𝑗 distribution, the Sherpa generator shows a
poor modelling of the cross section. Also in this case the measurement can provide valuable
feedback for the improvement of theMC predictions.

12.1. Cross Section Ratios
The construction of cross section ratios between the boson plus jet processes provides an-
other view on a given observable due to the correlated systematic uncertainties between the
different processes that are very similar both in shape and size. Therefore their impact will
be reduced in the ratio.

Special care has to be taken with the systematic uncertainties when constructing the ra-
tios. All experimental systematic uncertainties are taken to be correlated, except for the
uncertainties on the background estimation methods and the unfolding. Also all theoretical
systematic uncertainties are taken to be correlated. The uncertainties are correlated bin-to-
bin and region to region.

As an example the cross section ratio 𝑅 between the 𝑍 → 𝜈𝜈 + jets and the 𝑊 → 𝑒𝜈 + jets
final state is shown in Figure 12.4. The ratio shows a good agreement between the measured
cross section and the prediction within the experimental systematic uncertainties1. Both
the systematic uncertainties on the theory prediction and on the experimental systematic
uncertainties are strongly reduced in the ratio. At low boson 𝑝T the resulting experimental
uncertainty on the ratio is very small since in this 𝑝T region the jet uncertainties dominate
which are correlated between the 𝑍 → 𝜈𝜈 + jets and the 𝑊 → 𝑒𝜈 + jets final state. Towards
higher boson 𝑝T, the experimental systematic uncertainty on the fake electron background
estimate starts to dominate. This uncertainty is not reduced in the ratio, since it is not present
in 𝑍 → 𝜈𝜈 + jets.

While the value of a ratio between different 𝑍 boson decay channels can be explained by
the branching fractions of the 𝑍 boson, this is not as easy for the ratio presented here, due to
the differences in𝑊 and 𝑍 production. The rising ratio towards low boson 𝑝T is explained by
1The systematic uncertainties on both input distributions are smoothed to reduced statistical fluctua-
tions [143].
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Figure 12.3.: Differential cross sections of 𝑍 → 𝑒𝑒 + jets production as a function of Δ𝜙𝑗𝑗 in the
VBF phase space (top) and of 𝑍 → 𝜇𝜇 + jets production as a function of𝑚𝑗𝑗 in the
VBF phase space (bottom). The cross sections predicted by Sherpa are shown in
blue. The statistical uncertainty on the cross section (black) and the prediction
(blue) is shown as error bars on the respective points. The experimental (red)
and theoretical (blue) systematic uncertainties are shown as hashed bands.
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12.1. Cross Section Ratios

the fiducial requirements placed on the electron in𝑊 → 𝑒𝜈 + jets process in the denominator
that can not be applied for the neutrinos in the 𝑍 → 𝜈𝜈 + jets process in the numerator [10].
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Figure 12.4.: Differential cross section ratio of 𝑍 → 𝜈𝜈 + jets and 𝑊 → 𝑒𝜈 + jets production
as a function of the boson 𝑝T in the monojet phase space. The cross sections
predicted by Sherpa are shown in blue. The statistical uncertainty on the cross
section (black) and the prediction (blue) is shown as error bars on the respective
points. The experimental (red) and theoretical (blue) systematic uncertainties
are shown as hashed bands.
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13. Quantitative Comparison of the
Measured Cross Sections to the
Standard Model Predictions

After the general agreement of the cross sections with the SM predictions has been validated
in the previous chapter, it is vital to evaluate the agreement between both quantitatively. This
is especially true in the context of the search for BSM physics, which would manifest itself
in a disagreement between the measured data and the predictions. The typical discovery
threshold for BSM physics is a probability of observing the data given the SM prediction of
less than 5.7 × 10−7 [136].

The goal of this chapter is to quantify the compatibility between data and theory. This is
achieved with a goodness-of-fit test based on the maximum likelihood approach. This allows
to define a p-value that quantifies how often one would obtain a similar or worse agreement
between experiment and prediction, if the experiment is repeated many times [136].

In the following an overview of the procedure of the goodness-of-fit test is given. The
first step is a maximum likelihood fit. In this fit, the systematic uncertainties are treated as
NPs which are allows to float. The statistical uncertainties are accounted for in a covariance
matrix. The diagonal elements of this matrix contain information about the statistical fluc-
tuations in each bin of the unfolded cross sections, while the off-diagonal elements encode
the information about correlations between different bins. The covariance matrix Cov is
determined using the bootstrap method, as the bootstrap replica contain all the relevant in-
formation, since they were coherently propagated through the measurement. The likelihood
ℒ used in the fit [22] is given as

ℒ(𝑥 | 𝜇, 𝜃) = 1
(2𝜋)𝑘 |CoV|

⋅ 𝑒−
1
2𝜒

2(𝑥,𝜇,𝜃) ⋅∏
𝑖
𝐺 (𝜃𝑖) (13.1)

and 𝜒2 (𝑥, 𝜇, 𝜃) is defined as

𝜒2 (𝑥, 𝜇, 𝜃) = (𝑥 − 𝑝 (𝜇) +∑
𝑖
𝜃𝑖𝜖𝑖)

𝑇

Cov−1 (𝑥 − 𝑝 (𝜇) +∑
𝑖
𝜃𝑖𝜖𝑖) . (13.2)

Here 𝑥 is a vector, which contains the measured data bins and 𝑝 (𝜇) is a vector which
contains the predictions. The 𝜃𝑖 are the 𝑘 NPs and 𝜖𝑖 is the uncertainty amplitude associated
with NP 𝜃𝑖. For each NP a Gaussian constraint term 𝐺 (𝜃𝑖) with mean 𝜇 = 0 and width 𝜎 = 1
is multiplied to the likelihood, since the NPs are assumed to follow a normal distribution.
The 𝜃𝑖 are constrained in the fit.
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13.1. Results of the Goodness-of-fit Test

The 𝜒2 test statistic follows a 𝜒2 distribution 𝑓𝜒 2 (𝜒2, ndf)where the number of degrees of
freedom ndf is the number of cross section bins. Then the p-value [136], is defined as

𝑝 (𝜒2
𝑜𝑏𝑠, 𝑁) = ∫

∞

𝜒 2
𝑜𝑏𝑠

𝑓 (𝑧, 𝑁) 𝑑𝑧, (13.3)

with 𝑁 the number of bins and 𝜒2
𝑜𝑏𝑠 the observed value of 𝜒2 after the fit. Typically fit

values with a p-value above 0.05 are considered to be good.

13.1. Results of the Goodness-of-fit Test
The goodness-of-fit test is first discussed in detail for the 𝑍 → 𝜈𝜈 + jets production cross
section as a function of the 𝑍 boson 𝑝T in the monojet phase space. In a next step, the
goodness-of-fit test is performed separately for each boson plus jet final state as a function
of the boson 𝑝T and also in a combined fit with all boson plus jet final states.

Figure 13.1 shows the result of the fit for the 𝑍 → 𝜈𝜈 + jets cross section. Very good
agreement between the data and the SM prediction is observed, with a p-value of 0.745 and
a reduced 𝜒2 of 𝜒2/NDF = 7.64/11.

The figure also shows the pre- and post-fit distributions for the data (pre-fit: grey, post-fit
black) and the SM prediction (pre-fit: blue, post-fit: red). The top part of the figure shows
the cross sections and the bottom part the ratio of the data to the prediction. Statistical
uncertainties are displayed only for the post-fit distributions. The total post-fit systematic
uncertainty, including both the experimental and theoretical uncertainties, is given in orange.
The 𝑥-axis shows the bin number and all bins are displayed equidistant.

The post-fit distributions are determined from the pre-fit distributions by adding the sys-
tematic uncertainties according to their post-fit value ̂𝜃𝑖. They show a post-fit agreement
close to unity, with a reduced total systematic uncertainty.

The pre- and post-fit values of the 𝜃𝑖 are shown in Figure 13.2. For most 𝜃𝑖 only a small
difference is observed between pre- and post-fit. This indicates that the uncertainties corre-
sponding to these 𝜃𝑖 were evaluated well. This is especially true for the jet and lepton experi-
mental systematic uncertainties and also for the systematic uncertainty on the normalization
procedure for the dominant backgrounds in the SR.

The NP data_syst_FAKEMET_SYS describes the systematic uncertainty on the fake 𝑝miss
T

background estimate and is pulled around 2𝜎 from its pre-fit value. This indicates that the
background or its uncertainty are most likely underestimated. This is also visible in the top
panel of Figure 13.1, where especially the first bin of the pre-fit data distribution shows a
difference (4 %) with respect to the post-fit prediction. This difference is attributed to the
underestimated fake 𝑝miss

T background, which has the largest contribution in the first bin of
the spectrum. By pulling the NP, the fit compensates for the difference.

Table 13.1 shows the results of the goodness-of-fit test for the differential production cross
sections as a function of boson 𝑝T for alle measured final states in the monojet and the VBF
phase spaces. In addition the result of a combined fit including all final states is also shown.
Good agreement is observed between the measured cross sections and the predictions. This
demonstrates that the measured data is described by the SM and no excess over the SM
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13. Quantitative Comparison of the Measured Cross Sections to the Standard Model
Predictions

predictions from potential BSM physics is observed within the uncertainties on the mea-
surement.

Region Monojet 𝑍 boson 𝑝T VBF 𝑍 boson 𝑝T
𝜒2/NDF p-value 𝜒2/NDF p-value

𝑍 → 𝜈𝜈 + jets 7.64/11 0.75 8.30/10 0.60
𝑍 → 𝑒𝑒 + jets 2.56/9 0.98 4.36/7 0.74
𝑍 → 𝜇𝜇 + jets 5.17/10 0.88 9.17/8 0.33
𝑊 → 𝑒𝜈 + jets 6.55/11 0.83 12.04/10 0.28
𝑊 → 𝜇𝜈 + jets 18.09/11 0.08 11.71/10 0.31

𝛾 + jets 11.96/11 0.37 2.47/10 0.99
Combined 77.57/68 0.20 52.52/60 0.74

Table 13.1.: Results of the goodness-of-fit test for the cross sections as a function of the boson
𝑝T in the monojet and VBF phase spaces for the measured final states.

Figure 13.1.: Pre- and post-fit distributions for both the data and the prediction in bins of the
𝑍 boson 𝑝T in the monojet phase space for the 𝑍 → 𝜈𝜈 + jets final state. The
total systematic uncertainty includes both the experimental and the theoretical
uncertainties. The stastistical errors are only shown for the post-fit distribution.
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13.1. Results of the Goodness-of-fit Test

Figure 13.2.: Pre-fit (red) and post-fit (black) values of the NPs 𝜃𝑖. The yellow band indicates
a deviation within one 𝜎 from the pre-fit value, the green band indicates a devi-
ation within two 𝜎 from the pre-fit value.
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14. Interpretation of the Measured
Cross Sections in the Context of
Physics Beyond the Standard Model

The measured cross sections show good agreement with the SM predictions and no excess
due to BSM physics processes is observed. Therefore the data is used to constrain models for
BSM physics. In this section this is demonstrated for the example of a DM model with an
axial-vector mediator (DMA) (see Section 2.3.2).

The goal is to determine the limitting parameters of the model, under which it is still
compatible with the measurement. To achieve this a hypothesis test is performed, which
quantifies how much more or less compatible the BSM plus SM hypothesis (𝐻1) is with the
data than the SM-only hypothesis (𝐻0). Then the 𝐶𝐿𝑠 [145] method is used to set upper limits
on the BSM model. In the following a brief overview over the methodology is given [22].

In order to perform the hypothesis test a test statistic is defined. This test statistic is based
on a likelihood ratio, which is the most powerful test at given significance 𝛼, according to
the Neyman-Pearson lemma [146]. The test statistic [22] is constructed as

𝑡𝜇 = −2 ln 𝜆 (𝜇) = −2 ln
argmax𝜃ℒ(𝑥 | 𝜇, 𝜃)

argmax𝜃ℒ(𝑥 | 𝜇𝑆𝑀, 𝜃)
(14.1)

using the likelihood function defined in Equation 13.1. Here 𝜇 represents the BSM hy-
pothesis and 𝜇𝑆𝑀 the SM-only hypothesis. The likelihoods are marginalised over the NPs
𝜃.

The confidence level 𝐶𝐿 gives the probability of the test statistic 𝑡𝜇 being higher than what
was observed in data (𝑡𝜇,obs) under the assumption that 𝐻1 is true [136]. It is defined as

𝐶𝐿 (𝜇) = ∫
∞

𝑡𝜇,obs
𝑓 (𝑡𝜇 |𝜇) 𝑑𝑡𝜇. (14.2)

The distribution 𝑓 (𝑡𝜇 |𝜇) is determined by producing pseudo-experiments (toys) according
the statistical and systematic uncertainties in the measurement.

In principle the confidence level can be used to set limits on BSM physics, for example by
excluding models for which 𝐶𝐿 (𝜇) < 0.05. This would correspond to an exclusion at the
95 % confidence level [136].

However, in cases where the data is inconsistent with 𝐻1, but also with 𝐻0, it is more
conservative not to conclude from the data that 𝐻1 is excluded. Furthermore if the data has
only little sensitivity to 𝐻1 it would also be more conservative not to exclude 𝐻1 based on
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the data [136]. Both these considerations are taken into account in the construction of the
𝐶𝐿𝑠 method, where 𝐶𝐿𝑠 is defined as

𝐶𝐿𝑠 (𝜇) =
𝐶𝐿 (𝜇)
𝐶𝐿𝑏

. (14.3)

Here 𝐶𝐿𝑏 is constructed from the same test statistic under the assumption that the back-
ground-only hypothesis (e.g. the SM hypothesis) is true. A small compatibility with 𝐻0 or
a weak separation between 𝐻0 and 𝐻1, will lead to larger values of 𝐶𝐿𝑠. Therefore the 𝐶𝐿𝑠
method delivers more conservative limits. The BSM hypothesis 𝐻1 is considered excluded, if
𝐶𝐿𝑠 < 0.05.

In the following the 𝐶𝐿𝑠 method is used to set limits on the DMA model. The coupling
strength of the mediator to quarks is set to 𝑔𝑞 = 0.25 and the coupling to the DM particles
is set to 𝑔𝜒 = 1. These are the benchmark values recommended by the ATLAS+CMS Dark
matter forum and allow for comparability of the limits set by different analyses [57].

For this particular model, the mediator 𝐴 does not couple to leptons or photons. There-
fore the DM signal is only expected to have contributions to the 𝑍 → 𝜈𝜈 + jets final state.
However the 𝛾 + jets final state is also included in the hypothesis test to contribute addi-
tional constraining power on the systematic uncertainties. This improves the sensitivity.
The 𝛾 + jets final state is chosen, as it is measured with the highest statistical and systematic
precision of all measured final states. The highest sensitivity is expected in the boson 𝑝T
distributions [57] of the monojet and the VBF phase spaces, therefore these distributions are
used in the hypothesis test.

The two remaining open parameters of the model, the masses of the mediator 𝑚𝐴 and of
the dark matter particle 𝑚𝜒, are used to perform a signal scan. In this signal scan, the 𝐶𝐿𝑠
value is calculated for a grid of signal points (𝑚𝐴, 𝑚𝜒). If 𝐶𝐿𝑠 < 0.05 for a signal point, that
signal point is considered to be excluded.

The signal scan is first performed on pseudo-data, which is determined from the SM pre-
diction to understand the behaviour of the fit and limit setting procedure. Then the signal
scan is then performed on the cross sections measured from full Run 2 data.

The results of the signal scan are given in Figure 14.1, which shows the𝑚𝐴−𝑚𝜒 mass plane.
The signal points are used to interpolate an exclusion contour. All signal points within the
contour are excluded at least at 95 % confidence level. The expected limits are determined
from the SM-only pseudo-data and are shown as a dashed line. The 1−𝜎-band, which contains
68 % of the toys, is indicated in green and the 2 − 𝜎-band, which contains 95 % of the toys, is
indicated in yellow. The limits observed from the data are shown as a solid black line.

The expected upper limit for the mediator mass is 𝑚𝐴 = 2260GeV and the expected upper
limit for the DM particle is 𝑚𝜒 = 660GeV. The measured data excludes the mass param-
eters of the model with 𝑚𝐴 < 2210GeV and 𝑚𝜒 < 600GeV (observed limits). This is an
improvement over the previous best ATLAS results of 5 % and 3 % respectively [17].

This result demonstrates the value of precise boson plus jet production cross section mea-
surements also for BSM physics interpretation. Especially the combination of several such
measurements in a coherent way helps to additionaly constrain systematic uncertainties and
improve the sensitivity.
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14. Interpretation of the Measured Cross Sections in the Context of Physics Beyond the
Standard Model

Figure 14.1.: Exclusion limits on the axial vector mediator simplified DM model.

The result also shows the valuable contribution made by the measurement of the 𝛾 + jets
final state, whichwas introduced here for the first time for amonojet-like searchwithATLAS.

All measured production cross sections are published unfolded to particle level. This
means that other models for BSM physics can be easily tested against the measured data.
These can include for example other simplified DMmodels, for example with a different me-
diator particle [57], or models for vector-like quarks [147]. The latter can benefit from this
measurement, as it predicts signal contributions to several of the final states measured here.
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15. Summary and Conclusion
Precise tests of the Standard Model are important to advance our knowledge of the fun-
damental particles and interactions. This includes validating and testing the modelling of
differential distributions by state-of-the art Monte Carlo generators. These tests also play an
important role in the search for Dark Matter. The existence of this elusive form of matter,
that makes up 23 % of the energy content in the universe, has been been confirmed by many
astrophysical observations. However the nature of Dark Matter is still unknown.

In the analysis presented here, differential cross sections of six processes including a boson
and at least one jet are measured at high boson transverse momentum using the full Run 2
dataset. These are 𝑍 → 𝜈𝜈 + jets, 𝑍 → 𝑒𝑒 + jets, 𝑍 → 𝜇𝜇 + jets, 𝑊 → 𝑒𝜈 + jets, 𝑊 → 𝜇𝜈 +
jets and 𝛾 + jets. These processes allow to test the Standard Model and especially Quantum
Chromodynamics at high momentum transfers. Furthermore, measurements of the 𝑍 → 𝜈𝜈
+ jets final state are used to search for Dark Matter, which would manifest itself as additional
signal contributions in this channel. The remaining boson plus jet processes are also impor-
tant in this context, since they constitute the dominant backgrounds to many searches for
beyond the Standard Model physics and their precise measurement will help to improve the
background modelling for future searches.

Differential cross sections for each boson plus jet process are measured in two phase space
regions that enhance different jet topologies. In the monojet phase space the boson is re-
quired to recoil against at least one high energetic jet - this is also the topology expected
from Dark Matter production. The differential cross section is measured as a function of the
boson 𝑝T. In the VBF phase space the electroweak vector boson fusion production channel is
enhanced. This channel has for example sensitivity to the invisible decay of the Higgs boson.
In the VBF phase space differential cross sections are measured as a function of boson 𝑝T,
the invariant mass of the two leading jets and the signed azimuthal angle between these jets.

An important part of the measurement is the precise estimation of contributions from
background processes. These can be grouped into backgrounds caused by fake objects and
backgrounds due to limited detector efficiency and acceptance.

Dedicated data-driven methods are used to provide a robust estimate of the fake back-
ground contributions in all regions. The fake 𝑝miss

T estimate with the Jet Smearing method,
the fake electron estimate with the matrix method and the fake photon estimate with the
2D-sideband method are discussed in detail.

For the backgrounds due to limited detector efficiency and acceptance a data-driven es-
timation method is employed, where the shape of the background is estimated using simu-
lation and the normalisation is extracted from control regions in data. The method is also
used to constrain systematic uncertainty contributions from the backgrounds to the mea-
sured cross section. In the Signal Region, which is the region expected to contain a potential
Dark Matter signal, the uncertainty contributions from these backgrounds were reduced sig-
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15. Summary and Conclusion

nificantly, thereby making this uncertainty subdominant.
All measured cross sections are corrected for detector-effects using iterative Bayesian un-

folding. This greatly facilitates the comparison of the measured cross sections with Standard
Model or beyond the Standard Model predictions.

The measured cross sections are used in a goodness-of-fit test to investigate the compat-
ibility with the Standard Model. Very good agreement is found in the fit, with p-values of
a combined fit across all regions in a given observable ranging from 𝑝 = 0.20 to 𝑝 = 0.74,
depending on the observable.

As no excess over the Standard Model predictions is observed, the measured data is used
to constrain a simplified Dark Matter model. CLs limits are set on Dark Matter produc-
tion with an axial-vector mediator coupling the Dark Matter to Standard Model quarks with
respective coupling strengths of 𝑔𝜒 = 1.0 and 𝑔𝑞 = 0.25. At 95 % confidence level the ob-
served (expected) limits are 𝑚𝐴 = 2210GeV(2260GeV) for the mass of the mediator and
𝑚𝜒 = 600GeV(660GeV) for the mass of the Dark Matter particle.
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A. Additional Information on the
Object and Event Selection

A.1. Trigger Items
The trigger system forms the basis of most physics analyses performed with ATLAS. Many
trigger items targeting different event topologies exist and a brief overview of the naming
scheme relevant to this measurement is given in the following. The triggers names consist
of several field separated by an underscore. Consider e.g HLT_xe110_mht_L1XE50. The first
field signifies that this trigger uses an HLT algorithm. The second field specifies the object, in
this case 𝑝miss

T (= xe), and the minimum energy an object needs to have, in this case 110GeV.
The third and following fields specify the specific configuration of this trigger, in this case
mht signifies that only hadronic jets were used in the calculation of 𝑝miss

T . If the last field is
prefixed by L1 it specifically gives the L1 trigger used to seed the event. Other possible values
for the different fields are given in Table A.0, if they are relevant for this measurement. More
information is given in [148][76][119].
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A. Additional Information on the Object and Event Selection

Field Values Description
1st (final trigger stage) HLT An HLT algorithm is used
2nd (object and threshold) xe𝑋𝑋 𝑝miss

T trigger, minimum 𝑝miss
T of 𝑋𝑋GeV

e𝑋𝑋 single electron trigger, minimum 𝑝T of 𝑋𝑋GeV
g𝑋𝑋 single photon trigger, minimum 𝑝T of 𝑋𝑋GeV
j𝑋𝑋 single jet trigger, minimum 𝑝T of 𝑋𝑋GeV

3rd and following mht only jets used in the 𝑝miss
T calculation

(configuration) pufit local pile-up suppression
nod0 no cut on transverse impact parameter 𝑑0
lhmedium likelihood identification, medium working point
medium cut-based identification, medium working point
ivarloose variable cone isolation, loose working point
etcut only cut on the electromagnetic cluster 𝐸T

last (L1 seed) L1XE𝑋𝑋 L1 𝑝miss
T trigger, minimum 𝑝miss

T of 𝑋𝑋GeV
L1EM𝑋𝑋VH L1 electromagnetic trigger,

minimum 𝑝T of 𝑋𝑋GeV,
varying threshold (V) and hadronic isolation (H)

Table A.0.: Glossary of trigger item name fields. Other working points for the likeli-
hood and cut-based identification include very loose (vloose), loose and tight
[148][76][119].
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B. Reducible Backgrounds - Additional
Studies and Figures

B.1. Multijet Background

B.1.1. Additional Control Region Plots
Figure B.1 shows the comparison between data, MC simulation and the normalised pseudo-
data as a function of 𝑝miss

T in the monojet phase space.
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Figure B.1.: 𝑝miss
T distribution in the multijet CR in the monojet phase space in the SR for col-

lision data,MC simulation and normalised pseudo-data in dark blue. The bottom
part of the figure shows the ratio of the data and the sum of the various process
predictions, with the statistical uncertainty on the data shown in grey and the
statistical uncertainty on the predictions shown in black. The systematic uncer-
tainty on the background estimate is shown as a shaded band.
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B. Reducible Backgrounds - Additional Studies and Figures

B.1.2. Results of the background estimate - Figures
Figure B.2 shows the results of the fake 𝑝miss

T estimate in the VBF phase space in the SR.
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Figure B.2.: Relative contribution of the multijet background to SR as a function of 𝑝miss
T (top

left), Δ𝜙𝑗𝑗 (top right) and 𝑚𝑗𝑗 (bottom) in the VBF phase space. The statistical
uncertainty is shown as error bars on the points and the systematic uncertainty
on the background estimate is shown as a grey hashed band.
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B.1. Multijet Background

B.1.3. Results of the Background Estimate - Tables
Table B.2 and Table B.2 show the result of the fake 𝑝miss

T background estimate in the SR for
the monojet and the VBF phase space.

Observable Background Estimate
𝑝miss
T [GeV] Monojet VBF
200-240 15960 6902
240-300 3585 1855
300-380 514 134
380-470 74 8
470-570 9 1
>570 <3 <1
Total 20145 8901

Table B.2.: Multijet background estimate in the SR region for 𝑝miss
T for the monojet and VBF

phase spaces.

Observable Background Estimate Observable Background Estimate
𝑚𝑗𝑗 [GeV] VBF Δ𝜙𝑗𝑗 [

𝑟𝑎𝑑
𝜋 ] VBF

200-270 235 [-1.0,-0.9] 841
270-380 2037 [-0.9,-0.8] 1836
380-510 3167 [-0.8,-0.7] 1001
510-660 1614 [-0.7,-0.6] 435
660-840 735 [-0.6,0.] 468
840-1040 517 [0.,0.6] 1023
1040-1270 279 [0.6,0.7] 208
1270-1520 105 [0.7,0.8] 1250
1520-1810 132 [0.8,0.9] 1536
>1810 80 [0.9,1.0] 303
Total 8901 8901

Table B.2.: Multijet estimate in the SR region for 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF.
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B. Reducible Backgrounds - Additional Studies and Figures

B.1.4. Additional validation region plots
Figure B.3 shows the comparison between data, MC simulation and the fake 𝑝miss

T estimate
for the observables in the VBF phase space.
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Figure B.3.: Comparison of data and MC in the multijet VR for the SR. Top row: 𝑝miss
T (left

panel) and Δ𝜙𝑗𝑗 (right panel) distributions in the VBF phase space. Bottom row:
𝑚𝑗𝑗 distribution in the VBF ps.
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B.2. Beam-induced Background

B.2. Beam-induced Background
Table B.3 and Table B.3 show the result of the fake BIB background estimate in the SR for
the monojet and the VBF phase space.

Observable Background Estimate
𝑝miss
T [GeV] Monojet VBF
200-240 5106 1261
240-300 1609 257
300-380 359 40
380-470 61 8
>470 30 15
Total 7165 1581

Table B.3.: BIB estimate for 𝑝miss
T in the monojet and VBF phase spaces.

Observable Background Estimate Observable Background Estimate
𝑚𝑗𝑗 [GeV] VBF Δ𝜙𝑗𝑗 [

𝑟𝑎𝑑
𝜋 ] VBF

200-270 271 [-1.0,-0.9] 31
270-380 346 [-0.9,-0.8] 44
380-510 234 [-0.8,-0.7] 64
510-660 177 [-0.7,-0.6] 43
660-840 141 [-0.6,0.] 631
840-1040 85 [0.,0.6] 603
1040-1270 56 [0.6,0.7] 42
1270-1520 74 [0.7,0.8] 39
1520-1810 67 [0.8,0.9] 49
>1810 130 [0.9,1.0] 35
Total 1581 1581

Table B.3.: BIB estimate in the SR region for 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗 in the VBF phase space.
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B.3. Fake Photon Background

B.3.1. Addition Information on the Shower Shape Identification

Category Description Name Usage

Hadronic leakage Ratio of 𝐸T in the first layer of the hadronic calorimeter to
𝐸T of the EM cluster (used over the ranges |𝜂| < 0.8 and
|𝜂| > 1.37)

𝑅had1 𝑒/𝛾

Ratio of 𝐸T in the hadronic calorimeter to 𝐸T of the EM
cluster (used over the range 0.8 < |𝜂| < 1.37)

𝑅had 𝑒/𝛾

EM third layer Ratio of the energy in the third layer to the total energy in
the EM calorimeter

𝑓3 𝑒

EM second layer Ratio of the sum of the energies of the cells contained in a
3 × 7 𝜂 × 𝜙 rectangle (measured in cell units) to the sum of
the cell energies in a 7 × 7 rectangle, both centred around
the most energetic cell

𝑅𝜂 𝑒/𝛾

Lateral shower width, √(Σ𝐸𝑖𝜂2𝑖 )/(Σ𝐸𝑖) − ((Σ𝐸𝑖𝜂𝑖)/(Σ𝐸𝑖))2,
where 𝐸𝑖 is the energy and 𝜂𝑖 is the pseudorapidity of cell 𝑖
and the sum is calculated within a window of 3 × 5 cells

𝑤𝜂2 𝑒/𝛾

Ratio of the sum of the energies of the cells contained in a
3 × 3 𝜂 × 𝜙 rectangle (measured in cell units) to the sum of
the cell energies in a 3 × 7 rectangle, both centred around
the most energetic cell

𝑅𝜙 𝑒/𝛾

EM first layer Total lateral shower width, √(Σ𝐸𝑖(𝑖 − 𝑖max)2)/(Σ𝐸𝑖), where 𝑖
runs over all cells in a window of Δ𝜂 ≈ 0.0625 and 𝑖max is the
index of the highest-energy cell

𝑤𝑠 tot 𝑒/𝛾

Lateral shower width, √(Σ𝐸𝑖(𝑖 − 𝑖max)2)/(Σ𝐸𝑖), where 𝑖 runs
over all cells in a window of 3 cells around the
highest-energy cell

𝑤𝑠 3 𝛾

Energy fraction outside core of three central cells, within
seven cells

𝑓side 𝛾

Difference between the energy of the cell associated with
the second maximum, and the energy reconstructed in the
cell with the smallest value found between the first and
second maxima

Δ𝐸𝑠 𝛾

Ratio of the energy difference between the maximum
energy deposit and the energy deposit in a secondary
maximum in the cluster to the sum of these energies

𝐸ratio 𝑒/𝛾

Ratio of the energy measured in the first layer of the
electromagnetic calorimeter to the total energy of the EM
cluster

𝑓1 𝑒/𝛾

Table B.3.: Discriminating variables used for electron and photon identification. The usage
column indicates if the variables are used for the identification of electrons, pho-
tons, or both. Adapted from [79].
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15− 10− 5− 0 5 10 15 20

 [GeV]T - 0.022Econe40
TE

20

40

60

80

100

120

140

160

180
310×

E
ve

nt
s

-1 = 13 TeV, 139.0 fbs
+jets AM, VBFγ

Data, tight

Data, non-tight

 sim. + non-tight dataγPrompt 

Figure B.4.: Calorimeter isolation energy distribution in 𝛾+jets AM region and the VBF phase
space without the calorimeter isolation requirement applied for events in data
with tight leading photons (black), non-tight leading photons (blue, normalized
to the tight data in 𝐸𝑐𝑜𝑛𝑒40𝑇 − 0.002𝐸𝑇 > 10). The sum of the simulation and non-
tight data (yellow) adequately describes the tight data.

B.3.2. Additional isolation energy distributions
Figure B.4 shows the data distribution (black) of the calorimeter isolation variable in the
𝛾+jets AM region. Also shown are a template for the fake photons (blue) and the sum (yellow)
of the MC simulation used to model the prompt photons and the fake photon template. The
fake photon template has been derived by requiring the non-tight identification instead of
the tight identification on the signal photon. To allow for a shape comparison, the template
is normalised to the data for 𝐸cone40T − 0.022𝐸T > 10.
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Figure B.5.: Track isolation energy distribution in 𝛾+jets AM region and the VBF phase space
without the track isolation requirement applied for events in data with tight lead-
ing photons (black), non-tight leading photons (blue, normalized to the tight data
in 𝑝𝑐𝑜𝑛𝑒20𝑇 −0.05 ×𝐸𝑇 > 10. The sum of the simulation and non-tight data (yellow)
adequately describes the tight data.

Figure B.5 shows the data distribution (black) in the 𝛾+jets AM region without the track
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isolation cut applied. The figure also shows a fake template (blue) derived by requiring the
non-tight identification instead of the tight identification on the signal photon and the sum
of the simulation prediction and the fake template (yellow). To allow for a shape comparison,
the fake template is normalized to the tight data for 𝑝𝑐𝑜𝑛𝑒20𝑇 − 0.05 × 𝐸𝑇 > 10.

B.3.3. Additional signal leakage distributions
The leakage fractions for the distributions in the VBF phase space are shown in Figure B.6
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Figure B.6.: Signal leakage for regions 𝐵 (red), 𝐶 (yellow) and 𝐷 in the VBF phase space as
function of 𝑝miss

T (top left), Δ𝜙𝑗𝑗 (top right) and 𝑚𝑗𝑗 (bottom).
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B.3.4. Additional Purity Distributions

Figure B.7 shows the purity of the 𝛾+jets AM region for the distributions in the VBF phase
space.
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Figure B.7.: Purity as a function of 𝑝miss
T (top left), 𝑚𝑗𝑗 (top right) and Δ𝜙𝑗𝑗 (bottom) in the VBF

phase space. The gray bands show the systematic uncertainty on the background
estimate.

B.3.5. Additional Uncertainty Distributions

Definition of the non-tight identification

The relative systematic uncertainty on the fake photon estimate in the VBF phase space due
to the definition of the loose𝐼 𝑉 identification is shown in Figure B.10.
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Figure B.8.: Relative uncertainty on the fake photon background due to the choice of the
loose𝐼 𝑉 identification in the VBF phase space as function of 𝑝miss

T (top left), Δ𝜙𝑗𝑗
(top right) and 𝑚𝑗𝑗 (middle left).

Residual Correlations between Isolation and Identification

The leakage fractions used to determine the correlation factor 𝑅 in the VBF phase space are
shown in Figure B.9. The relative systematic uncertainty on the fake photon estimate in the
VBF phase space due to the residual correlations between the identification and the isolation
is shown in Figure B.10.
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Figure B.9.: Leakage fractions used to determine the correlation factor 𝑅 in the VBF phase
space as function of 𝑝miss

T (top left), Δ𝜙𝑗𝑗 (top right) and 𝑚𝑗𝑗 (middle left).
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Figure B.10.: Relative uncertainty on the fake photon background due to residual correlations
between isolation and identification in the VBF phase space as function of 𝑝miss

T
(top left), Δ𝜙𝑗𝑗 (top right) and 𝑚𝑗𝑗 (middle left).

Dependence of the leakage fractions on the MC generator

Figure B.11 shows a comparison of the leakage fractions determinedwith Sherpa and Pythia
in the VBF phase space. The resulting relative uncertainty on the fake photon estimate is
shown in Figure B.12.
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Figure B.11.: Leakage fractions as function of 𝑝miss
T in the VBF phase space as function of

𝑝miss
T (top left), Δ𝜙𝑗𝑗 (top right) and 𝑚𝑗𝑗 (middle left).
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Figure B.12.: Relative uncertainty on the fake photon background due to dependence on the
MC generator in the VBF phase space as function of 𝑝miss

T (top left), Δ𝜙𝑗𝑗 (top
right) and 𝑚𝑗𝑗 (middle left).
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B.4. Fake Electron Background

B.4.1. Additional Real Efficiency Plots
This section shows the real efficiency maps for the 2015/16 (Figure B.13) and 2018 (Fig-
ure B.14) data periods.
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Figure B.13.: Real electron efficiency as a function of 𝑝T and 𝜂 for the 2015/16 data period.
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Figure B.14.: Real electron efficiency as a function of 𝑝T and 𝜂 for the 2018 data period.
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B.4.2. Smoothness of the Estimate
Figure B.15 shows the 𝑝T distribution of fake electrons predicted by the matrix method in
the validation region. It is visible that the lepton distribution is smooth, apart from statistical
fluctuations when moving from one trigger region the next. This demonstrates that varying
baseline definition due to the changing trigger selection does not impact the final result.
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Figure B.15.: 𝑝T distribution of fake electrons predicted by the matrix method in the valida-
tion region.
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B.4.3. Additional Fake Efficiency Plots
This section shows the fake efficiency maps for the 2015/16 (Figure B.16) and 2018 (Fig-
ure B.17) data periods.
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Figure B.16.: Fake electron efficiency as a function of electron 𝑝T and 𝜂 for the 2015/16 data
period.
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Figure B.17.: Fake electron efficiency as a function of electron 𝑝T and 𝜂 for the 2018 data
period.
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B.4.4. Additional Fake Background Estimate Results
This section shows the results tables for the fake electron background estimate (Table B.17).

Observable Background Estimate (±stat. ±syst.)
𝑝miss
T [GeV] Monojet VBF
200-240 8547 (1.8 %) ±801 ±633 1391 (2.0 %) ±282 ±96
240-300 5958 (1.8 %) ±561 ±441 1028 (2.0 %) ±238 ±80
300-380 2820 (1.8 %) ±349 ±210 467 (1.8 %) ±113 ±36
380-470 2095 (3.6 %) ±257 ±156 486 (5.0 %) ±167 ±38
470-570 775 (3.7 %) ±171 ±58 105 (2.8 %) ±20 ±8
570-670 496 (6.5 %) ±130 ±117 119 (8.4 %) ±63 ±23
670-790 210 (6.1 %) ±89 ±50 12 (1.7 %) ±15 ±2
790-910 87 (7.1 %) ±5 ±21 14 (6.2 %) ±1 ±3
910-1040 45 (8.1 %) ±1 ±11 7 (5.7 %) ±1 ±1
1040-1180 25 (9.6 %) ±1 ±6 3 (5.1 %) ±1 ±1
1180-1330 14 (13.5 %) ±1 ±3 4 (10.6 %) ±1 ±1
1330-2600 14 (21.9 %) ±1 ±3 0 (0.0 %) ±0 ±0
Total 21086 3636

Table B.17.: Fake electron background estimate in the 𝑊 → 𝑒𝜈 + jets AM region for 𝑝miss
T

for the monojet and VBF phase spaces. The relative contribution is given in
brackets. The first uncertainty column gives the statistical, the second column
the systematic uncertainty.
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Figure B.18.: Relative uncertainty on the fake electron background estimate due to the fake
efficiency as a function of 𝑝miss

T (top left) in the monojet phase space and 𝑝miss
T

(top right), 𝑚𝑗𝑗 (bottom left) and Δ𝜙𝑗𝑗 (bottom right) in the VBF phase space.

B.4.5. Additional Relative Systematic Uncertainty Distributions
This section shows additional relative systematic uncertainty distributions (Figure B.18).
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C. Background Contributions due to
Limited Detector Efficiency and
Acceptance - Additional Studies and
Figures

C.1. Relative 𝑡 ̄𝑡 Contribution
Figure C.1 shows the relative contribution of 𝑡 ̄𝑡 events to the total background due to top
quark decays as a function of 𝑝miss

T in the monojet phase space in the SR, the 𝑊 → 𝑒𝜈 + jets
AM region and the 𝑊 → 𝜇𝜈 + jets AM region.
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Figure C.1.: Relative contribution of 𝑡 ̄𝑡 events to the total 𝑡𝑜𝑝 background as a function of
𝑝miss
T in the monojet phase space in the SR (top), the 𝑊 → 𝑒𝜈 + jets AM region

(bottom left) and the 𝑊 → 𝜇𝜈 + jets AM region (bottom right).
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C.2. Signal Region Backgrounds - Additional figures

C.2.1. Pre-fit plots

The comparison of data andMC simulation in the CRs is shown in Figure C.2 as a function of
𝑝miss,real
T in the VBF phase space, in Figure C.3 as a function of𝑚𝑗𝑗 in the VBF phase space and

in Figure C.4 as a function of Δ𝜙𝑗𝑗 in the VBF phase space. The top panel of each plot shows
themeasured data (black points) and theMC simulation predictions. The bottom panel shows
the ratio of data and the total prediction. The shaded bands show the experimental (red) and
theoretical (blue) systematic uncertainties on theMC simulation. Good shape agreement and
a constant normalisation offset is observed for the𝑊 → 𝑒𝜈 + jets CR (top left),𝑊 → 𝜇𝜈 + jets
CR (top right) and 𝑊 → 𝜏𝜈 + jets CR (bottom left)
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Figure C.2.: Comparison of data andMC simulation in the CRs used to constrain and validate
the dominant backgrounds as a function of 𝑝miss,real

T in the SR in the VBF phase
space. The bands show the experimental (red) and theoretical (blue) systematic
uncertainties. The black error bars show the combined statistical uncertainty on
the data and the MC simulation. Top left panel: 𝑊 → 𝑒𝜈 + jets CR, top right
panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right
panel: top CR.
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Figure C.3.: Comparison of data andMC simulation in the CRs used to constrain and validate
the dominant backgrounds as a function of 𝑚𝑗𝑗 in the SR in the VBF phase space.
The bands show the experimental (red) and theoretical (blue) systematic uncer-
tainties. The black error bars show the combined statistical uncertainty on the
data and the MC simulation. Top left panel: 𝑊 → 𝑒𝜈 + jets CR, top right panel:
𝑊 → 𝜇𝜈 + jets CR, bottom left panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right panel: top
CR.
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Figure C.4.: Comparison of data andMC simulation in the CRs used to constrain and validate
the dominant backgrounds as a function of Δ𝜙𝑗𝑗 in the SR in the VBF phase space.
The bands show the experimental (red) and theoretical (blue) systematic uncer-
tainties. The black error bars show the combined statistical uncertainty on the
data and the MC simulation. Top left panel: 𝑊 → 𝑒𝜈 + jets CR, top right panel:
𝑊 → 𝜇𝜈 + jets CR, bottom left panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right panel: top
CR.

C.2.2. Post-fit figure

The consistency of the normalisation factors 𝑘𝑋 for the backgrounds in the VBF phase space
is verified by comparing the agreement of data and the normalised MC simulation samples.
This is shown in Figure C.5 as a function of 𝑝miss

T , in Figure C.6 as a function of 𝑚𝑗𝑗 and in
Figure C.7 as a function of Δ𝜙𝑗𝑗 together with the systematic uncertainties.
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Figure C.5.: Comparison of data andMC simulation in the CRs used to constrain and validate
the dominant backgrounds in the 𝑝miss

T +jets region in the VBF phase space. The
shaded bands show the systematic uncertainties on the theory predictions. Top
left panel: 𝑊 → 𝑒𝜈 + jets CR, top right panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left
panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right panel: top CR.
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Figure C.6.: Comparison of data and MC simulation in the CRs used to constrain and vali-
date the dominant backgrounds in the 𝑚𝑗𝑗 region in the VBF phase space. The
shaded bands show the systematic uncertainties on the theory predictions. Top
left panel: 𝑊 → 𝑒𝜈 + jets CR, top right panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left
panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right panel: top CR.
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Figure C.7.: Comparison of data and MC simulation in the CRs used to constrain and vali-
date the dominant backgrounds in the Δ𝜙𝑗𝑗 region in the VBF phase space. The
shaded bands show the systematic uncertainties on the theory predictions. Top
left panel: 𝑊 → 𝑒𝜈 + jets CR, top right panel: 𝑊 → 𝜇𝜈 + jets CR, bottom left
panel: 𝑊 → 𝜏𝜈 + jets CR, bottom right panel: top CR.
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C.3. Correlations Introduced by the Background
Normalisation

The background subtraction procedure introduces correlations between the SR and the𝑊 →
𝑒𝜈 + jets AM and 𝑊 → 𝜇𝜈 + jets AM regions. This happens because the 𝑊 → 𝑒𝜈 + jets CR
(𝑊 → 𝜇𝜈 + jets CR) and the 𝑊 → 𝑒𝜈 + jets AM region (𝑊 → 𝜇𝜈 + jets AM region) are not
orthogonal, but have overlapping event selections1 and share events. The size and origin of
these correlations is discussed in this section for the 𝑊 → 𝑒𝜈 + jets CR as an example, the
conclusions also hold for the 𝑊 → 𝜇𝜈 + jets CR.

The correlation between the 𝑝miss
T distribution in𝑊 → 𝑒𝜈 + jets AM region and the 𝑝miss,real

T
distribution in the 𝑊 → 𝑒𝜈 + jets CR is calculated using the bootstrap method and shown in
Figure C.9 for the monojet phase space. It is clearly visible by the shifted diagonal that
both distributions are correlated. The shift is explained by the different definition of the
observables, where 𝑝miss

T in the𝑊 → 𝑒𝜈 + jets AM region is calculated by adding the electron
𝑝T to the 𝑝miss,real

T . This typically leads to 𝑝miss
T > 𝑝miss,real

T for a given event.
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Figure C.8.: Correlation between 𝑝miss
T in the 𝑊 → 𝑒𝜈 + jets AM region and 𝑝miss,real

T in the
𝑊 → 𝑒𝜈 + jets CR. Lighter colours indication a higher degree of correlation.

1See Table 5.3 for the definition of the𝑊 → 𝑒𝜈 + jets AM region and Table 9.2 for the definition of the𝑊 → 𝑒𝜈
+ jets CR.
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This correlation with the 𝑊 → 𝑒𝜈 + jets AM region also propagates to the background-
subtracted data in the SR region via the normalization factors determined from the 𝑊 → 𝑒𝜈
+ jets CR. To understand the impact on the SR, the bootstrap method is used to determine the
correlations between the background-subtracted data in the SR and background-subtracted
data in the𝑊 → 𝑒𝜈 + jets AM region for the case where the backgrounds are not normalized
with the 𝑘𝑋 and the case where the normalization is applied. The result is shown in Figure C.9
for the 𝑝miss

T distribution in the monojet phase space. The top panel of Figure C.9 shows the
correlation for the case of purelyMC simulation based subtraction, without application of the
normalization factors. As expected, no correlation is observed, since the SR and the 𝑊 → 𝑒𝜈
+ jets AM region are defined orthogonal. The bottom panel shows the correlation for the
case of background subtraction where theMC samples have been scaled with normalization
factors determined above. In this case a small anti-correlation is observed, mostly between
𝑝miss
T of 240GeV and 470GeV in the 𝑊 → 𝑒𝜈 + jets AM region and 𝑝miss

T between 200GeV
and 670GeV in the SR. The anti-correlation is caused by the fact that an increased number of
correlated events in the𝑊 → 𝑒𝜈 + jets AM region, leads to a larger normalization factor. The
larger normalization factor leads to the subtraction of more background and hence a reduced
number of events in the SR. The localization of the anti-correlation can be understood as
well. The value of the normalization factor is mostly determined by the first few bins of the
𝑝miss,real
T distribution in the 𝑊 → 𝑒𝜈 + jets CR, since they have the highest statistics. This

means that the normalization factor is correlated to these bins. As shown in Figure C.9, the
lowest 𝑝miss

T bins in the 𝑊 → 𝑒𝜈 + jets CR are correlated to the bins between 240GeV and
470GeV in 𝑝miss

T in the 𝑊 → 𝑒𝜈 + jets AM region.

The correlation introduced by the background subtraction procedure between SR and the
𝑊 → 𝑒𝜈 + jets AM (𝑊 → 𝜇𝜈 + jets AM) region are relatively small and are localized to a few
bins. However they are fully taken into account, thanks to the bootstrap method, which is
consistently used in all steps of the analysis.

188



C.3. Correlations Introduced by the Background Normalisation

0.00 -0.01 0.02 0.00 0.01 -0.01 0.00 0.00 -0.00 0.01 -0.02

-0.02 -0.00 -0.01 0.01 -0.00 -0.00 0.01 0.01 0.00 -0.00 0.00

-0.00 -0.02 -0.00 0.00 -0.00 -0.00 -0.00 0.01 -0.01 0.01 0.01

0.00 0.00 -0.00 -0.00 0.01 0.01 0.00 -0.02 -0.02 0.02 0.00

-0.01 0.00 0.00 0.01 -0.02 -0.00 0.00 -0.00 -0.00 -0.01 -0.00

0.00 0.00 0.00 -0.00 -0.01 -0.00 -0.00 0.01 0.02 -0.01 -0.01

0.01 -0.02 -0.02 0.02 0.01 -0.00 0.03 -0.01 0.02 0.01 0.00

-0.01 -0.02 -0.00 0.02 0.00 0.00 -0.01 -0.00 -0.00 0.01 -0.01

-0.01 0.00 -0.01 -0.01 -0.01 -0.01 -0.02 0.01 -0.02 -0.01 0.01

-0.01 0.01 0.00 0.00 -0.01 0.00 -0.02 -0.01 -0.01 0.00 0.01

-0.01 -0.00 -0.01 0.01 -0.00 -0.02 0.00 0.00 -0.00 -0.01 -0.01

200 240 300 380 470 570 670 790 910 1040 1180

 bin in the SR [GeV]miss
T

p

200

240

300

380

470

570

670

790

910

1040

1180

 +
 je

ts
 r

eg
io

n 
[G

eV
]

ν
 e

 
→

 b
in

 in
 th

e 
W

m
is

s
Tp

-0.00 -0.01 0.01 -0.00 0.00 -0.01 0.00 0.00 -0.00 0.01 -0.02

-0.04 -0.03 -0.02 0.00 -0.01 -0.00 0.01 0.01 0.00 -0.00 0.00

-0.05 -0.06 -0.03 -0.01 -0.01 -0.01 -0.00 0.01 -0.01 0.01 0.01

-0.03 -0.02 -0.02 -0.01 0.00 0.01 0.00 -0.02 -0.02 0.02 0.00

-0.03 -0.01 -0.01 0.00 -0.02 -0.00 -0.00 -0.00 -0.00 -0.01 -0.00

-0.01 -0.01 -0.00 -0.00 -0.01 -0.00 -0.00 0.01 0.02 -0.01 -0.01

0.01 -0.01 -0.02 0.02 0.01 -0.00 0.03 -0.01 0.02 0.01 0.00

-0.03 -0.03 -0.01 0.01 -0.00 0.00 -0.02 -0.00 -0.01 0.01 -0.01

-0.01 -0.00 -0.01 -0.01 -0.01 -0.01 -0.02 0.01 -0.02 -0.01 0.01

-0.01 0.00 -0.00 0.00 -0.01 0.00 -0.02 -0.01 -0.01 0.00 0.01

-0.01 -0.00 -0.01 0.02 -0.00 -0.02 0.00 0.00 -0.00 -0.01 -0.01

200 240 300 380 470 570 670 790 910 1040 1180

 bin in the SR [GeV]miss
T

p

200

240

300

380

470

570

670

790

910

1040

1180

 +
 je

ts
 r

eg
io

n 
[G

eV
]

ν
 e

 
→

 b
in

 in
 th

e 
W

m
is

s
Tp
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D. Detector-level Modelling of the
Measured Observables - Additional
Figures

In this chapter the detector level comparison of the measured data and the different con-
tributions from MC simulation and the background estimates is shown. Figure D.1 shows
the 𝑝miss

T distribution in the monojet phase space. Figure D.2, Figure D.3 and Figure D.4
respectively show the 𝑝miss

T , Δ𝜙𝑗𝑗 and 𝑚𝑗𝑗 distributions in the VBF phase space.
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Figure D.1.: Comparison between data, the signalMC simulation, the data-constrained back-
groundMC simulation and the fake background estimates as a function of 𝑝miss

T
in the monojet phase space in the SR (top left), the 𝛾+jets AM region (top right),
the𝑊 → 𝑒𝜈 + jets AM region (middle left), the𝑊 → 𝜇𝜈 + jets AM region (middle
right), the 𝑍 → 𝑒𝑒 + jets AM region (bottom left) and the 𝑍 → 𝜇𝜇 + jets AM
region (bottom right). The error bars include the statistical uncertainty on the
data, the MC simulation and the fake background estimates. The experimental
(grey) and theoretical (red) systematic uncertainties are shown as hashed bands.
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D. Detector-level Modelling of the Measured Observables - Additional Figures
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Figure D.2.: Comparison between data, the signalMC simulation, the data-constrained back-
groundMC simulation and the fake background estimates as a function of 𝑝miss

T
in the VBF phase space in the SR (top left), the 𝛾+jets AM region (top right), the
𝑊 → 𝑒𝜈 + jets AM region (middle left), the 𝑊 → 𝜇𝜈 + jets AM region (middle
right), the 𝑍 → 𝑒𝑒 + jets AM region (bottom left) and the 𝑍 → 𝜇𝜇 + jets AM
region (bottom right). The error bars include the statistical uncertainty on the
data, the MC simulation and the fake background estimates. The experimental
(grey) and theoretical (red) systematic uncertainties are shown as hashed bands.
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Figure D.3.: Comparison between data, the signalMC simulation, the data-constrained back-
ground MC simulation and the fake background estimates as a function of Δ𝜙𝑗𝑗
in the VBF phase space in the SR (top left), the 𝛾+jets AM region (top right), the
𝑊 → 𝑒𝜈 + jets AM region (middle left), the 𝑊 → 𝜇𝜈 + jets AM region (middle
right), the 𝑍 → 𝑒𝑒 + jets AM region (bottom left) and the 𝑍 → 𝜇𝜇 + jets AM
region (bottom right). The error bars include the statistical uncertainty on the
data, the MC simulation and the fake background estimates. The experimental
(grey) and theoretical (red) systematic uncertainties are shown as hashed bands.
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Figure D.4.: Comparison between data, the signalMC simulation, the data-constrained back-
ground MC simulation and the fake background estimates as a function of 𝑚𝑗𝑗
in the VBF phase space in the SR (top left), the 𝛾+jets AM region (top right), the
𝑊 → 𝑒𝜈 + jets AM region (middle left), the 𝑊 → 𝜇𝜈 + jets AM region (middle
right), the 𝑍 → 𝑒𝑒 + jets AM region (bottom left) and the 𝑍 → 𝜇𝜇 + jets AM
region (bottom right). The error bars include the statistical uncertainty on the
data, the MC simulation and the fake background estimates. The experimental
(grey) and theoretical (red) systematic uncertainties are shown as hashed bands.
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E. Additional Unfolding Studies

E.1. Detector Response Matrices

Figure E.1 shows example response matrices for the 𝑝miss
T , the Δ𝜙𝑗𝑗 and the 𝑚𝑗𝑗 distribution

in the VBF phase space.
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Figure E.1.: Examples for detector response matrices for the 𝑝miss
T distribution (top panel),

the Δ𝜙𝑗𝑗 distribution and the 𝑚𝑗𝑗 distribution in the VBF phase space.
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E. Additional Unfolding Studies

E.2. Purity and Stability

Two important quantities of the response matrix 𝐴 that help to judge the amount of migra-
tions are the purity and stability of matched events 1. The purity is defined as the fraction of
events in a bin on detector level that are in the same bin on particle level, or

purity𝑖 =
𝐴𝑖𝑖

∑𝑗𝐴𝑖𝑗
(E.1)

and allows to judge what fraction of events in a bin on detector level actually stem from the
corresponding bin on particle level. 1−purity𝑖 gives the fraction of events migrating in from
a neighbouring particle level bin.

The stability is defined as the fraction of events in a bin on particle level that are in the
same bin on detector level

stability𝑖 =
𝐴𝑖𝑖

∑𝑖𝐴𝑖𝑗
(E.2)

and allows to judge what fraction of the events remains in a given particle level bin and what
fraction migrates out, the latter being given by 1 − stability.

Figure E.2 shows the purity (top panel) and stability (bottompanel) for 𝑝miss
T in themonojet

phase space in all regions. In general both the purity and stability are high (above 50 %) with
decreasing values towards lower 𝑝miss

T , where the binning of the distributions becomes finer,
which leads to a slight increase in migrations. In all distributions jumps can be observed in
the lowest bin, which are caused by the phase-space boundary. The underflow bins added for
the unfolding process ensure that these jumps occur outside of the range of themeasurement.
Furthermore it is visible that the purities are very similar in all regions of the measurement.
The reason for this is that the modelling of the boson 𝑝T on particle level is very similar for
all processes. The differences observed in the stability for the different processes is a direct
consequence of the varying detector resolution for different particles in the final state.

1There are several ways to define the diagnostic quantities used to understand the unfolding procedure. The
definitions chosen here try to separate the migration effects of the unfolding from the matching efficiency
effects (discussed in section Section 11.2.2) to easier understand the impact of the two.
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E.2. Purity and Stability
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Figure E.2.: Purity (top panel) and stability (bottom panel) for 𝑝miss
T in the monojet phase

space for the 𝑍 → 𝜈𝜈 + jets (dark red), 𝑍 → 𝑒𝑒 + jets (dark blue), 𝑍 → 𝜇𝜇 + jets
(light blue), 𝑊 → 𝑒𝜈 + jets (green), 𝑊 → 𝜇𝜈 + jets (pink) and 𝛾+jets AM (brown)
regions.
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E. Additional Unfolding Studies

E.3. Efficiency Distributions
Figure E.3 shows the unfolding efficiencies for all regions and distributions in the monojet
and VBF phase spaces.
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Figure E.3.: Efficiency distributions in all regions for 𝑝miss
T in the monojet phase space (top

left), 𝑝miss
T in the VBF phase space (top right), Δ𝜙𝑗𝑗 in the VBF phase space (bottom

left), 𝑚𝑗𝑗 in the VBF phase space (bottom right).
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E.3.1. Fake Fraction Distributions
Figure E.4 shows the unfolding fake fractions for all regions and distributions in the monojet
and VBF phase spaces.
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Figure E.4.: Fake fraction distributions in all regions for 𝑝miss
T in the monojet phase space

(top left), 𝑝miss
T in the VBF phase space (top right), Δ𝜙𝑗𝑗 in the VBF phase space

(bottom left), 𝑚𝑗𝑗 in the VBF phase space (bottom right).

E.3.2. Bias due to Mismodelling of Hidden Observables
The hidden observable test is used to quantify the impact of observables that are not directly
used in the unfolding, but could impact the unfolded result indirectly due to poor modelling.
Examples for these hidden variables are the 𝑝T, 𝜂 and 𝜙 of jets and leptons.

The test is performed similar to the data-driven closure test discussed in the previous sec-
tion. An alternative MC simulation sample is constructed for each hidden variable in each
phase space, by reweighting theMC simulation event-by-event such that the agreement be-
tween data and MC simulation is close to perfect for the hidden variable. The reweight-
ing functions are determined with the algorithm developed for the data-driven closure test.
As an example the jet multiplicity distribution before (left) and after (right) reweighting is
shown in Figure E.5. While there is a strong shape discrepancy in the unreweighted case the
reweighted MC simulation shows good agreement with the efficiency-corrected data.
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Figure E.5.: Comparisons betweenmatched MC simulation and efficiency-corrected data the
for jet multiplicity distribution in the monojet phase space in the 𝑍 → 𝜇𝜇 + jets
AM region. The unreweighted MC simulation is shown in the left panels, the
final reweightedMC simulation is shown in the right panels.

The alternative MC simulation sample is treated as pseudo-data and for each observable
in the measurement the detector level spectrum determined from the pseudo-data is un-
folded with the nominalMC simulation. The unfolded result is then compared to the particle
level spectrum of the observable in pseudo-data. The major difference to the data-driven
closure test, is that the observables are not directly reweighted, but indirectly via the hid-
den variables. Any deviations are treated as systematic uncertainties. The final systematic
uncertainty for a given observable in a given region and phase space is constructed by sym-
metrizing the single uncertainties derived for each hidden variable and the summing them
quadratically.

E.3.3. Signal injection Ttest

One goal of thismeasurement is to use the unfolded data to search for BSMphysics. Therefore
it is important to verify that the unfolding procedure has nomajor impact on potential signals
of BSM physics that might be present in the measured data.

To verify that no bias is introduced on these BSM signals a signal injection test is per-
formed2. The test is performed representatively in the SR and two different signals are in-
jected.. For each signal pseudo-data is created by adding the detector spectrum of the BSM
signal to the nominal SM signal MC simulation sample (𝑍 → 𝜈𝜈 + jets) in the SR. Figure E.6
shows the nominal SM signal MC simulation sample plus the injected BSM signal (blue) to-
gether with the nominal SM signal alone (black) for the 𝑝miss

T distribution in the monojet
phase space. The bottom part of each panel shows the ratio of the two. Each test signal
exhibits different features. While the pseudo-scalar mediator DM model DMP (left panel) is
distributed over the bulk of the distribution, the DMA model signal (right panel) are more

2This is non-trivial, since the BSM signal can not be accounted for when constructing the migration matrix
and the efficiency and fake corrections.
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Figure E.6.: Comparison of the detector level distributions of the nominal SM signal plus the
BSM signal (blue) and the BSM signal alone (black) in SR in the monojet phase
space. Left panel: pseudo-scalar model with 𝑚 = 1GeV and 𝑚P = 50GeV. Right
panel: axial-vector model with 𝑚 = 1GeV and 𝑚A = 700GeV.

prominent in the tail. The DMA model signal point has been chosen such that it has a very
large signal contribution as an example for an extreme signal case.

The impact of the injected signals is tested by unfolding the pseudo-data (nominal SM
signal + BSM signal) with the nominal signal MC alone. The unfolded distribution is then
compared to the particle level distribution of the pseudo-data. The results of the comparison
are shown in Figure E.7. For the DMP model a negligible bias of < 0.5 % is observed, for
the extreme signal case of the DMA model a slightly larger bias is observed, which still is
below < 2.0 %. However, if a signal of the size of the DMA model point chosen here would
be observed on detector level in data, the analysis strategy would be modified accordingly to
account for the discovery of BSM physics. For a more realistic case like the DMP model, the
impact of the unfolding on a potential signal is negligible.

E.3.4. Additional reweighted distributions of the data-driven closure
test

Figure E.8 shows two more examples of reweighted distributions. The top panels show the
agreement between thematched MC simulation and the efficiency-corrected data before (left)
and after (right) the reweighting for the Δ𝜙𝑗𝑗 distribution in the VBF phase space in the𝑊 →
𝑒𝜈 + jets AM region. The bottom panels show the same for the 𝑝miss

T distribution in the
monojet phase space in the 𝑍 → 𝑒𝑒 + jets AM region. In all cases good agreement is observed
after the reweighting. Please note that discrepancies in a few bins are acceptable, since no
perfect agreement is necessary to perform the data-driven closure test.
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Figure E.7.: Comparison of the unfolded pseudo-data distributions (nominal SM signal plus
BSM signal) in blue with the particle level pseudo-data distribution in black. Left
panel: pseudo-scalar model with 𝑚𝜒 = 1GeV and 𝑚P = 50GeV. Right panel:
axial-vector model with 𝑚𝜒 = 1GeV and 𝑚A = 700GeV.
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Figure E.8.: Comparisons between matched MC simulation and efficiency-corrected data for
Δ𝜙𝑗𝑗 in the VBF phase space in the𝑊 → 𝑒𝜈 + jets AM region (top panels) and 𝑝miss

T
in the monojet phase space in the 𝑍 → 𝑒𝑒 + jets AM region (bottom panels). The
unreweighted MC simulation is shown in the left panels, the final reweighted
MC simulation is shown in the right panels.
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F. Measured Differential Cross Sections
This chapter shows all measured differential cross sections. Figure F.1 shows the differential
cross sections as a function of the boson 𝑝T in the monojet phase space. Figure F.2, Figure F.4
and Figure F.3 show the differential cross sections as a function of the boson 𝑝T, 𝑚𝑗𝑗 and Δ𝜙𝑗𝑗
in the VBF phase space.
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Figure F.1.: Differential cross sections as a function of the boson 𝑝T in the monojet phase
space for the 𝑍 → 𝜈𝜈 + jets (top left), the 𝛾 + jets (top right), the 𝑊 → 𝑒𝜈 + jets
(middle left), the 𝑊 → 𝜇𝜈 + jets (middle right), the 𝑍 → 𝑒𝑒 + jets (bottom left)
and the 𝑍 → 𝜇𝜇 + jets (bottom right) final states. The cross sections predicted by
Sherpa are shown in blue. The statistical uncertainty on the cross section (black)
and the prediction (blue) is shown as error bars on the respective points. The
experimental (red) and theoretical (blue) systematic uncertainties are shown as
hashed bands.
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Figure F.2.: Differential cross sections as a function of the boson 𝑝T in the VBF phase space for
the 𝑍 → 𝜈𝜈 + jets (top left), the 𝛾 + jets (top right), the𝑊 → 𝑒𝜈 + jets (middle left),
the𝑊 → 𝜇𝜈 + jets (middle right), the 𝑍 → 𝑒𝑒 + jets (bottom left) and the 𝑍 → 𝜇𝜇 +
jets (bottom right) final states. The cross sections predicted by Sherpa are shown
in blue. The statistical uncertainty on the cross section (black) and the prediction
(blue) is shown as error bars on the respective points. The experimental (red) and
theoretical (blue) systematic uncertainties are shown as hashed bands.
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Figure F.3.: Differential cross sections as a function of Δ𝜙𝑗𝑗 in the VBF phase space for the
𝑍 → 𝜈𝜈 + jets (top left), the 𝛾 + jets (top right), the𝑊 → 𝑒𝜈 + jets (middle left), the
𝑊 → 𝜇𝜈 + jets (middle right), the 𝑍 → 𝑒𝑒 + jets (bottom left) and the 𝑍 → 𝜇𝜇 +
jets (bottom right) final states. The cross sections predicted by Sherpa are shown
in blue. The statistical uncertainty on the cross section (black) and the prediction
(blue) is shown as error bars on the respective points. The experimental (red) and
theoretical (blue) systematic uncertainties are shown as hashed bands.
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Figure F.4.: Differential cross sections as a function of 𝑚𝑗𝑗 in the VBF phase space for the
𝑍 → 𝜈𝜈 + jets (top left), the 𝛾 + jets (top right), the𝑊 → 𝑒𝜈 + jets (middle left), the
𝑊 → 𝜇𝜈 + jets (middle right), the 𝑍 → 𝑒𝑒 + jets (bottom left) and the 𝑍 → 𝜇𝜇 +
jets (bottom right) final states. The cross sections predicted by Sherpa are shown
in blue. The statistical uncertainty on the cross section (black) and the prediction
(blue) is shown as error bars on the respective points. The experimental (red) and
theoretical (blue) systematic uncertainties are shown as hashed bands.
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Statistical inference is a central part of this analysis and physics measurements in general.
However in the context of a particle physics measurement exact methods are often difficult to
employ, since the probability density function (PDF) are typically very complex or not known.
Examples for this are the correlation between twomeasurements of the same physics process
in different phase space regions, the determination of meaningful statistical uncertainties
on experimental systematic uncertainties or the determination of statistical uncertainties
and correlations between different bins of the measurement after detector-correcting the
measured data.

Bootstrapping[149] is a simple and powerful resampling technique that adresses this prob-
lem and allows to make inferences directly from the measured data or MC simulation, with
large computing power needed as the main cost. It is based on the empirical distribution
function and the plug-in principle. This chapter gives a brief introduction to bootstrapping
closely following [150] and [136], where more detailed information can be found.

G.1. The Empirical Distribution Function and the Plug-in
Principle

Following [150] if the underlying PDF 𝐹 of a random sample 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) of size 𝑛 is
not known, it can be estimated by the empirical distribution function ̂𝐹.

̂𝐹 is defined as the distribution that assigns a probability of 1
𝑛 to each of the 𝑥𝑖. Thus an

“empirical probability” for an 𝑥𝑖 to occur is given by

𝑃 ̂𝐹 (𝑥𝑖) =
#𝑥𝑖
𝑛
. (G.1)

The plug-in principle states that a parameter 𝜃 = 𝑡 (𝐹) of the underlying PDF 𝐹 can be
estimated using the empirical distribution function ̂𝐹 as

̂𝜃 = 𝑡 ( ̂𝐹 ) . (G.2)

Typically the result of Equation G.2 is only useful if it is possible to also determine the
standard error 𝑠𝑒 ̂𝐹 (𝜃). While formulas exist for some simple statistics (e.g. the sample mean),
their derivation can become very complex for more complicated cases. Calculating the stan-
dard error is one very important use-case of Bootstrapping [150].
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G.2. Estimating the Standard Error using the Bootstrap
Method

The first step of the Bootstrapping algorithm described in [150] is to resample the original
random sample 𝑥 by drawing 𝑛 times from the empirical distribution function ̂𝐹 function. This
creates a bootstrap replica 1

𝑥∗ = (𝑥∗1 , 𝑥∗2 , … , 𝑥∗𝑛 ) . (G.3)

Note that this sampling corresponds to drawing with replacement, so a given 𝑥𝑖 can appear
once, several times or not at all in 𝑥∗. This process is repeated to create in total 𝐵 replica.
The second step is to evaluate the parameter ̂𝜃 = 𝑡 ( ̂𝐹 ) for each bootstrap replica, giving 𝐵
bootstrapped parameters ( ̂𝜃∗1 , ̂𝜃∗2 , … , ̂𝜃∗𝐵). In a third step the bootstrap estimate of the standard
error 𝑠𝑒 ̂𝐹 (𝜃) is calculated as the sample standard deviation of the ̂𝜃∗𝑗 determined from the
bootstrap replica using the plug-in principle

𝑠𝑒 ̂𝐹 (𝜃) = {
𝐵
∑
𝑏=1

[ ̂𝜃∗𝑏 − ̂𝜃
∗
]
2
/ (𝐵 − 1)}

1
2

. (G.4)

This means that we have replaced the potentially difficult calculation of 𝑠𝑒 ̂𝐹 (𝜃) using math-
ematical means, by raw computing power to perform the calculation of ̂𝜃∗ many times over
the independently fluctuated bootstrap replica and then use the simple calculation of the
standard deviation to get an estimate of 𝑠𝑒 ̂𝐹 (𝜃) [150]. This is called the non-parametric boot-
strap, since only the empirical distribution function is used to draw the bootstrap replica. The
algorithm is demonstrated for a simple toy example in the following section.

Typically the bootstrap estimate of the standard error has only a small bias and a small
standard deviation, given a large enough number of bootstrap replica 𝐵 [150]. The necessary
size of 𝐵 is problem dependent and needs to be investigated case-by-case. In this measure-
ment, depending on the use-case and the available computation power for the given problem,
100 to 10 000 bootstrap replica are used.

G.2.1. Simple Example: Standard Error of the Mean
A simple example is given in this section to illustrate the estimate of the standard error of
the mean using bootstrapping. The sample 𝐹 with unknown underlying PDF is shown in
the top left panel of Figure G.1. The analytically calculated values of the mean and its error
(3.66 ± 0.32) are also given.

The associated empirical distribution function ̂𝐹 is used to create 500 bootstrap replica. One
example is shown in the top right panel of Figure G.1, together with the mean calculated for
this particular bootstrap replica.

To obtain the error of the mean of 𝐹, the mean is calculated for each bootstrap replica.
The distribution of means is shown in the bottom panel of Figure G.1. The root-mean-square
1The notation deviates from [150] here.
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Figure G.1.: Top left: Sample 𝐹 with unknown underlying PDF. Top right: Bootstrap replica
number 124. Bottom: Distribution of the means of all 500 bootstrap replicas.
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(RMS) of this distribution is used to estimate the standard error of the mean. The result if the
bootstrap estimate (3.66 ± 0.32) agrees with the analytic calculation.

This example, while trivial, demonstrates the power of the bootstrap: The calculation of
the error of a quantity is replaced by many calculations of the quantity and the calculation
of the RMS.

G.3. Bootstrap Implementation used in this
Measurement

While the examples given so far assumed no previous knowledge on the underlying PDF
𝐹, for a counting experiment, such as this analysis, it is known that the events in a given
bin follow a Poissonian distribution. This allows for a refined version of bootstrapping, the
so-called parametric bootstrap, presented in the following.

The idea behind the parametric bootstrap is to resample the underlying PDF 𝐹 instead of
the empirical distribution function ̂𝐹 when creating the bootstrap replica. This is achieved by
creating 𝐵 empty replica (𝑅1, 𝑅2, … , 𝑅𝐵) of each nominal histogram that is to be bootstrapped.
For each eventwith eventweight𝑤 that is filled in the nominal histogram 𝐵 bootstrapweights
(𝑤𝑏1, 𝑤𝑏2, … , 𝑤𝑏𝐵), one for each bootstrap replica histogram are randomly drawn from a
Poissonian

𝑃 (𝑘, 𝜇) =
𝜇𝑘

𝑘!
𝑒−𝜇 → (𝑤𝑏1, 𝑤𝑏2, … , 𝑤𝑏𝐵) (G.5)

with mean 𝜇 = 1. Then the replica histograms are filled with the nominal event weight 𝑤
times the bootstrap weight (𝑅𝑛 is filled with 𝑤 × 𝑤𝑏𝑛 for 𝑛 ∈ (1, … , 𝐵)). The mean of 𝜇 = 1
ensures that each event is filled once on average. Note that this bootstrapping “on-the-fly” is
equivalent to bootstrapping the fully filled nominal histogram, since for a Poissonian 𝑃 (𝑘, 𝑁)
(corresponding to a bin with bin content 𝑁) it holds [78] that

𝑃 (𝑘, 𝜇) ∼ ∑
𝑁

𝑃 (𝑘, 1) . (G.6)

The “on-the-fly” sampling has the advantage that the random number generator used to
draw the 𝑤𝑏𝑛 can be re-initialized for each event with the corresponding run and event num-
ber (and the unique dataset ID in case ofMC simulation). In this way each event is assigned
a unique set of Poisson weights that are always used whenever the event is filled into the
bootstrap replicas of a given histogram. This is is a powerful tool to correctly evaluate even
complex statistical correlations between bootstrapped histograms that share some or all of
their events, since the shared events will have the same statistical fluctuations in all boot-
strapped histograms. This is accomplished using the bootstrapping code given in [78].

In practice bootstrap histograms are created for every observable measured in any region
of the analysis, including all control regions, both in data and MC simulation. Then these
bootstraps are propagated through the whole analysis chain, allowing to correctly track all
statistical correlations and to properly include all source of statistical uncertainty along the
chain.

212



G.3. Bootstrap Implementation used in this Measurement

Figure G.2.: Relative systematic uncertainty for 𝑚𝑗𝑗 in the VBF phase space in the 𝑊 → 𝑒𝜈
+ jets AM region. Left panel: No statistical correlations are taken into ac-
count. Right panel: Statistical correlations taken into account with the bootstrap
method.

An advanced example of this is given in the next section, where it is demonstrated how
bootstrapping can be used to determine the statistical precision of systematic uncertainties.

G.3.1. Advanced Example: Statistical Errors on Systematic
Uncertainties

The propagation of a Gaussian systematic uncertainty, e.g. on the energy scale of jets, to a
measured observable, typically consists of shifting the affected quantity, e.g. the jet 𝑝T, by
±1𝜎 and recalculating the observable with the shifted jet 𝑝T. This leads to a shifted observ-
able, where some events have migrated into other bins, due to the systematic variation. The
shift in the observable is typically quantified by the relative systematic uncertainty, which is
calculated by dividing the shifted distribution by the nominal distribution.

For many applications it is necessary to determine the statistical uncertainty on the rel-
ative systematic uncertainty, since it is not a priori clear, if the observed shift is due to the
systematic variation or due to a statistical fluctuation in the event sample used to determine
it. This is however not trivial, since the shifted and the nominal spectrum are statistically
correlated and the correlations must be taken into account.

Bootstrapping is used to determine this statistical uncertainty and to properly take the cor-
relations into account. This is achieved by performing the division of the shifted histogram
by the nominal histogram replica-by-replica, thereby creating a new bootstrapped ratio his-
togram. From this the final relative systematic uncertainty is calculated by calculating the
average and RMS over all bootstrap replica in each bin and assigning the average as the cen-
tral value and the RMS as the statistical uncertainty. The result is shown in Figure G.2. The
left panel show the relative systematic uncertainty calculated without taking the statistical
correlations into account and the right panel show the fully bootstrapped version of the same
quantity.
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