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Abstract

Dark Matter composes a significant part of the observable Universe. Despite
a solid cosmological evidence, its nature, properties and interaction with the
Standard Model sector is still to be unraveled. A wide range of different
dark matter models beyond the Standard Model can be probed at the Large
Hadron Collider. Two searches for the dark matter particles produced in as-
sociation with the hadronically decaying Standard Model vector bosons and
Higgs boson h, decaying to a bb̄ pair, are presented. Both searches are per-
formed using 36.1 fb−1 of the proton-proton collision data at

√
s = 13 TeV

collected with the ATLAS detector in 2015 and 2016. In preparation for the
interpretation of the final search results, the performance of the Emiss

T triggers
used in both analyses is studied. The scale factors are developed to correct
for the discrepancy between the Emiss

T trigger efficiency in data and Monte
Carlo simulation. No significant excess in the observed data over the Stan-
dard Model predictions is observed in both searches. The upper limits on
the production cross-sections of W/Z + Emiss

T and h+ Emiss
T events times the

branching ratios of W/Z → qq̄ and h → bb̄ decays for the simplified vector
mediator and Z ′-2HDM model scenarios are set at 95% confidence level. The
limits are significantly improved relative to the previous results using 3.2 fb−1

of data. Additionally, the model-independent representation is introduced
for the first time for both analyses. The generic upper limits on the visible
cross-section of W/Z + Emiss

T and h + Emiss
T events at 95% confidence level

are presented in separate regions of the Emiss
T variable at the detector- and

particle-levels.

Kurzzusammenfassung

Dunkle Materie bildet einen bedeutenden Teil des beobachtbaren Universums.
Trotz einer soliden kosmologischen Evidenz sind ihre Natur, Eigenschaften
und Wechselwirkungen mit dem Standardmodellsektor noch nicht aufgek-
lärt. Eine Reihe verschiedener Dunkler Materie Modelle jenseits des Stan-
dardmodells können am Large Hadron Collider getestet werden. In dieser
Arbeit werden zwei Suchen nach Modellen vorgestellt, bei denen die Dunklen
Materieteilchen in Assoziation mit hadronisch zerfallenden Standardmodell-
Vektorbosonen und Higgs-Bosonen h erzeugt werden und zu einem bb̄-Paar
zerfallen. Beide Suchen verwenden 36.1 fb−1 der Proton-Proton-Kollisionsdaten
bei

√
s = 13 TeV, die mit dem ATLAS-Detektor in den Jahren 2015 und 2016

aufgezeichnet wurden. In Vorbereitung auf die Interpretation der endgültigen
Suchergebnisse wird die Effizienz der Emiss

T -Trigger untersucht, die in beiden
Analysen verwendet werden. Dabei werden Skalierungsfaktoren entwickelt,
um die Diskrepanz zwischen der Triggereffizienz in Daten und der Monte-
Carlo-Simulation zu korrigieren. Bei beiden Suchen wurde kein signifikanter
Überschuss der beobachteten Daten über den Standardmodell-Vorhersagen
beobachtet. Die oberen Ausschlussgrenzen für die Produktionswirkungsquer-
schnitte von W/Z + Emiss

T und h + Emiss
T -Ereignissen multipliziert mit den

Verzweigungsverhältnissen der W/Z → qq̄ und h → bb̄ Zerfälle für die vere-
infachten Vektormediator- und Z ′-2HDM-Modellszenarien werden bei einem
Konfidenzniveau von 95% gesetzt. Die Ausschlussgrenzen sind gegenüber den
vorherigen Ergebnissen bei Verwendung von 3.2 fb−1 signifikant verbessert.
Zusätzlich wird für beide Analysen erstmals die modellunabhängige Darstel-
lung eingeführt. Die generischen oberen Auschlussgrenzen für den sichtbaren
Wirkungsquerschnitt von W/Z + Emiss

T und h + Emiss
T -Ereignissen bei 95%
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Konfidenzniveau werden in separaten Bereichen der Emiss
T -Variablen auf der

Detektor- als auch auf Teilchenebene dargestellt.
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Chapter 1

Introduction

The first idea of matter that is composed of elementary particles came from the atomic
hypothesis formulated by a Greek philosopher Democritus around 2500 years ago. At
that times the level of technological development was far away from the possibility to
check his hypothesis. Only about 100 years ago the technological progress allowed the
discoveries of the electron by J. Thompson [1], the proton by E. Rutherford [2] and the
neutron by J. Chadwick [3] to happen, putting a solid background under the atomic
hypothesis.
Later in 1960s-1980s a huge breakthrough occurred from both theoretical and experi-
mental side. The quark model was independently offered by Gell-Mann [4] and Zweig [5],
introducing the strong interaction and new particles as bound states of quarks. And in
1968, deep inelastic scattering experiments at the Stanford Linear Accelerator Center
showed that proton was not an elementary particle but consisted of other new particles,
which were associated with quarks [6, 7]. In 1967 and 1968 a theory that unified the
electromagnetic and weak interactions was postulated by Weinberg [8] and Salam [9],
introducing new W± and Z boson as mediators of the weak force. In the following years
the joint effort of experimental physicists resulted in construction of the more powerful
particle accelerators, which provided the discoveries of the gluon, the mediator of the
strong interaction, at Deutsches Elektronen-Synchrotron (DESY) in 1979 [10–13] and to
the discovery of the W and Z bosons at Conseil Europeen pour la Recherche Nucleaire
(CERN) in 1983 [14–17].
All above-mentioned discoveries led to the development of the Standard Model of Particle
Physics (SM), one of the most successful theories ever formulated by the mankind. The
SM is able to successfully describe most of the experimental data, describing three of the
four fundamental interactions, electromagnetic, weak and strong. The discoveries of the
top quark in 1995 [18, 19], tau neutrino in 2000 [20], and especially the Higgs boson in
2012 [21, 22] at the Large Hadron Collider put the cherry on the cake of this successful
theory.
But the more scientists studied the properties of the Universe, the more questions showed
up, which the SM failed to describe. And one of the biggest open questions is an existence
of the Dark Matter (DM). First introduced in 1920s-1930s [23–25], the DM has manifests
itself in many independent astrophysical measurements. Present measurements indicate
that the DM composes more than a quarter of the Universe, which is approximately five
times larger than the amount of the visible matter [26, 27]. But despite the large variety
of different experiments designed to search for the DM, its nature is still to be understood.
One possible way to study the properties of DM particles is to look for the DM production
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in high energy collisions at particle colliders. This includes a variety of different processes,
e.g. a direct pair-production or production of additional new particles, which then decay
to DM particles. Searches for DM at colliders are super challenging due to the extremely
weak interaction between the DM and detector material, making the DM impossible to be
directly detected. Thus, indirect signatures of the associated production of undetectable
DM particles and detectable SM particles, become extremely important. In this case,
the DM particles manifest themselves as an imbalance in the conservation of momentum,
which is measured as the missing transverse momentum. This kind of a search signature
is denoted as Emiss

T +X, where X can be a light quark or gluon [28–31], a heavy quark [32–
34], a photon [35–37], W or Z boson [38–41] and the Higgs boson [42–47]. All X particles
orinigates either from the initial state radiation (ISR) or the hard interaction, except the
Higgs boson, which originates from the latter. This is due to the Yukawa suppression
of the ISR of the Higgs boson, meaning that Emiss

T + h process can probe the direct
interaction between the SM Higgs sector and the DM sector.
This thesis focuses on the Emiss

T + V (qq), where V stands for the W and Z bosons, and
Emiss

T +h(bb̄) signatures, which imply invisible DM particles, recoiling against hadronically
decaying vector bosons and the Higgs boson, decaying into a bb̄ pair, respectively. The
Emiss

T + V (qq) search [48] probes the DM production when the DM sector couples either
directly to the SM sector or indirectly via other additional new particles. Since the
radiation of the Higgs boson is higly suppressed, the Emiss

T + h(bb̄) search [46] provide
a unique possibility to test the direct coupling between the Higgs sector and the DM
sector. A choice of the W → q′q̄, Z → qq̄ and h → bb̄ decays modes, despite a big
challenge related to the large SM backgrounds, is motivated by their large branching
ratios of BW→q′q̄ ≈ 69%, BZ→qq̄ ≈ 70% and Bh→bb̄ ≈ 57%, respectively.
The Emiss

T +V (qq) search mostly focuses on the DM produced in association with the SM
W or Z bosons produced via ISR, where the SM and DM parts are connected via the new
BSM mediator. Meanwhile, the Emiss

T +h(bb̄) search considers the decay of the new BSM
mediator to the SM Higgs boson and another new particle, which decays for the pair of
the DM particles. These two searches provide an unique chance to probe both indirect
and direct possibilities of interactions between the DM and the SM sectors. Despite a
big challenge related to the large SM backgrounds, V → qq and h → bb̄ decays provide
the largest branching ratios of B = 68% and B = 57% respectively.
This thesis starts from introducing the main theoretical aspects of the SM and its open
questions in Chapter 2. A detailed discussion about the origins and properties of the DM,
as well as the possible candidates and signal models of the DM production at particle
colliders, is given in Chapter 3. The general aspects of the ATLAS setup are presented in
Chapter 4 with the main focus shifted to the ATLAS trigger system, as one of the main
contributions of an author. A discussion about the ATLAS data taking, Monte Carlo
simulations and triggers relevant for the searches in the scope of this thesis, performance
of which is improved by the author, is given in Chapter 5. The reconstruction and
identification of the objects in the ATLAS detector is discussed in Chapter6 The next
chapters are aimed to provide a detailed information about the searches considered in
this thesis. The event selection used for the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches

is presented in details in Chapter 6. A discussion on the main backgrounds and their
constraints is given in Chapter 8. The main aspects of the statistical model used for the
interpretation of the search results are described in Chapter 9. A separate discussion
on the systematic uncertainties embedded in the statistical models of Emiss

T + V (qq) and
Emiss

T +h(bb̄) searches is given in Chapter 10. Chapter 11 provides an overview of strategies
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for the Emiss
T + V (qq) and Emiss

T + h(bb̄) searches with a dedicated discussion on the
interpretation of the search results. The key results of the Emiss

T +V (qq) and Emiss
T +h(bb̄)

searches in terms of the different interpretations are presented in Chapter 12. Finally,
the overall conclusions are given in Chapter 13.

Contributions

Due to the high complexity of the current experiments in particle physics, a large number
of people contribute to all aspects of the experiment, beginning with building and main-
taining the detector components and ending with the data analysis. In particular, the
ATLAS experiment is a joint effort of around 3000 members from all across the world.
The results presented in this thesis contain contribution from other collaborators. The
main contributions of the author are as follows.
The author contributed to the different aspects of the Emiss

T + V (qq) and Emiss
T + h(bb̄)

searches from the early stages to the publications, providing inputs at all stages of searches
and helping in maintaining the corresponding software packages.
The contribution of the author to the Monte Carlo Emiss

T trigger calibration for the Emiss
T +

V (qq) and Emiss
T + h(bb̄) searches is described in Section 5.2. The author studied the

difference between performances of the Emiss
T triggers in data and Monte Carlo and derived

the corresponding scale factors to correct Monte Carlo Emiss
T trigger efficiencies to match

those in data for several Emiss
T triggers used in the analyses. The author also derived all

statistical and systematic uncertainties related to the Emiss
T trigger efficiency corrections.

Finally, the author provided associated software packages for the Emiss
T +V (qq) and Emiss

T +
h(bb̄) searches that implemented the corresponding scale factors and their uncertainties.
The author contributed to the final interpretations of Emiss

T + V (qq) and Emiss
T + h(bb̄)

search results, presented in Chapter 12. The author developed the model-independent
approach and derived the generic limits on the production of W+DM, Z+DM and h+DM
events, as discussed in Chapter 11. Such limits are useful for phenomenologists to check
the validity of new DM models with a given final state. Limits were derived at the
detector and parton levels.
The author also introduced re-scaling procedure to derive the exclusion limits for the
Emiss

T +V (qq) simplified vector and axial-vector mediator models at next-to-leading order
from the existing limits at leading-order, as described in Chapter 12. The exclusion limits
were derived for the different model scenarios for the Emiss

T +W (qq), Emiss
T + Z(qq) and

combined Emiss
T + V (qq) production.

The author was also the primary person responsible for the re-scaling of the final exclusion
limits for the Emiss

T + V (qq) simplified vector and axial-vector mediator models from
leading-order to next-to-leading-order, as described in Chapter 12. The next-to-leading
limits are useful to compare Emiss

T + V (qq) exclusion limits for the simplified DM models
to the corresponding limits from other Emiss

T +X and dijet searches, as well as to the limits
from the direct detection experiments. These comparisons are included in the summary
paper of the DM production at ATLAS [49, 50].





Chapter 2

The Standard Model of particle physics

The Standard Model (SM) of particle physics has been proven to be one of the most suc-
cessful models in the history of mankind. Formulated in 1960s-1970s and then completed
after the Higgs discovery at the LHC, this theory is able to explain many aspects the
fundamental physics at the high energy scales. Despite its impressive predictive power
and huge success in explaining the various experimental results, it is known to have a
limited application area and has some limitations and yet unaddressed questions. In this
chapter, various aspects of the SM along with its challenges are briefly discussed.

2.1 Fundamental foundations of the Standard Model

The Standard Model is a locally gauge invariant quantum field theory, which describes
all currently known elementary particles and their fundamental interactions, with an
exception of gravitational interaction. The model states that all the matter content of
our Universe consists of two fundamental types of particles, fermions and bosons. The
fermions have a half-integer internal angular momentum, or spin, and follow the Fermi-
Dirac statistics. They are the main building blocks of matter. Meanwhile, the bosons
have an integer spin and follow the Boson-Einstein statistics. They are known to mediate
the fundamental forces within the SM and to be responsible for the mass generation
mechanism in case of the Higgs boson.
The SM stays invariant under the symmetry of the local gauge group SU(3)C×SU(2)L×
U(1)Y . Each symmetry corresponds to the fundamental force incorporated in the theory:

• SU(3)C group has 32 − 1 = 8 generators and thus gives rise to eight gauge boson
fields Ga

µ, a = 1, .., 8, called gluons, the mediators of the strong force. They carry
the conserved quantum number C, the colour charge. Further details are discussed
in Section 2.2.

• SU(2)L group has 22 − 1 = 3 generators, which represents three gauge boson fields
W i

µ, i = 1, .., 3. They are the mediators of the weak force and can be further
associated with the observed W± and Z bosons. They carry the conserved quantum
number T , called weak isospin. Further details are discussed in Section 2.3.

• U(1)Y generates a single gauge boson B with the conserved quantum number Y ,
the weak hypercharge. It can be further associated with the photon, the mediator
of the electromagnetic interaction. Further details are discussed in Section 2.3.
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The fermions are divided into different types, depending on the fundamental interactions
they are subject to. Fermions, which take part in all fundamental interactions within the
SM, are called quarks. The quarks form the bound states, called hadrons, the most stable
of which, protons and neutrons, make up all known atomic nucleus. Leptons are governed
by the weak and electromagnetic interactions, while neutrinos are subjects to only weak
interaction. The summary of the particle content of the SM is shown in Figure 2.1.
The local gauge symmetries are known to generate the massless gauge fields, mean-
while all experimental measurements state the opposite. The solution to this contradic-
tion is the Higgs mass generation mechanism, which breaks the electroweak symmetry
SU(2)L × U(1)Y down to the U(1) symmetry, and generates masses of the particles via
the interaction with the new massive Higgs field, as described in Sections 2.3.1 and 2.3.2.

Figure 2.1: The particle content of the Standard Model [51].

2.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction, which is mainly
responsible for the processes inside the hadrons, such as the proton and neutron. It is a
non-Abelian gauge quantum field theory that describes the interaction of the quarks and
gluons. QCD obeys the symmetry of the coloured gauge SU(3)C Lie group. It has eight
independent generators Ta, which in the fundamental representation are defined in the
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following way:

[Ta, Tb] = i

32−1∑
c=1

fabcTc , (2.1)

where fabc are the structural constants of the SU(3)C group. The generators of the group
can be expressed via so-called Gell-Mann matrices λa [52], which are the generalisation
of Pauli matrices in three-dimensional space, Ta = λa/2, a = 1, ..., 8, which correspond
to 8 massless gluon fields. Each quark is represented by the fundamental spinor of the
SU(3)C group. Quarks can carry three types of colour charge states, red, green and blue,
known as a colour triplet. Gluons can carry already eight types of colour charge states,
known as a color octet.

Now all ingredients are ready to taylor the Lagrangian of the QCD:

LQCD = −1

4

8∑
a=1

Ga
µνG

aµν +

Nf∑
i,j=1

q̄i (iγ
µDµ −mqδij) qj , (2.2)

where Ga
µν is the gauge invariant gluon field tensor:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsfabcG

b
µG

c
ν , (2.3)

Ga
µ represents eight gluon fields, qi denotes the quark spinors with the colour indices

i, j = 1, 2, 3, gs denotes the coupling strength of the strong interaction and Nf is a
number of the quark flavours. The last term of the relation reveals the non-Abelian
nature of QCD and corresponds to the self-coupling between the gluons, as a consequnce
of the fact that gluons carry colour charge. Dµ in Eq. 2.4 represents the gauge covariant
derivative:

(Dµ)ij = δij∂µ + igsT
a
ijG

a
µ . (2.4)

One can use the path integral formulation of the quantum field theory, where the classical
trajectory of a system is replaced by the sum over an infinite number of quantum trajec-
tories, the functional integral, to obtain the probability amplitude of the transition from
the initial state of the system to its final state. One can obtain the amplitude in the form
of the perturbative expansion, where each contribution can be associated with the graph-
ical representation, or the Feynman diagram. The Feynman diagrams that correspond to
the first term in the perturbative expansion, are referred to the tree-level diagrams. A
representative tree-level Feynman diagram is shown in Figure 2.2.

In the language of these tree-level Feynman diagrams, the QCD Lagrangian can be rep-



8 2. The Standard Model of particle physics

"propagator"

i1

i2 f1

f2

initial state final state

time
Figure 2.2: Explanatory illustration of the Feynman diagram, where the mediator is exchanged between
the initial state particles, i1 and i2, and the final state particles, f1 and f2. The total momentum of all
incoming and outcoming particles is conserved in each vertex (red blobs).

resented graphically as:

LQCD = a b + a

b

c

+

c

a

b

d

∼ δab ∼ gsf
abc ∼ g2sf

abef cde

+

Nf∑
i,j=1


i j

+ i

a

j


∼ δij ∼ gsT

a
ij .

(2.5)

The first term describes the propagator of the free gluon field. The second and the third
terms describe the three- and four-point self-interaction of gluons, proportional to gs
and g2s , respectively. This makes it fundamentally different from Quantum Electrody-
namics, where the photon does not carry any electric charge and thus cannot undergo
self-interactions. The fourth and the fifth terms describe the propagator of the free quark
field and the quark-gluon interaction, respectively.
The self-interaction of the gluons leads to the fundamental behaviour the coupling strength
of the strong interaction, αs ≡ g2s/4π. One can calculate how it evolves with the energy
scale Q2 of the interaction as a solution of the renormalization group equation (RGE) in
the 1-loop approximation [53]:

αs(Q
2) ≡ gs/4π =

αs(µ
2)

1 + b0 · αs(µ2) · ln(Q2/µ2)
. (2.6)

Here Q correspond to the energy scale at which α is measured, µ corresponds to the
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reference energy scale, where the coupling strength is known. b0 is the leading order term
from the expansion of the beta function β(αs):

b0 =
1

3
(11NC − 2Nf ) , (2.7)

where NC denotes the number of colours, and Nf the number of flavous accessible at the
scale Q2. In our world, where NC = 3 and at the most Nf = 6, b0 > 0, meaning that
effective coupling strength decreases with increasing energy scale. It leads to the fact
that the quarks and the gluons become asymptotically unbound at high energies. This is
exactly the meaning of the asymptotic freedom. And vice versa, at low energy scales Q2, or
large distances between quarks or gluons, coloured quarks and gluons form colourless bond
states, mesons (qq̄) and baryons (qqq) with the corresponding antihadrons. This process
is called hadronisation. This corresponds to the phenomenon called colour confinement.
Effectively, the interaction between two largely separated quarks can be visualised as an
effective tube, QCD colour flux tube, of a constant energy density κ ≈ 1 GeV/fm. An
effective potential of such interaction is linearly growing with the separation between
the quarks, V (r) ≈ κr. At the large enough separation, it becomes more energetically
favourable to produce the quark-antiquark pair out of the QCD vacuum rathen than to
further increase the interaction energy. This process goes on until the resulting quarks
start to form colourless hadrons, mesons (qq̄) and baryons (qqq) with the corresponding
antihadrons.
At hadron colliders, hadronization of highly energetic quarks and gluons leads to a specific
observed final state, called jet, a collimated spray of hadrons.
At the energy scales below some certain scale ΛQCD, the perturbative expression of the
αs starts to diverge, and thus quarks begin to hadronise. It is defined by the Landau pole
of Eq. 2.6:

Λ2
QCD = µ2exp

[
− 1

b0α(µ2)

]
. (2.8)

The value of ΛQCD at the energy scales above the mass of the b−quark is ΛQCD ≈ 220 MeV.
In the perturbative regime, at the scale of the mass of the Z boson, the value of αs is
αs(m

2
Z) = 0.1181± 0.0011 [54].

2.3 The theory of the electroweak interaction

The theory of the electroweak (EW) interaction provides a joint description of the weak
and electromagnetic interactions between the fermions. It is a non-Abelian theory that
obeys the SU(2)L × U(1)Y symmetry. The SU(2)L group represents the group of the
weak interaction, where the fermions are considered as the left-handed and right-handed
states, which behave differently under the SU(2)L transfromations:

ψL,R =
1

2
(1∓ γ5)ψ, ψ = ψL + ψR . (2.9)

The left-handed fermions attribute the weak isospin T = 1/2, while the right handed
T = 0. The right-handed fermions are the singlets under the SU(2) transfromations,
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while the left-handed states represent the doublet states in the SU(2) group:

leptons: ψL =

(
νi,L
ei,L

)
, quarks: ψL =

(
ui,L
d′i,L

)
. (2.10)

Here the third component of the weak isospin T3 = 1/2 correspond to neutrinos νi,L and
up-type quarks ui,L, while T3 = −1/2 correspond to leptons ei,L and down-type quarks d′i,L.
Note here that in case of the weak interaction the down-type states d′i,L are not the mass
eigenstates, but the flavour one. In fact the d′i,L flavour states are the linear combinations
of the mass eigenstates with coefficients that are defined by so-called Cabibbo-Kobayashi-
Maskawa matrix [55, 56]. SU(2)L group generates three gauge boson fields W i

µ, which
interact only with the left-handed fermions.

The theory is invariant under the local SU(2)L transformations, which are different in
case of the left-handed and right-handed fermions:

ψL → e−
1
2
~τ~α(x)ψL, ψR → ψR , (2.11)

where the 2x2 matrices ~τ are defined by the Pauli matrices ~σ, ~τ = ~σ/2. The theory is
invariant under SU(2) transformations, which are different in case of the left-handed and
right-handed fermions:

ψL → e−
1
2
~τ~αψL, ψR → ψR . (2.12)

An additional global U(1)Y symmetry is responsible for the electromagnetic sector. It
generates an additional gauge field Bν and corresponds to the conservation of the weak
hypercharge Y , defined by the following relation 1:

Q = T3 +
Y

2
, (2.13)

where Q represents the eletric charge. Given Eq. 2.13, the left-handed and the right-
handed fermions carry different hypercharges YL and YR, respectively.

The requirement of the locally invariant SU(2)L × U(1)Y gauge symmetry, leads to the
following Lagrangian of the theory:

L = ψ̄iγµDµψ − 1

4
~Wµν

~W µν − 1

4
BµνB

µν

Dµ = ∂µ − ig
~σ

2
~Aµ − ig′

Y

2
Bµ

~Wµν = ∂µ ~Wν − ∂ν ~Wµ + g ~Wµ × ~WνBµν = ∂µBν − ∂νBµ ,

(2.14)

where g and g′ are the coupling constants, ψ denote both the lepton and quark fields.

The observed physical eigenstates W±, Z bosons and the photon Aµ can be obtained as

1This relation is analogous to the Gell-Mann-Nishijima relation for the hadrons [54]



2.3 The theory of the electroweak interaction 11

the linear combinations of the gauge fields ~W µ and Bµ:

W±
µ =

1√
2

(
W 1

µ ∓ iW 2
µ

)
Z0

µ = cos θWW
3
µ − sin θWBµ

Aµ = sin θWW
3
µ − cos θWBµ

cos θW =
g√

g2 + g′2
,

(2.15)

where the θW is the Weinberg angle of a weak mixing. Given the physical eigenstates in
Eq. 2.15, the corresponding interaction term between the fermion and the gauge fileds in
the Lagrangian 2.14 is the following:

L = g
(
W+

µ J
µ+
W +W−

µ J
µ−
W + Z0

µJ
µ
Z

)
+ g sin θWAµJ

µ
em . (2.16)

The W±
µ J

µ±
W and Z0

µJ
µ
Z terms are responsible for a weak interaction of the fermions via

the charged W± bosons (charge current) and the neutral Z boson (neutral currents).
The AµJ

µ
em term corresponds to the electromagnetic interaction of the fermions via the

photon and g sin θW terms can be associated with the electron charge.

2.3.1 Spontaneous symmetry breaking and the Higgs Boson

The W and Z bosons were discovered at CERN in 1983 [14–17] and appeared to be
massive. Meanwhile, the physical eigenstates in Eq. 2.14 are massless. Any additional
mass term of the gauge field would immediately violate the initial EW symmetry. The
mechanism of the mass generation for the gauge bosons and fermions, and a key role of
the Higgs boson in it is discussed in this Section. More details about the Higgs mass
generation mechanism can be found, e.g. in Ref. [57–59].

2.3.2 The Higgs mass generation mechanism

The Higgs mechanism should give the mass to the W and Z bosons, while keeping the
photon massless, and the Higgs field should initially obey the symmetry of the gauge
theory, which is SU(2)L × U(1)Y . Introduce a complex scalar doublet field φ together
with the corresponding potential V (φ):

φ(x) =

(
φ+(x)
φ0(x)

)
, φ∗(x) =

(
φ−(x)
φ0∗(x)

)
, V (φ) = −µ2(φ†φ) +

1

4
λ2(φ†φ)2 . (2.17)

The corresponding Lagrangian of the Higgs field is:

LHiggs = (Dµφ)
†(Dµφ) + V (φ†φ) , (2.18)

where Dµ is the covariant derivate, as defined in Eq. 2.14. Consider the case of µ2 > 0
and λ2 > 0, where the Higgs potential is minimised at the non-zero vacuum expectation
value (VEV):

φ†φ =
4µ2

λ
, (2.19)
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which is an infinitely degenerate state. Choose the specific VEV:

〈φ〉 = 1√
2

(
0
v

)
, (2.20)

where v is a positive real number. Now the SU(2)L × U(1)Y symmetry is spontaneously
broken down to the simple U(1)Q symmetry, which ensures the presence of the photon
with zero mass:

Q̂ 〈φ〉 =
(
T3 +

Y

2

)
〈φ〉 = 0 , (2.21)

where ei
~τ
2
·g~ω(x) is SU(2)L phase. The fermions fields ψ are the eigenstates of a charge

opertor Q̂ with the eigenvalues equal to the charges of the corresponding fermions, Q̂ψ =
Qψ. Parametrise the Higgs field using the polar coordinates and consider the small
excitations of the Higgs field about the VEV:

φ(x) = ei
~τ
2
·g~ω(x)Φ(x) = ei

~τ
2
·g~ω(x)

(
0

ρ(x)

)
≈ ei

~τ
2
·g~ω(x)

(
0

v + h(x)

)
. (2.22)

Then the Lagrangian 2.18 splits into three different parts: the actual Higgs field term
LHiggs, which includes kinetic, mass and self-interaction terms, the mass term of the gauge
fields Lmass and the interaction term Lint. Given the physical eigenstates in Eq. 2.15, the
corresponding terms take the form:

L = LHiggs + Lmass + Lint

LHiggs =
1

2
(∂µh)

2 − 1

2
m2

hh
2 − m2

h

2v
h3 − m2

h

8v2
h3

Lmass =
1

2

g2v2

4

[
(A1

µ)
2 + (A2

µ)
2
]
+

1

2

v2

4
(−gA3

µ + g′Bµ)
2

=
1

2

g2v2

4

[
(W+

µ )2 + (W−
µ )2
]
+

1

2

(g2 + g′2)v2

4
(Z0

µ)
2

Lint = (2vh+ h2)

[
g2

4
(Wµ)

2 +
g2 + g′2

8
(Z0

µ)
2

]
,

(2.23)

where mh =
√

2µ2 =
√
λv is the mass of the Higgs boson. Eq. 2.23 shows that after the

interaction with the Higgs field with the non-zero VEV, the W and Z fields acquire the
non-zero mass terms:

mZ =

√
g2 + g′2

2
v

mW =
gv

2
= mZ cos θW .

(2.24)

The masses of the W and Z bosons have been measured with the unprecedented precision
by LEP [60], Tevatron [61], and LHC [62], with the current best values mW = 80.379 ±
0.012 GeV and mZ = 91.1876± 0.0021 GeV [54].

Consider the case of the mass generation of fermions. Introduce the Higgs field and the
Higgs potential in the same way as in Eq. 3.20. The Lagrangian of the interaction between
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fermions and the Higgs field looks as follows:

Lint = −
√
2y
[
ψ̄LψRφ+ ψ̄RψLφ

∗] , (2.25)

where y is a nondimensional Yukawa coupling strength. The expression in brackets in the
only scalar constructed from the left-handed and right-handed fields, which satisfies the
SU(2)L × U(1)Y symmetry. After spontaneous symmetry breaking, the fermionic mass
term Lagrangian 2.25 takes the form:

Lmass = yvψψ̄ , (2.26)

which describes fermions with the mass of m = yv.

2.4 Complete Lagrangian of the Standard Model
The Higgs mass generation mechanism turns over the last page of the story of the elec-
troweak theory and the Standard Model. To sum up everything what was discussed
in this chapter, the complete Lagrangian of the Standard Model can be schematically
illustrated as the tree-level Feynman graphs:

LSM = LQCD+

+ a b + a b + a b

+ W±

f

f
′

+
γ, Z

f

f

+ W±

W±

γ, Z

+

W±

W±

γ, V

γ, V

LC ∼ g LN ∼ e, g LWWV ∼ e LWWV V ∼ e2

+ h

h

h

+ h

W±, Z

W±, Z

+ h

f

f

+

h

h

h

h +

h

h

W±, Z

W±, Z

Lhhh ∼ m2
h

v
LhV V ∼ m2

V

v
Lhff ∼ mf

v
Lhhhh ∼ m2

h

v2
LhhV V ∼ m2

V

v2
,

(2.27)
where LQCD is graphically defined in Eq. 2.5. The first line in the equation stands for
the free motion of fermions, gauge bosons and the Higgs boson. LC and LN stand
for the interaction of fermions to the neutral bosons (the photon and Z) and to the
charged bosons (W±) respectively. LWWV and LWWV V are responsible for the three-
and four-point self-interactions of the gauge bosons. Lhhh stands for the three-point self-
interaction of the Higgs boson. LhV V and Lhff stand for the interaction of the Higgs
boson to vector bosons and the fermions respectively. Lhhhh is responsible for the four-
point self-interaction of the Higgs boson, while LhhV V for the interaction between the
Higgs boson and vector bosons.
The abovementioned SM Lagrangian has 19 free parameters:
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• Nine Yukawa couplings to the fermions.

• Three gauge couplings g, g′ and gs.

• Three mixing angles θ12, θ23, θ13 and CP violating phase δCP of the Cabibbo-
Kobayashi-Maskawa matrix (not discussed in the scope of this work).

• The mass of the Higgs mh and its VEV v.

• QCD CP violating phase δCP (not discussed in the scope of this work).

The number of the free parameters increases to 26 if the massive neutrino term with
three neutrino masses and four parameters of the PMNS matrix are included. The SM
Lagrangian becomes complete after all these parameters are defined, and can be used to
derive experimental predictions. Table 2.1 summarises our current knowledge about the
properties of the fermions within the SM.

Leptons
Particle Quantum numbers (C, T , Q/e) Mass

Electron e− (3,−1/2,−1) 0.511 MeV
Muon µ− (3,−1/2,−1) 105.7 MeV
Tau τ− (3,−1/2,−1) 1777 MeV
Electron neutrino νe (0, 1/2, 0) < 2 eV
Muon neutrino νµ (0, 1/2, 0) < 0.19 MeV
Tau neutrino ντ (0, 1/2, 0) < 18.2 MeV

Light quarks
Up u (3, 1/2, 2/3) 2.2+0.5

−0.4 MeV
Down d (3,−1/2,−1/3) 4.7+0.5

−0.3 MeV
Strange s (3, 1/2, 2/3) 95+9

−3 MeV
Heavy quarks

Charm c (3,−1/2,−1/3) 1275+25
−35 MeV

Bottom b (3,−1/2,−1/3) 4.6+0.04
−0.03 GeV

Top t (3, 1/2, 2/3) 173+0.4
−0.4 GeV

Table 2.1: Properties of the quarks and leptons in the SM. Their quantum numbers and experimentally
measured masses are listed [54]. The lepton masses are measured with very high precision and thus are
given without any uncertainties.

2.5 Limitations and open questions of the Standard
Model

Although the SM is able to explain a huge variety of experimental results, it still leaves
out several unaddressed phenomena known to exist in nature. Let us go through the
most vivid unexplained facts.
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Incorporation of gravity

The first obvious unaddressed point is gravity. All models that pretended to be a quantum
field theory of the gravitational interaction failed the renormalizability criteria, meaning
that they required an infinite number of free parameters to cancel out all divergences.
This single fact already indicates that the SM is just an effective field theory, which works
up to the gravitational scale of O(1019 GeV).

Dark matter and dark energy

This is the most directly relevant topic in the scope of this work. Dark matter is known
to exist in the Universe from various astrophysical observations, such as galaxy rotation
curves [63], gravitational lensing [64], cosmic microwave background [65], etc. It does not
interact neither strongly, nor electromagnetically, which makes it hard to be explained in
the scope of the SM if it has a particle nature. The only possible DM candidate within
the SM, the neutrino, can account for only a small fraction of the observed abudance of
the DM in the Universe. The most promising candidates to search for at hadron colliders,
weakly interacting massive particles (WIMPs), which are not part of the SM, still remain
unobserved. More details on the dark matter topic are discussed in Chapter 3.
The knowledge about the nature of the dark energy is even poorer. Astrophysical ob-
servations show that the Universe is expanding at accelerating rate. To account for the
accelerating expansion, the concept of dark energy that interacts only gravitationally was
introduced. The most popular hypothesis states that the dark energy represents very low
homogeneous constant energy density filling the entire spacetime. It contributes 68% of
the total energy content of the present-day observable Universe. Together with the dark
matter, it means that the SM is able to explain only tiny 5% of the Universe.

Matter-antimatter asymmetry

One can also mention a matter-antimatter asymmetry, which is the reason why ordinary
matter exists in the modern Universe. The Standard Model predicts equal amount of
matter and antimatter produced in the early Universe, but in the modern world matter
by far dominates over antimatter. The CP violation, provided by the SM, can absorb
only the small part of the asymmetry.

Neutrino mass

Another obvious problem of the SM is the mass of the neutrino. It is known that neutrinos
in the Standard Model are left-handed particles. The non-zero mass term in the Dirac La-
grangian automatically leads to the presence of a right-handed fermion term. This looks
strange, because right-handed neutrinos do not participate in any interaction. Meanwhile,
a bunch of different neutrino experiments confirmed the existence of neutrino oscilla-
tions, meaning that the physical eigenstates of neutrinos are rather the mass eigenstates
than the flavour eigenstates. The neutrino flavours are mixed by the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) matrix, which is similar to the Cabibbo-Kobayashi-Maskawa
(CKM) matrix in the QCD, but has a flat structure, rather than the diagonal structure
as the CKM matrix. The current measurements of the relative magnitudes of the masses
between different generations, ∆m2

ij, show that ∆m2
ij ∼ 10−5−10−3 eV. It raises another



16 2. The Standard Model of particle physics

question: why the neutrino mass scale is significantly lower than the mass scale of other
fermions.

Hierarchy problem

One more open question, more of a theoretical nature, is the hierarchy problem. The
experimentally measured mass of the Higgs boson is around 125 GeV [21, 22], meaning
that the electroweak symmetry breaks at the scale O(100 GeV). Meanwhile, a fermionic
quantum one-loop correction to the Higgs mass is proportional to the scale Λ at which
the SM breaks down [66]:

(m0
h)

2 = m2
h +

Λ2

8π2v2
[
3m2

h − 12m2
t + 6m2

W + 3m2
Z

]
. (2.28)

It is known that the SM breaks at the latest at the Planck scale O(1019 GeV), which
naively implies a huge quantum correction O(1038 GeV2). This correction should be
cancelled out by the Higgs bare mass to arrive at the known observed valuemh ≈ 125 GeV.
The electroweak breaking mechanism itself fails to explain this difference between the
electroweak breaking scale and the gravitational scale. The possible explanation could
have been the Higgs propagator loop corrections, which can shift the Higgs mass to the
Planck scale, but it has not been confirmed experimentally. This leads to either severe
fine-tuning of the Higgs mass or some new kind of physics beyond the SM, which cancels
out the divergences in Higgs mass loop corrections and brings it to the observed value.



Chapter 3

Dark Matter

The first observations indicating that the Universe consists not only of ordinary matter
have been made in the 1930s [25]. At the end of 1990s it was shown that the contrubution
of ordinary matter is only around 5% [26, 27], which leads to the exciting fact that
95% of the Universe is basically "unknown what". This "unknown what" consists of
two main components, one of which tends to cluster, meaning that it at least interacts
gravitationally, and other is responsible for the expansion of the Universe. The first
component is called the Dark Matter (DM), which comprises almost a quarter of the
mass-energy of the Universe. The second component refers to the Dark Energy (DE)
and its contribution is about 70%. The word "dark" reflects the fact that they are not
visible to us using most of the known experimental techniques. They both do not radiate
photons (or in case of DM extremely weakly), do not interact strongly and even weakly
(might in case of DM). While the DE is believed to be a homogenous vacuum-like energy
spread all over the Universe, everything indicates that DM consists of yet undiscovered
(meta)stable particles, which do not fit in the scope of the Standard Model. Moreover,
since it was shown that DM can be potentially produced at the energy scales of the
hadron colliders [67], it immediately drew and still draws a lot of attention of the particle
physics community.

The main observational evidence, in particular the galaxy rotation curves [68], gravita-
tional lensing [69–71] and Cosmic Microwave Background (CMB) [26, 27], are discussed
in Section 3.1. The main properties of DM are discussed in Section 3.2, following the
discussion in [72]. Possible candidates for DM within and beyond the Standard Model
(SM), which can be observed at the particle colliders are discussed in Section 3.3. The
certain extensions of the SM to account for DM production are mentioned in details,
such as simplified (axial-)vector [73, 74] and two-Higgs-doublet models [75–77], that are
relevant for Emiss

T + V (qq) and Emiss
T + h(bb̄) searches covered in the scope of this work.

3.1 Observational evidences of Dark Matter

There are a lot of observational evidence for the existence of DM, but here the main focus
will be on three of them: measurement of galaxy rotation curves, gravitational lensing,
and measurement of the CMB anisotropy.
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3.1.1 Galaxy Rotation Curves

The rotational circular velocity vc of an object inside the galaxy satisfies the Newton law:

GM(r)

r2
=
v2c
r
, (3.1)

where r is the distance to the galaxy center, M(R) = 4π
R∫
0

ρ(r)r2dr is the mass of the

galaxy enclosed by the orbit of the object R. The profile of vc forms the galaxy rotation
curve. If the galaxy consisted only of luminous matter, then close to the galaxy center
the rotational circular velocity would scale as vc ∝

√
r, while far away from the center as

vc ∝ 1/
√
r. But measurements of the galaxy rotation curves [68] reveal that vc becomes

approximately constant at large distances from the galaxy center, as shown in Figure 3.1.
It means that the mass inside the galaxy should scale as M(r) ∝ r, which contradicts the
hypothesis of only luminous matter. This discrepancy can be explained by the existence
of a galaxy halo, which consists of matter, which cannot be easily observed. The potential
candidate could be extremely densed massive objects, which emit very little to no light,
such as Massive Compact Halo Objects, like black holes or neutron stars, and Robust
Associations of Massive Baryonic Objects like brown dwarfs. However, these possibilities
mostly ruled out by gravitational lensing observations, CMB measurements and Big Bang
nucleosynthesis [78].
The most commonly used density profiles of DM and their applications are discussed
in [79–82].

2%
ρc

ρc

0 < z < 2

Figure 3.1: Three-parameter dark-halo fit (solid line) to the rotation curve of the galaxy NGC6503
(dots) [68]. The dashed curve shows the rotation curve for the visible matter component. The dotted
curve shows the rotational curve for the gas component. The dash-dot curve shows the the dark-halo
component. The parameters of the fit are the mass-to-light ratio of the disc, the halo core radius and
the halo asymptotic circular velocity.
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3.1.2 Gravitational lensing

The theory of the General Relativity states that every massive object curves the spacetime
and thus distorts the light path. This effect is the most pronounced if the light travels near
a dense concetration of mass, such as galaxy clusters, galaxy cores or the supermassive
dense objects like black holes. If such a massive object is on the way between the light
source and the observer, the space-time near it becomes so warped that it acts as a
focusing gravitational lense. If the source, the gravitational lens, and the observer are
aligned, and the lens is circular, then the source is observed in the form of so-called
Einstein ring [83]. The angular radius of this ring depends on the mass of the lens as
θ ∼

√
Mlens. This is referred to as strong lensing [70]. If the alignment is not perfect or

the lens is not circular, then the source can be visible from multiple locations.
Far from supermassive objects, the light is deflected weakly, but still enough for the
objects to look stretched tangentially around the distorting mass, which is called shearing.
For distant galaxies, the shearing changes their major-to-minor axis ratio by typically
a few percents. It is too small deformation to be measured individually for each of the
sources, however it can be obtained statistically from the coherent shearing of the adjacent
sources. This is referred to as weak lensing. Examples of the strong and weak lensing
are shown in Figure 3.2. Such coherent deformations can be used to estimate the mass
distribution of the distorting object.

The dark matter of gravitational lensing 5

Figure 1. Strong gravitational lensing around galaxy cluster CL0024+17,
demonstrating at least three layers projected onto a single 2D image. The + shaped
objects are nearby stars in our own galaxy (the + created by optical effects in the
telescope). The yellow, elliptical galaxies are members of the cluster, all at a similar
redshift and gravitationally bound. Also amongst this group of galaxies is a halo of
invisible dark matter. The elongated blue objects are much more distant galaxies,
physically unassociated with, and lying behind, the cluster. Gravitational lensing
has distorted their apparent images into a series of tangential arcs. Figure credit:
NASA/ESA/M.J. Jee (John Hopkins University).

boosts the observed fluxes of background objects, so that a strong lensing cluster can

also be used as a gravitational telescope to see – and even resolve – fainter or more

distant objects than otherwise possible [37].
The detection of strong-lensing events on galaxy scales also enabled constraints

on cosmological parameters using large statistical samples. Throughout the 1990s,

the Cosmic Lens All-Sky Survey (CLASS, [38]) searched for gravitationally lensed

compact radio sources using imaging from the Very Large Array (VLA). Out of ∼16,500

radio sources, they found 22 lens systems. The statistical properties of these lensed

systems constrained cosmological parameters [39] and measurements of their time delays
constrained Hubble’s constant [40]. More recently, systematic homogeneous surveys

Figure 3.2: Strong gravitational lensing (left) around galaxy cluster CL0024+17 [69] and weak gravitional
lensing around the Bullet Cluster (right). The yellow objects in the center of the left image belong to
the cluster, all at similar redshift. The blue objects on the left image are distant galaxies behind the
cluster, which appear as a series of the tangential arcs around the cluster due to the strong gravitational
lensing. On the right image, most of the mass comes from DM (shown in blue), but not from the hot
gas (shown in magenta).

One of the most vivid evidence of DM comes from the observation of weak gravitational
lensing around the Bullet Cluster, which consists of two colliding galaxy clusters. Theories
without DM like the Modified Newtonian Dynamics (MOND) predict the gravitational
lensing caused mostly by baryonic matter [84]. In Bullet Cluster, the hot gas of the two
colliding clusters comprises the majority of baryonic matter and thus should solely define
the magnitude of the gravitational lensing. However, the lensing appears to be strongest
in two separate regions coincident with the galaxies, as shown on the right image in
Figure 3.2, which proves that the most of the galaxy mass in the cluster comes from the
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additional matter component, DM.

3.1.3 Cosmic microwave background anisotropy

Before the Universe reached the age of 380000 years after the Big Bang, its temperature
was still higher then the binding energy of electrons in the atoms. The ordinary matter
was in the form of a plasma, composed of electrons, photons and baryons in a thermal
equillibrium. Baryons at that times consisted mostly of protons (∼ 75%) and 4He nuclei
(∼ 25%). At some point the Universe cooled enough to allow protons and electrons form
electrically neutral hydrogen atoms. This time in the history of the Universe is called
recombination [72]. Before the recombination started, photons and electrons actively
interacted with each other via the Compton scattering. After the recombination started,
the densities of free protons and free electrons started to decrease, lowering the probability
of the photon-electron scattering. At some point, when the density electrons degreaded
enough and the photodisintegration of hydrogen atoms stopped, photons decoupled from
the plasma and started propagating freely in the Universe. The decoupled photons after
the last scattering with the matter are called relic photons and compose cosmic microwave
background (CMB), which is basically a radiational footprint of the Universe, as it was
around 380000 years old.
The temperature of the Universe at the time of the photon decoupling was T = 0.27 eV or
around 3000 K. Due to the expansion of the Universe, free photons have been constantly
cooling down. The measurements of the relic photon spectrum show that in the modern
time it corresponds to the thermal black body spectrum at a temperature of Tγ = 2.7255±
0.0006 K [26].
After subtracting the dipole moment coming from velocity of the observer with respect
to the Universe, the CMB appears to be slightly anisotropic, with the fluctiations at the
level of 10−6 − 10−5 K. The anisotropy can be described using the spherical harmonic
expansion of the CMB sky and its angular power spectrum:

T (θ, φ) =
∑
lm

almYlm(θ, φ)

CTT,obs
l =

1

(2l + 1)

m=+l∑
m=−l

|aTlm|2 ,
(3.2)

where CTT,obs
l is an observed angular power spectrum per mode l. The main l = 0 mode

corresponds to the CMB temperature Tγ itself. The largest anisotropy corresponds to
the dipole l = 1 mode due to the peculiar velocity of the solar system with respect to
the CMB, and is measured to be 3.3645 ± 0.0020 × K [26]. The higher multipoles are
mostly caused by the small fluctuations in the density of the early Universe at the time
of the photon decoupling and the photon interaction with the hot gas. The full map of
the CMB anistropy is shown in Figure 3.3. The size of the anisotropy cannot be solely
explained by the fluctations of baryonic density at time of the recombination and the
interaction with the hot gas, but can be if considering the additional fluctuations of the
density of DM. The constraints on many cosmological parameters, including DM relic
density, can be obtained from the position and the amplitude of the peaks in the CMB
power spectrum, as discussed in details in [26]. The measured relic density of DM from
the CMB spectrum analysis is Ωχh

2 = 0.1186± 0.0020 [26].
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Planck Collaboration: The Planck mission

Fig. 9. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and
408 MHz observations. A small strip of the Galactic plane, 1.6 % of the sky, is filled in by a constrained realization that has the same
statistical properties as the rest of the sky.

AQ
cmb

�3 0 3
µK

AU
cmb

�3 0 3
µK

Fig. 10. Maximum posterior amplitude Stokes Q (left) and U (right) maps derived from Planck observations between 30 and
353 GHz. These mapS have been highpass-filtered with a cosine-apodized filter between ` = 20 and 40, and the a 17 % re-
gion of the Galactic plane has been replaced with a constrained Gaussian realization (Planck Collaboration IX 2015). From
Planck Collaboration X (2015).

8.2.1. Polarization power spectra

In addition to the TT spectra, the 2015 Planck likelihood in-
cludes the T E and EE spectra. Figure 12 shows the T E and EE
power spectra calculated from the 2015 data and including all
frequency combinations. The theory curve shown in the figure
is the best-fit base ⇤CDM model fitted to the temperature spec-

tra using the PlanckTT+lowP likelihood. The residuals shown
in Fig. 12 are higher than expected and provide evidence of
residual instrumental systematics in the T E and EE spectra. It
is currently believed that the dominant source of errors is beam
mismatch generating leakage from temperature to polarization
at low levels of a few µK2 in D`. We urge caution in the in-
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Figure 3.3: CMB intesity map of the sky based on the Planck and WMAP measurements [26].

3.2 Properties of Dark Matter
As mentioned before, all current observations indicate that the Dark Matter consists of
non-relativistic particles, which might weakly interact with each other and with photons 1.
The latter means that DM could not radiate photons and cool down as baryonic matter,
and its density on the periphery of the galaxy should not be much different from the
density in the center. This can explain the rotation velocity profile of luminous matter,
immersed in the galaxy dark halo.
Here the relevant DM generation mechanisms with the corresponponding particle candi-
dates are considered. Note that even though the hypotheses discussed in this chapter are
able to explain the observed DM relic densities, none of them is able to naturally explain
the approximate relation between the relic density of DM and baryonic matter:

ρB ≈ 5ρDM , (3.3)

which has been satisfied since the early stages of the Universe.
When the Universe was hot enough, DM particles interacted strongly enough with ordi-
nary matter and were in the thermal equilibrium with it. At some point due to the cooling
of the Universe, DM particles decoupled from ordinary matter, stopped annihilating with
each other, and started moving freely in the spacetime. This time of the decoupling is
called freeze-out, which is characterised by the freeze-out temperature Tf of the Universe,
when the decoupling occured. The relation between the freeze-out temperature and the
mass of DM defines its main properties:

• Tf . mDM: so-called Cold Dark Matter (CDM). DM particles decoupled when they
were non-relativistic and stayed the same until now.

• Tf & mDM & 1 eV: so-called Warm Dark Matter (WDM). DM particles decoupled
when they were relativistic, but cooled down due to the Universe expansion and
became non-relativistic.

1If DM particles self-interacted strongly, it would lead to the formation of the roughly spherical dark
halos, which contradicts with observation of mostly elliptical shapes of the halos [85].
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• Tf & mDM . 1 eV: so-called Hot Dark Matter (HDM). DM particles decoupled
when they were so relativistic that even the expansion of the Universe could not
cool them to the non-relativistic state.

At the moment, the scenarious of the WDM and HDM are still considered, however they
have problems explaining the observed large structure formation mechanisms. The most
common hypothesis of the CDM is considered to be the case, but also neutrinos as the
HDM are briefly mentioned.

In the thermal equilibrium before the decoupling, under the assumption of the dark
matter-antimatter symmetry, the number density of the particles χ follows the Bolzmann
equation [72]:

dnχ

dt
= −3H(t)nχ − 〈σannv〉

[
n2
χ − (n(eq)

χ )2
]
. (3.4)

In the deep equilibrium, the dominant term is n(eq)
χ , which gives the following number

density before the freeze-out:

nχ = nχ̄ = gχ

(
mχT

2π

) 3
2

e−
mχ
T , T > Tf . (3.5)

Given the stability of DM, its density can only decrease due to the DM self-annihilation.
After the freeze-out, the DM density becomes low enough to stop the DM annihilation,
and thus its number density stabilises (dnχ/dt = 0). Then the Bolzmann equation 3.4
after the freeze-out takes the form:

nχ 〈σannv〉 ' H(Tf ) ≡
Tf
M∗

Pl
, M∗

Pl =
MPl

1.66
√
gf

≈ 2.435 · 1018 GeV , (3.6)

where H(Tf ) is the Hubble parameter at the freeze-out temperature, M∗
Pl is an effective

Planck mass, v is the relative velocity of DM and σann is DM annihilation cross-section.
Usually, χχ̄ annihilation happens in the s−wave, and which implies for the non-relativistic
particles that σann(v) = σ0/v (see, e.g. [86]). Then, given the number density in Eq. 3.5,
the freeze-out temperature Tf is defined from Eq. 3.5 as:

Tf =
mχ

ln
(

gχmχM∗
Plσ0

(2π)3/2

) . (3.7)

The calculations of the energy density leads to the following relation for the relic density
of DM in the modern Universe [72]:

Ωχh
2 =

2mχnχ(t0)

ρc
= 3 · 10−10

(
GeV−2

σ0

)
1

2
√
g∗(tf )

ln

(
gχmχM

∗
Plσ0

(2π)3/2

)
, (3.8)

where h denotes the ratio of the Hubble parameters now and at the time of the freeze-out,
h = H0/100 km · s−1 ·Mpc−1, g∗ is the number of degrees of freedom and ρc = 3H2/8πG
is the critical density of the Universe for which the spatial geometry is flat.
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3.3 Dark Matter candidates
Let us summarise all criteria, mentioned in previous sections, which should be satisfied
by a successfull DM candidate:

• The DM populates around 25% of total mass-energy composition of the Universe,
which is five times more than ordinary matter.

• DM is stable, massive and electrically neutral. Interacts at least gravitaniolly and
maybe weakly with the SM sector. The self-interaction is permitted to be at most
at the weak scale.

• DM tends to cluster at the large scales, not forming any compact densed objects.

• DM is dynamically cold, meaning that it decoupled when it was non-relativistic
and stayed the same until now.

Together with Eq. 3.8 for the relic density, this set of criteria determines a variety of
different particles satisfying the properties of DM and its observed relic density.
The only possible candidate within the Standard Model is neutrino. Neutrinos are the
hot DM, as they are relativistic before decoupling and stay relativistic until now due to
its very low mass and extremely weak interaction with matter. The HDM itself would
suppress the local matter perturbations and thus the clustering on the small scales, which
would lead to a different galaxy formation than is observed now [87, 88]. On a top of
this, they cannot solely account for the observed DM relic density. The neutrino relic
density, given the number density nν = 336 cm−3 today, takes the form [54]:

Ωνh
2 =

nν

∑
e,µ,τ

mν

ρc
=

∑
e,µ,τ

mν

93.14 eV
. (3.9)

The upper bound on the total mass of neutrinos
∑
e,µ,τ

mν < 0.68 measured by the Planck

satellite [26] gives the upper bound on the neutrino relic density Ωνh
2 . 0.007, which is

by far smaller than the observed DM relic density.

3.3.1 Weakly interacting massive particles (WIMPs)

The modern DM relic density is known with a very high precision from the Planck satellite
measurements, Ωχh

2 = 0.1186 ± 0.0020 [26]. Considering that DM consists of the new
heavy (meta)stable particles [89], it can be shown (see e.g. [72]) that DM particles with
the masses around the EW scale that are potentially accessible at the particle colliders
can satisfy the observed relic density:

10 GeV . mχ . few TeV . (3.10)

The logarithm in Eq. 3.8 is a slowly varying function of mχ. Its value can be estimated
using the range of masses in Eq. 3.10 and the simplest dimensional approximation σ0 ∼
1/m2

x:

ln

(
gχM

∗
Pl

(2π)3/2mχ

)
≈ 30− 40 . (3.11)
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Given the
√
g∗(Tf ) ∼ 1 − 10 in Eq. 3.8 for Tf ≈ mχ/30 [90] and the observed value of

DM relic density, the following estimate of DM annihilation cross-section can be obtained
from Eq. 3.8:

σ0 ∼ 10−8 GeV−2 . (3.12)

This is quite intriguing result, meaning that the DM particles with masses at the EW
scale can annihilate with a characteristic cross-section of the weak interaction, σEW ∼
α2
EW(mW )/m2

W ∼ 10−7 GeV−2. Thus it makes them potentially observable at particle
colliders. Also this rough estimate gives the lower bound on the annihilation cross-
section of the hypothetical new particles in the different extensions of the SM, otherwise
the abundance of these particles would be higher than the observed abundance of the
non-relativistic matter in the Universe. These particles are usually referred to the weakly
interacting massive particles (WIMPs).
The fact that the WIMPs with masses at the electroweak scale can naturally expain the
observed DM relic density via the freeze-out process is called the WIMP miracle. The
particles with a given mass range, which take part in the weak interaction, are also the
subject of particular interest to the supersymmetrical extensions of the Standard Model,
where they can be associated with the lightest neutralino.

3.3.2 Other Dark Matter candidates

Only the most relevant DM candidates for the collider searches are discussed in this
chapter, but it is worth briefly mentioning a couple of other interesting possibilities:

• Axions and axion like particles (ALPs): Originally axions were introduced in
terms of PecceiQuinn theory as an extension of the SM sector to solve the strong
CP problem. They are non-relativistic, couple extremely weakly to the photons,
gaγγ . O(10−12 GeV−1), expected to have a tiny mass, ma ∼ 10−6 eV (1012 GeV/fa)
and can be interesting DM candidates [91, 92].

• Sterile neutrinos: right-handed neutrinos, which interact only gravitationally.
Significantly heavier than SM neutrinos. With the masses at the keV scale, they
are good DM candidates [93].

• The Kaluza-Klein particle: the lightest Kaluza-Klein exitation of neutral elec-
troweak gauge bosons is a weakly-interacting particle (WIMP) in models with extra
dimensions [94].

• Lightest Supersymmetric Particle (LSP): a supersymmetric DM WIMP can-
didate, the lightest neutralino with the mass range 10 GeV . mχ̄0 . 10 TeV [95].

3.4 Dark Matter production at particle colliders

Generally, the current experimental methods to search for DM particles can be classified
into three big groups, as shown on the Feynman graphs in Figure 3.4:

• Direct detection (DD) searches, which probe the direct interaction between DM
particles and ordinary matter.
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• Indirect detection (ID) searches, which look for the possibility to produce the SM
particles via the interaction between DM particles.

• Collider searches, which look for DM production in the collisions of SM particles.

All three types of experiments are discussed in this chapter with the main focus on
the WIMP searches at the particle colliders, possible final states and corresponding DM
models.

SM

SM DM

DMdi
re

ct
de

te
ct

io
n

collider searches

indirect detection
direct

detection

Figure 3.4: The three types of DM searches shown on one Feynman graph. DM-SM scattering is the
subject of direct detection. DM annihilation into the SM particles is the subject of indirect detection.
SM annihilation into DM particles is the subject of collider searches.

Direct detection

Since DM starts to move freely in the Universe, it rarely interacts with ordinary matter
via the elastic scattering on the atomic nuclei. The direct detection experiments are built
to detect the nuclear recoil of this kind of scattering. The expected event rate, R, is
proportional to DM-nucleus scattering cross-section σχN [96]:

R =
nχNA

A
〈σχNv〉 ∼ σχp 〈v〉A , (3.13)

where nχ and v are the number density and the velocity of DM respectively, A is the
atomic mass of the material and σχp is DM-proton scattering cross-section. For a detector
material with a high atomic mass A ∼ 100, a WIMP mass range in Eq. 3.10, a most
probable value for the velocity of DM particles v ≈ 220 km/s [97] and an expected
WIMP-nucleon cross-section for a given material, one can estimate the expected event
rate as:

R ≈ 0.1
events

(year · kg)
. (3.14)

Usually the detector can be composed of the scintillating crystals like NaI (DAMA/LI-
BRA [98]), germanium or silicon (CRESST II [99], CDMS [100]) or liquid noble gases
like xenon and argon (LUX [101], XENON [102]). The summary of the measurements
from the DD experiments and their projected improvements are shown on the top plot
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in Figure 3.5 with the current best limit from the XENON1T experiment [103]. The
current DD measurements are probing the whole range of the WIMP masses, closely ap-
proaching so-called neutrino floor, where the coherent elastic neutrino-nucleus scattering
substantially limits the sensitivity.
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Figure 26. A compilation of WIMP-nucleon spin-independent cross section limits (solid curves), hints
for WIMP signals (shaded closed contours) and projections (dot and dot-dashed curves) for US-led direct
detection experiments that are expected to operate over the next decade. Also shown is an approximate
band where coherent scattering of 8B solar neutrinos, atmospheric neutrinos and di↵use supernova neutrinos
with nuclei will begin to limit the sensitivity of direct detection experiments to WIMPs. Finally, a suite of
theoretical model predictions is indicated by the shaded regions, with model references included.

We believe that any proposed new direct detection experiment must demonstrate that it meets at least one
of the following two criteria:

• Provide at least an order of magnitude improvement in cross section sensitivity for some range of
WIMP masses and interaction types.

• Demonstrate the capability to confirm or deny an indication of a WIMP signal from another experiment.

The US has a clear leadership role in the field of direct dark matter detection experiments, with most
major collaborations having major involvement of US groups. In order to maintain this leadership role, and
to reduce the risk inherent in pushing novel technologies to their limits, a variety of US-led direct search

Community Planning Study: Snowmass 2013

Figure 3.5: Summary plot of the exclusion limits on the WIMP-nucleon spin-independent cross-section
is shown [104]. The exclusion limits are shown as solid lines. The possible WIMP signals are shown as
shaded closed contours. The projections for the DD experiments to be operated in the future are shown
as dotted and dashed lines. The yellow band shows the limit of the sensitivity of the DD experiments
due to the coherent neutrino scattering.

Indirect detection

Indirect detection experiments aim to detect the SM products of the annihilation of DM
particles, as shown on the Feynman diagram in Fig 3.4. Such annihilation processes
are expected to happen mostly in regions with the high DM density, e.g. galaxy cores,
where DM density is potentially large enough to initiate the pair interaction. Current
experiments are looking for DM annihilation products in the gamma rays, like space-
based Fermi Large Area Telescope [105] and ground-based H.E.S.S. telescopes [106], in
neutrino fluxes like ANTARES [107] or IceCube [108], and in cosmic rays like AMS [109].
The summary of the measurements from the ID experiments is shown on the bottom plot
in Figure 3.6 with the current best limits from the gamma ray detection experiments.
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Figure 13: Summary chart of the current most stringent bounds on DM annihilation, in different chan-
nels and from different searches as discussed in the text. The corresponding references are: AMS-02 an-
tiprotons [49], FERMI dwarfs [66], CMB [31], HESS-GC [61], FERMI IGRB [74], ANTARES [124], ICE-
CUBE [123]. Several caveats apply: (i) ‘Official’ bounds, i.e. those obtained by the relevant experimental
collaborations, are reported for the most part, although of course many other authors have obtained limits that
may be even more constraining. (ii) When different bounds are available, ‘fiducial’ ones are adopted. (iii)
Some bounds need rescaling for the sake of a fair comparison: (iii-a) the HESS-GC one has been rescaled
to correspond to the benchmark Einasto profile defined in [29] and used for the AMS-02 antiproton bounds;
(iii-b) the ICECUBE bounds have been rescaled to be comparable to the ANTARES ones; (iii-c) however, a
further rescaling of both neutrino bounds would be necessary to compare them with the benchmark Einasto
assumption (but this is not possible as the neutrino regions of observation are not univocally defined).

mostly on the spin-dependent scattering cross section but also on the spin-independent one. Finally,
the non observation of neutrino fluxes from the center of the Earth can be used to impose constraints
on the SI scattering cross section (third line of fig. 12): for some specific values of the DM mass
around 50 ÷ 60 GeV, where a resonance enhances the capture by the chemical elements constituting
the Earth, they can be more stringent than the corresponding bounds from the Sun.

Before moving to another search mode, let us collect on a single plot all the constraints from
indirect detection discussed so far: fig. 13 compares them for 3 different channels and for a variety
of messengers. The important caveats discussed in the caption apply.

5. Direct detection

Dark Matter can also be looked for in Direct Searches, which aim at detecting, in ultra-clean

17

Figure 3.6: Summary plot of the most stringent exclusion limits on the WIMP annihilation cross-section
in different channels for various ID experiments is shown as for summer 2015 [110].

3.4.1 Simplified models of Dark Matter production with Emiss
T +X

signatures at particle colliders

Simplified models of DM production are the simplest comlete extensions of the SM sector.
These models follow the following minimal requirements, which characterise its particle
content and corresponding interactions [74]:

• The model should contain (meta)stable DM candidates and a mediator, which cou-
ples to the SM and DM sectors. The number of the new particles should be minimal,
meaning that the degrees of freedom of all but the lightest particles are integrated
out. Such a model can be considered as a limit of a more general theory.

• The model should be renormalizable and Lorentz invariant. The additional inter-
action terms between the SM and the dark sectors should not violate the exact
and approximate accidental global SM symmetries. It means that the baryon and
lepton numbers should be conserved, and the flavour symmetries should at most
weakly broken to avoid strong constraints from the flavour physics.

In what follows, the simplified models for the searches for DM presented in this thesis
are discussed.

3.4.1.1 Vector and axial-mediator simplified models

Consider a model with a new leptophobic spin-1 mediator Z ′ of the additional U(1)Z′

symmetry, which is exchanged in the s−channel between the SM and the dark sectors.
The mixing between Z ′ and the SM Z boson is assumed to be negligible. "Leptophobic"
means that the mediator couplings to the leptons are considered to be either zero or very
small to avoid strong constraints from the di-lepton searches at the LHC. The generic
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interaction term between the SM and dark sectors in the Lagrangian of such a model
then takes the form [73]:

L ⊃ χ̄γµ(gVχ − gAχ γ5)χZ
′
µ −

∑
q=u,d,s,c,b,t

q̄γµ(gVq − gAq γ5)qZ
′
µ , (3.15)

where gVχ , gAχ are the vector and axial-vector mediator couplings to DM respectively,
and gVq , gAq are the universal vector and axial-vector mediator couplings to the quarks
respectively. It is important to keep the quark couplings gV,Aq universal to satisfy the
Minimal Flavour Violation (MFV) [111], meaning that all higher-dimensional operators
constructed from the SM fields and new U(1) fields should stay CP-invariant. The only
source of the CP-violation should come from the CKM phase, otherwise it would lead to
the strong constraints from the flavour physics.
Consider two types of simplified models, vector mediator, where gAχ,q = 0, and axial-
vector mediator, where gVχ,q = 0. The interaction terms of the Lagrangian of the vector
and axial-vector mediator models take the form:

LV ⊃ −gχχ̄γµχZ ′
µ − gq

∑
q=u,d,s,c,b,t

q̄γµqZ ′
µ

LAV ⊃ −gχχ̄γµγ5χZ ′
µ − gq

∑
q=u,d,s,c,b,t

q̄γµγ5qZ
′
µ .

(3.16)

Each model can be characterised by four parameters, which are the masses of DM particle
mχ and the mediator mmed, and the mediator couplings to the SM sector gq and to DM
sector gχ.
Define the minimal width of the mediator as a sum of the partial widths of all kine-
matically possible decays into DM and the quarks. Then for the vector and axial-vector
mediator, the minimal widths to DM and to quarks can be obtained as [73]:

Γχχ̄,qq̄
V =

g2χ,qmmed

12π

(
1−

4m2
χ,q

m2
med

)1/2(
1 +

2m2
χ,q

m2
med

)
Γχχ̄,qq̄
AV =

g2χ,qmmed

12π

(
1−

4m2
χ,q

m2
med

)3/2

.

(3.17)

All minimal widths vanish in the part of the phase space where mmed < 2mχ,q, and only
off-shell decays are allowed. The kinematic limit, mmed = 2mDM,q, separates between
the on-shell and the off-shell decays of the mediator. More about the on-shell and off-
shell regimes, as well as corresponding constraints on the LHC searches, are described in
Chapter 11.
One can consider models, in which the SM final state particles originate from the initial
state radiation of gluons or SM vector bosons. The corresponding Feynman diagrams of
such processes are shown in Figure 3.7. These models can be probed by the Emiss

T + j,
Emiss

T + γ and Emiss
T + V searches at the LHC. These searches become complementary,

when the set of the fixed model parameters is chosen to be the same. More details about
the choice of the parameters are discussed in Chapter 11.
It is important to note that the same simplified models can be probed by the mea-
surements from the DD and ID experiments. It means that there is a correspondence
between the LHC and the DD/ID cross-section measurements. For instance, for the DD
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Figure 3.7: Tree-level Feynman diagrams of DM production for the vector and axial-vector simplified
models.

searches in case of the vector mediator model, the LHC cross-section corresponds to the
spin-independent WIMP-nucleon cross-section σSI

χN , while In case of axial-vector mediator
model to the spin-dependent WIMP-nucleon cross-section σSD

χN . Any LHC limit on the
parameters of the model can be translated into the corresponding DD/ID limits [112],
which makes the collider and the DD/ID measurements complementary.

3.4.1.2 Z ′-2HDM simplified model 2

q̄

q h

X

X̄

Z/�

q̄

q h

X

X̄

A0

Z 0

FIG. 1: Production mechanisms for dark matter plus Higgs through (left) a contact operator coupling dark matter to Zh or
�h, or (right) a new Z0 coupled to a two Higgs doublet model, where the new pseudoscalar A0 decays primarily to the dark
matter.

tion V.
We also note that the mono-Higgs signal has recently

been discussed in Refs. [18, 19]. Ref. [18] considered con-
tact operators coupling dark matter to SM Higgs dou-
blets and possibly other SM states (the operators are dif-
ferent from the ones in this paper); however they found
that for most of the operators the bounds on the cut-
o↵ scale are quite low, less than 50 GeV, which is well
beyond the regime of validity for assuming a contact op-
erator.

Ref. [19] considered a somewhat di↵erent set of opera-
tors as well as simplified models. For the “Higgs-portal”-
type operators (e.g., [20–22]), they find LHC limits to be
much weaker than exclusion limits on Higgs invisible de-
cay for DM masses below mh/2, while direct detection is
very constraining at higher masses. Ref. [19] also consid-
ered simplified models with an additional Z 0, where the
Higgs is produced through Higgs-strahlung of the Z 0. For
the case of Z � Z 0 mass mixing, they found mono-Higgs
is only able to probe large mixing angles (sin ✓ > 0.1), in
apparent conflict with precision electroweak data. In con-
trast, for our scenario the Z 0 is produced resonantly and
decays, and we have imposed the precision electroweak
constraint from fits of the ⇢0 parameter.

II. Higgs+MET AT THE LHC

We consider two possible Higgs decay channels, bb̄ and
��, as promising for observing Higgs plus MET. The bb̄
channel has the largest branching ratio for a Higgs of
mass mh = 125 GeV, Br(h ! bb̄) ⇡ 0.577 [23], and
gives the best statistics for the signal, while the diphoton
branching ratio is only Br(h ! ��) ⇡ 2.28 ⇥ 10�3, but
is potentially a very clean channel. These channels as
well as multi-lepton final states from h ! ZZ⇤ were also
studied in [19].

The dominant irreducible SM background for Higgs
plus MET is Zh production with Z decaying to neutrinos.
Depending on the decay channel, other SM backgrounds
can also be comparable or larger. Here we rely on the
ATLAS report [24] to derive bounds from LHC Run 1.
For 14 TeV projections, we estimate backgrounds rates

LHC Run 1 14 TeV

tt̄ 200 1006± 335

Zbb̄ 336 682± 26

V h 23 142± 5

SM total 727± 11 1830± 336

Dim-8, fermion DM 329± 10 23150± 880

MZ0 = 1 TeV, tan� = 1 43± 1 1836± 36

TABLE I: Background and signal events for h ! bb̄ decay,
for the cuts described in the text. The background num-
bers for LHC Run 1 are taken from Ref. [24] for MET > 120
GeV. For our background estimate at a 14 TeV LHC, we in-
clude only the processes listed here; uncertainties from MC
statistics are shown and we include an additional 25% sys-
tematic uncertainty in deriving constraints. For the signal
from a dimension-8 operator with fermion DM, Eq. (7), we
take fiducial values of ⇤ = 200 GeV and mX = 1 GeV. For
the Z0 case, the coupling is the upper limit allowed by the ⇢0
constraint, shown in Fig. 4.

from our own Monte Carlo event simulations and also use
some results from [19].
Our dark matter models have been implemented with

FeynRules 2.0 [25], and our event generation makes use
of the MadGraph [26], PYTHIA [27], and Delphes [28]
pipeline from parton-level to detector-level simulation.

A. Two b-jet channel

A search for h ! bb̄ decay in association with a Z/W
boson has been performed using the data of Run 1 of
the LHC; the observed signal strength is compatible with
that of the SM Higgs boson [24, 29]. In particular, the
ATLAS collaboration presents an analysis for the Z(⌫⌫̄)h
channel in several MET bins, with the full integrated
luminosity of 4.7/fb at 7 TeV and 20.3/fb at

p
s = 8

TeV [24]. We use these results to derive constraints on
mono-Higgs for the models in this paper.
Event selection is governed by demanding two leading

Figure 3.8: The Feynman diagram of DM production in association with the SM Higgs boson in terms
of Z ′-2HDM model [113].

Since the initial state radiation of the Higgs boson is highly suppressed, one cannot
use exactly the simplified models with the initial state radiation that described in Sec-
tion 3.4.1.1. Instead, assume that the Z ′ mediator decays to the Higgs boson and to some
intermediate particle, which in turn decays primarily to DM pair, Z ′ → hA0 → hχχ̄ [113],
as shown on the Feynman diagram in Figure 3.8. The Z ′ mediator obeys exactly the same
U(1)Z′ symmetry. Note that Z ′ vector mediator model described in Eq. 3.15, where the
mediator radiates the Higgs boson and no additional intermediate particles are required,
can also produce the Emiss

T +h final state, but it is not discussed in the scope of this work.
The new particle cannot be added as a singlet state, since the new terms in the Lagrangian
would violate gauge invariance. Thus, it is added via a two-Higgs doublet extension,
meaning that the dark sector includes a new SM singlet scalar, which spontaneously
breaks the U(1)Z′ symmetry at the scale above the electroweak symmetry breaking.
This model assumes Type 2 two-Higgs doublets [75], where one of the doublet φu couples
only to the up-type quarks and the other doublet φd couples only to the down-type quarks
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and the leptons. The relevant terms in the Lagrangian then take the form:

L ⊃ yuQ̄φuu+ ydQ̄φdd+ ylL̄φdl + V2HDM , (3.18)

where yu, yd and yl are the Yukawa couplings of the new Higgs doublets to the fermions
and leptons.
The two-Higgs doublet potential V2HDM is required to be Lorentz invariant, CP conserving
and to obey all symmetries of the electroweak sector. The following combination of the
doublet fields satisfy the abovementioned requirements:

V2HDM = µ1φ
†
uφu + µ2φ

†
dφd − µ3

(
φ†
uφd + φ†

dφu

)
+
λ1
2

(
φ†
uφu

)2
+
λ2
2

(
φ†
dφd

)2
+ λ3

(
φ†
uφu

) (
φ†
dφd

)
+ λ4

(
φ†
uφd

) (
φ†
dφu

)
+
λ5
2

(
φ†
uφd

)2
+
λ5
2

(
φ†
dφu

)2
.

(3.19)

This potential includes a Z2 symmetry under which Hu → Hu and Hd → Hd to suppress
flavour-changing neutral currents (FCNCs). This symmetry is softly broken by the term
µ3

(
φ†
uφd + φ†

dφu

)
. The requirement that all coefficients in the potential as well as the

vacuum expectation values (VEVs) are real ensures the CP conservation.
After the symmetry breaking, the new doublets acquire the VEVs vu and vd, leading to
the following parametrisation:

φu =

(
−H+ sin β

vu − h sinα +H cosα− iA0 sin β

)
φd =

(
H+ cos β

vd + h cosα +H sinα + iA0 cos β

)
,

(3.20)

where h, H are the CP-even scalars with the masses mh, mH respectively, H+ is a heavy
charged scalar with the mass mH+ and the corresponding antiparticle H−, A0 is the CP-
odd with the mass mA0 , the angle β is related to the ratio of VEVs as tan β ≡ vu/vd and
α is the mixing angle between the CP-even scalars h and H.
The scalar h can be associated with the SM Higgs boson with the mass mh ≈ 125 GeV.
The other parameters of the new (pseudo)scalars H, H± and A0 can be constrained from
the other measurements:

• mH,H±,A0 & 300 GeV from the b→ sγ process [75].

• mH± ≈ mH or mH± ≈ mA0 to protect the relation ρ ≡ mZ

mW cos θ2W
= 1 [54] against

the 1-loop corrections to the masses of the SM W and Z bosons.

• The mixing angles are constrainted to be around the alignment limit sin(α−β) → 1
or β → α+ π/2, α ∈ (−π/2, 0) from the fits to the observed Higgs couplings [114].

• tan β & 0.3 to ensure the perturbativity of the top Yukawa coupling [75].

• The coupling of the Z ′ to the quarks, gq, is constrained from the ρ parameter
measurements for tan β & 0.6 and from the dijet measurements for tan β . 0.6 for
the mediator masses mZ′ . 1.3 TeV [113].

• The additional Higgs VEVs lead to the small Z − Z ′ mixing, which modifies the
SM Z mass. The mixing is strongly constained from the measurements of the ρ0
parameter and LEP measurements of the Z resonances [113].
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The interaction term between DM particle χ and the new extension of the Higgs sector
is the following:

L ⊃ yχχ̄iγ5χA
0 , (3.21)

where yχ is the Yukawa coupling of DM particle to the pseudoscalar A0. It is assumed to
be the only interaction term of the particle A0 to other particles in the model, meaning
large branching ratio BA0→χχ̄ = 1.
The width of the decay of the mediator to the SM Higgs boson and the new particle A0

can be expressed as [113]:

ΓZ′→hA0 = [gZ′ cosα cos β]2
|p|3

24πm2
Z′

|p| = 1

2m2
Z′

√
λ(m2

Z′ ,m2
h,m

2
A0) ,

(3.22)

where |p| is the center of mass momentum of the decay products and λ(x, y, z) = x2 +
y2+z2−2xy−2xz−2yz is the Källen triangle function. A non-zero decay width ΓZ′→hA0

leads to the Jacobian peak in the momentum distribution of DM pair, or the Emiss
T .

3.4.1.3 Two-Higgs doublet model with pseudoscalar mediator
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Figure 9. Representative Feynman diagrams that lead to a Z +ET,miss signal in the pseudoscalar
extensions of the THDM. In the case of triangle diagram (left) only the shown graph contributes,
while in the case of the box diagram (right) instead of an a also an A exchange is possible.

Like in the case of the mono-Z signal the presence of triangle diagrams with a trilinear
scalar coupling also leads to a peak in the ET,miss

distribution of h + ��̄ production if the
intermediate heavy pseudoscalar A can be resonantly produced. The peak position in the
mono-Higgs case is obtained from [20]

Emax

T,miss

' �1/2
(MA, Ma, Mh)

2MA
. (5.4)

It follows that in order for events to pass the ET,miss

cut necessary for a background sup-
pression in mono-Higgs searches, the relation

MA & Ma +

q
M2

h +

�
Ecut

T,miss

�
2

, (5.5)

has to be fulfilled. A lesson to learn from (5.5) is that mono-Higgs searches in the h ! b¯b

channel [31, 32] are less suited to constrain the parameter space of our simplified model
than those that focus on h ! �� [33, 34], because the minimal ET,miss

requirements in the
former analyses are always stricter than those in the latter. To give a relevant numerical
example let us consider Ecut

T,miss

' 100 GeV, which represents a typical ET,miss

cut imposed
in the most recent h + ��̄ (h ! ��) searches. From (5.5) one sees that in such a case
mono-Higgs analyses are very sensitive to masses up to Ma ' 330 GeV for MA ' 500 GeV.

Like in the mono-Z case the above kinematical argument however allows only for a
qualitative understanding of the numerical results for the pp ! h+��̄ (h ! ��) exclusions,
since interference effects can be important in scenarios with a pseudoscalar A of mass
MA < 2mt. Notice that if Ma > MA + Mh the role of A and a is interchanged and the
h + ET,miss

signal can receive large corrections from resonant a exchanges, as we will see
explicitly in Section 6.4. Finally in type II and IV models resonant mono-Higgs production
from b¯b initial states can also be important if tan � is sufficiently large.

5.5 Mono-W channel

The last ET,miss

signal that we consider is the mono-W channel [35, 36]. Two representative
Feynman graphs that lead to a resonant W +ET,miss

signature in the pseudoscalar extension
of the THDM are shown in Figure 11. These diagrams describe the single production of a
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Figure 3.9: The Feynman diagrams of the Emiss
T + Z production in 2HDM+a model. The left diagram

is the only triangular diagram which contributes. The box diagram on the right allows both a and A
exchange. H is a CP-even scalar, a and A are the CP-odd scalars.
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Figure 10. Sample diagrams in the THDM with an extra pseudoscalar that induce a h + ET,miss

signal in the alignment/decoupling limit. Graphs in which the role of a and A is interchanged can
also provide a relevant contribution.

charged Higgs H± via the annihilation of light quarks followed by H± ! aW±
(a ! ��̄).

One way to assess the prospects for detecting a mono-W signature consists in comparing the
production cross sections of H± to that of H and A. Using for instance tan � = 1, we find
� (pp ! H+

) ' 1.0 fb for MH± = 500 GeV and � (pp ! H+

) ' 0.2 fb for MH± = 750 GeV

at the 13 TeV LHC. The corresponding cross sections in the case of the heavy neutral spin-0
resonances read � (pp ! H) ' 1.4 pb and � (pp ! A) ' 3.1 pb and � (pp ! H) ' 0.2 pb

and � (pp ! A) ' 0.3 pb, respectively. These numbers strongly suggest that an observation
of a mono-W signal is compared to that of a mono-Z or mono-Higgs signature much less
probable. We thus do not consider the W + ET,miss

channel any further.
Let us finally add that besides a simple mono-W signature also Wt + ET,miss

and
Wtb + ET,miss

signals can appear in the DM model introduced in Section 2. For the rel-
evant charged Higgs production cross sections we find at 13 TeV the results �

�
g¯b ! H+

¯t
� '

0.17 pb (�
�
g¯b ! H+

¯t
� ' 0.04 pb) and � (gg ! H+

¯tb) ' 0.10 pb (� (gg ! H+

¯tb) ' 0.02 pb)
using tan � = 1 and MH± = 500 GeV (MH± = 750 GeV). Given the small H± production
cross section in gb and gg fusion, we expect that searches for a Wt+ET,miss

or a Wtb+ET,miss

signal will in practice provide no relevant constraint in the small tan � regime.

6 Numerical results

The numerical results of our mono-X analyses are presented in this section. After a brief
description of the signal generation and the background estimates, we first study the impact
of interference effects between the a and A contributions to the j+��̄ and t¯t+��̄ channels.
Then the constraints on the parameter space of the THDM plus pseudoscalar extensions
are derived for several well-motivated benchmark scenarios. In the case of the mono-Z and
mono-Higgs searches we also discuss the LHC Run II reach in some detail.

6.1 Signal generation

The starting point of our MC simulations is a UFO implementation [96] of the simpli-
fied model as described in Section 2. This implementation has been obtained by means
of the FeynRules 2 [97] and NLOCT [98] packages. The generation of the j + ET,miss

,
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Figure 3.10: The Feynman diagrams of the Emiss
T + h production in 2HDM+a model. The left diagram

is the only triangular diagram which contributes. The box diagram on the right allows both a and A
exchange. H is a CP-even scalar, a and A are the CP-odd scalars.

This class of models is particularly interesting by its rich Emiss
T +X phenomenology. It

provides a wide range of different collider signatures, including Emiss
T + V , Emiss

T + h,
Emiss

T + j, Emiss
T + tt̄ and Emiss

T + bb̄ [76]. Unlike the Z ′ simplified models, this model
leads to the SM Z production directly from the hard interaction, probing directly the
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interaction between the DM and SM sectors. It can lead to stronger constraints on the
model parameters for the Emiss

T +V and Emiss
T +h searches, considered in the scope of this

thesis, comparing to the Emiss
T +j search, which usually dominates in case of Z ′ simplified

models.
The two-Higgs doublet model with pseudoscalar mediator, or 2HDM+a, assumes the
interaction between DM and the SM particles is goverened by the CP-odd spin-0 mediator.
The two new Higgs doublets and the corresponding potential are introduced in the same
way as described in Eq. 3.19-3.20.
The simplest way to introduce the interaction via the pseudoscalar P is to mix it with
the CP-odd scalar from the Higgs doublets [76]:

L ⊃ P
(
ibPφ

†
uφd + h.c.

)
+ P 2

(
λP1φ

†
uφu + λP2φ

†
dφd

)
, (3.23)

where bP is a mass-dimensional CP conserving parameter and λP1,P2 are trilinear scalar
couplings. With this new term in the Lagrangian, the pseudoscalars P and A0 are no
longer the mass eigenstates. They can be diagonalised using a mixing angle θ:(

a
A

)
=

(
cos θ − sin θ
sin θ cos θ

)(
P
A0

)
. (3.24)

Both a and A can couple to DM particles, to the SM sector and to other scalars from
the Higgs doublets. Consider the possibilities, which are relevant for the Emiss

T + h and
Emiss

T + Z searches.
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Figure 3.11: Emiss
T distribution at parton level of the Emiss

T + h(bb̄) signal events for 2HDM+a models
with different masses of the CP−odd scalar boson A [77].

• Emiss
T + Z search: heavy scalar H couples to the SM and the dark sector, while

a couples directly to DM particles. In case of mH > ma + mZ , the H → aZ
decay is allowed, where a decays to DM pair, giving rise to the Emiss

T + Z resonant
production, as shown in Figure 3.9. The triangle diagram leads to a Jacobian peak
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in the momentum distribution of DM pair, or the Emiss
T . The position of the peak

can be approximated as [115]:

(Emiss
T )max ≈

√
(m2

H −m2
a −m2

Z)
2 − 4m2

am
2
Z

2mH

. (3.25)

Higher mH shifts the peak to the harder Emiss
T , while higher ma shifts it to the softer

Emiss
T . As soon as certain Emiss

T threshold, (Emiss
T )cut, is required in the Emiss

T + Z
search, the more strict constraint on the mH is needed to enhance the sensitivity,
mH & ma +

√
m2

Z + (Emiss
T )2cut [76].

The relevant partial decay widths take the form [76]:

Γa→χχ̄ =
y2χma cos

2 θ

8π

√
1−

4m2
χ

m2
a

ΓH→aZ =
sin2 θ

16π

[(m2
H −m2

a −m2
Z)

2 − 4m2
am

2
Z ]

3/2

m3
Hv

2
.

(3.26)

• Emiss
T + h search: heavy pseudoscalar A couples to the SM and the dark sec-

tor, while the light pseudoscalar a couples directly to DM particles. In case of
mA > ma + mh, the A → ah decay is allowed, giving rise to the Emiss

T + h reso-
nant production, as shown in Figure 3.10. The triangle diagram leads to the same
Jacobian peak in Emiss

T , where mH is replaced with mA in Eq. 3.25, as shown in
Figure 3.11.

The relevant partial decay width takes the form [76]:

ΓA→ah =
g2Aah

16π

√
(m2

A −m2
a −m2

h)
2 − 4m2

am
2
h

mA

gAah =
1

mAv

[
m2

h −m2
A −m2

a − 2m2
H + 4m2

H±

+ 2v2
(
−λ3 + λP1 cos

2 β + λP2 sin
2 β
)]

sin θ cos θ .

(3.27)

More details about the different parameter scenarios, kinematic regimes and allowed
parameter space for different searches can be found in [76, 77, 115].





Chapter 4

Experimental Setup

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle accel-
erator since it became operational in 2009. It is located at the European Organization for
Nuclear Research (CERN 1) near Geneva, Switzerland. With a circumference of 26.7 km,
it is aimed to accelerate protons 2 to the unprecedented center-of-mass energy of up to
14 TeV and collide them at the interaction points.
LHC is the final stage of the complex multi-step accelerator system used to bring protons
to the final energy and deliver them to the different experiments, as shown in Figure 4.1.
The first accelerator in this system, LINAC 2, increases the energy of the protons to
50 MeV and injects them into the Proton Synchrotron Booster (PSB). The protons are
accelerated to the energy of 1.4 GeV in the PSB, filled into the Proton Synchrotron (PS)
and brought up to the next energy level of 25 GeV. Finally, the protons are accelerated
to the energy of 450 GeV in the Super Proton Synchrotron and injected into the LHC
ring as two separate beams running in the opposite directions. Each proton beam reaches
the final energy of up to 7 TeV.
The proton beams do not have a continuos structure, but rather consist of the spatially
separated bunches composed of 1.15×1011 protons each. The bunch structure is motivated
by the LHC acceleration mechanism that uses the radio frequency cavities, where the
protons increase their energy by the electromagnetic field with an effective field strength
of 2 MV/m, oscillating at a frequency of 400 MHz. The bunch spacing determines the
number of bunches that can be hosted by the proton beam. The bunch spacing in Run 1
of the LHC was 50 ns, resulting in at most 1404 bunches in each beam, and was halved
to 25 ns in Run 2, resulting in at most 2808 bunches in each beam. The time spacing
between the bunches defines the bunch-crossing frequency, which is 40 MHz for the bunch
spacing of 25 ns.
The LHC makes use of the superconducting magnets to keep the proton beams in the
LHC trajectory. These include 1232 dipole magnets that bend the beams to follow the
circular shape of the LHC ring, and 392 quadrupole magnets that squeeze and focus each
beam to eliminate the effect of the beam dispersion. The superconducting magnets made
of NbTi operate in the liquid helium at the temperature of 1.9 K, producing the magnetic
field of 8.33 T.

1The abbreviation comes from the French name Conseil Europeen pour la Recherche Nucleaire.
2The LHC is also used to accelerate and collide heavy ions, such as lead and xenon. These working

regimes are not considered in the scope of this thesis.
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Figure 4.1: Sketch of the CERN accelerator complex, including LHC and experiments supported by this
complex [116].

The LHC collides the proton beams at the four interaction points that correspond to
the four main experemints, namely ATLAS, CMS, LHCb and ALICE. The ATLAS (A
Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are multi-purpose detec-
tors, sensitive to the wide range of different areas of particle physics, including searches
for the new physics, studies of the properties of the Higgs boson and the SM precision
measurements in the proton-proton and heavy ion collisions. ALICE (A Large Ion Col-
lider Experiment) detector focuses on the studies of the strongly interacting matter at
extreme energy densities in the heavy-ion collisions. LHCb (LHC beauty) detector is
designed to perform precision measurements of the flavour physics and CP violation in
the proton-proton collisions.
The size and bunch-crossing frequency determine a measure of the rate of different physics
processes produced in particle collisions. This measure is referred to as luminosity L,
which is defined as a ratio of the number of events in a given period of time to the cross-
section of a given physics process, Lσ = dN/dt. For the colliding Gaussian beams, the
luminosity takes the form [117]:

L =
N1N2Nbfr

A
· S ·W ·K . (4.1)

N1, N2 stand for the number of particles per bunch of each beam, Nb denotes the number
of bunches in the beam, and fr = 11.245 kHz is the LHC revolution frequency. The
luminosity reduction factors S, W and K account for the loss in the lumonisity due to
the non-zero crossing angle and transverse offset. A denotes the area of the overlap of
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the beams, which can be expressed as A = 4πεβs, where ε is the beam emittance and
β−function βs is related to the transverse size of the beam at the point s along the
beam trajectory. Given the value β∗ of the β−function at the interaction point and the
Lorentz-inva, the luminosity can be expressed in the following way 3:

L =
N1N2Nbfβrelγrel

4πε∗β∗ · S ·W ·K . (4.2)

However, the high luminosity delivered by the LHC results in a significant background
to the interesting physics processes that are associated to the hard scattering process.
Around 40% of the bunch crossings results in the diffractive and elastic processes [118].
Even when the hard scattering occurs, it is usually followed by the large number of
processes originating from the various secondary interactions. These include additional
proton-proton interactions, referred to as pile-up, which consists of two main components.
The in-time component originates from the multiple proton-proton interactions that oc-
cur in the same bunch crossing as the collision of interest. The out-of-time component
corresponds to the proton-proton interactions that happen in the bunch crossing just
before and after a given bunch crossing. This is related to the lengths of the electrical
signals associated with the collision that are larger than the bunch spacing. This means
that the signals from the neighbouring bunch crossings contribute to the signal of a given
bunch crossing. Figure 4.2 illustrates the distribution of the pile-up parametrised in terms
of the mean number of interactions per bunch crossing µ delivered to ATLAS during the
2015 and 2016 data taking periods. An increase in the luminosity for 2016 data taking
comparing to the 2015 data taking results in the increase of the corresponding values of
〈µ〉 from 13.7 to 24.9.
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Figure 4.2: Distribution of the mean number of interactions per bunch crossing µdelivered to ATLAS
for the pp collisions at

√
s = 13 TeV during the 2015 (left) and 2016 (right) data taking periods [119].

4.2 The ATLAS experiment

The ATLAS detector is a large multi-purpose detector, located at one of the four in-
teraction points of the LHC. It is designed as a hermetic, cylindrically shaped detector,

3Since the emittance is inversely proportional to pT of the particles in the beam, the boost invariant
normalised emittance is used, ε∗ = βrelγrelε, where βrel, γrel denote the retavistic Lorentz factors.
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Figure 4.3: Computer-generated schematic representation of the ATLAS detector and its compo-
nents [120].

enclosing almost 4π in solid angle. This allows to reconstruct and identify nearly every
highly energetic particle produced in the proton-proton collisions.
ATLAS uses a right-handed coordinate system with its origin at the nominal interaction
point (IP) and the z−axis that follows the beam direction. The x−axis points to the
center of the LHC ring, and the y−axis points upward. Cylindrical coordinates (ρ, φ) are
used in the transverse plane, where the azimuthal angle φ is measured around the beam
pipe. Since the polar angle θ is not Lorentz-invariant, the pseudorapidity is introduced
instead as η = − ln tan(θ/2). ATLAS covers the pseudorapidity range of |η| < 4.9, where
smaller values correspond to the central region and higher values to the forward regions
of the detector. The angular distance between the objects in this coordinate system is
defined as ∆R =

√
(∆η)2 + (∆φ)2.

ATLAS is designed to be as hermetic as possible, enclosing almost 4π in solid angle. This
allows to reconstruct and identify almost every particle produced in the proton-proton
collisions using different detector sub-systems. A schematic representation of the ATLAS
detector and its sub-systems is shown in Figure 4.3.
The particles produced at the IP initially travel through the innermost layers coated by
the solenoid magnet that produces strong homogeneous field of 2 T. These layers serve as
tracking detectors, covering the range of |η| < 2.5. The strong magnetic field bends the
trajectory of the charged particles, the curvatures of which determine the corresponding
momenta and signs of the charge. The next layers in the detector, the calorimeter layers,
are aimed to measure the energy of both charged and neutral particles. The electromag-
netic calorimeter is designed to measure the energy of the electromagnetically interacting
particles such as electrons and muons that produce electromagnetic showers while inter-
acting with the detector material. The hadronic calorimeter is aimed to provide energy
measurements based on the nuclear interaction between the hadrons and detector mate-
rial. The calorimeters provide the full coverage in |η| of up to 4.9. The muons escape
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the calorimeter without the significant losses in energy and thus are detected in the out-
ermost layer of the detector, the muon spectrometer. It is bathed in a magnetic field of
the toroid magnet, allowing to measure the properties of the muons based on their track
information. The muon spectrometer provides the coverage for |η| < 2.7. Neutrinos and
other invisible particles (e.g. DM particles) do not interact with the detector and thus can
be revealed from the transverse momentum imbalance measured in terms of the missing
transverse energy.
All above-mentioned detector sub-systems are described in Sections 4.2.1 to 4.2.3, follow-
ing . A description of the ATLAS trigger system, including author’s contribution in the
calibration of the Level-1 Calorimeter Trigger, is given in Section 4.2.4.

4.2.1 Inner detector

Figure 4.4: Computer generated image of the ATLAS inner detector [121].

The ATLAS inner detector (ID) is designed to provide accurate reconstruction of the
charged particle tracks used for the high resolution momentum measurements and particle
identification, as well as the reconstruction of the primary and secondary vertices, in the
region of |η| < 2.5. The nominal lower pT of the reconstructed tracks in 0.5 GeV. As
shown in Figure 4.4, the ID consists of three complementary sub-systems, the Pixel
Detector (PD), Silicon Semiconductor Tracker (SCT) and Transition Radiation Tracker
(TRT). The latter also provides an electron identification for 0.5 GeV < pT < 150 GeV
in the region of |η| < 2.0. All sub-systems are fully contained within the homogeneous
magnetic field of 2 T produced by the ATLAS solenoid magnet.
The PD consists of 1744 modules arranged in three cylindrical layers in the central (barrel)
region and in three discs layers in each of the two end-caps. The modules host about 80
million pixels with a nominal pixel size of 50× 400µm (50× 600µm in the regions at the
front-end chips) and nominal thickness of 250µm. To maintain the high density of track
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close to the IP, the PD provides an intrinsic accuracy of 10µm per layer in the R − φ
plane transverse to the beam and 115 µm per layer in the z−direction (R−directron) for
the barrel modules (end-cap discs). To sustain the high radiation environment, the pixel
modules are operated in the range of temperatures from -10◦Cto -5◦C.
The SCT contains 4088 two-sided modules arranged in four coaxial cylindrical layers in
the barrel region and in nine discs layers in each of the two end-caps. With a surface
coverage of 63 m2 of silicon, it is nearly hermetic with at least four precision space-point
measurements over the fiducial coverage of the ID. The SCT modules host 80µm pitch
micro-strip sensors, which are connected to about 6.3 million readout chips. Comparing
to the PD, each layer in the SCT provides similar resolution of 17µm in the R− φ plane
and much coarser resolution of 580 µm in the z−direction (R−directron) for the barrel
modules (end-cap discs).
The TRT consists of up to 73 layers of polyimide straw tubes interleaved with fibers in
the barrel region (parallel to the beam axis) and 160 layers of straw tubes interleaved
with foils in the end-cap regions (radially in the wheels). These straw tubes, each 4 mm in
diameter and 144 (39) cm long in the barrel (end-cap) region, is filled with a gas mixture
of 70% Xe, 27% CO2, and 3% O2. Due to the low mass, a highly-boosted electron can
emit X-rays as it traverses through the straws and gas mixture. This is referred to as
transition radiation. As this radiation is suppressed by a factor of 1/m, where m is the
mass of the particle, the heavy particles, such as charged pions, start to emit X-rays only
at higher boost. This limits the electron identification to the region of pT below 150 GeV.
The charged tracks with pT > 0.5 GeV leave at least 36 hits in the TRT except the
barrel-end-cap transition region of 0.8 < |η| < 1.0, where at least 22 hits are expected.
The resulting resolution is much coarser comparing to the PD and SCT, amounting to
130µm in the R− φ plane.
The ID provides a transverse impact parameter resolution of σd0/d0 = 22.1± 0.9µm and
a relative momentum resolution of σpT /pT = (4.83 ± 0.16) × 10−4 GeV−1 × pT for high
pT tracks [122].

4.2.2 Calorimetry

The ATLAS calorimeter is designed to provide accurate energy measurements of all par-
ticles that interact either electromagnetically or hadronically except muons 4 and neutri-
nos. It consists of the sampling calorimeters that contain alternating layers of a dense
absorber material with high atomic number Z and active material. The particles interact
with the absorber material, inducing the cascade of secondary particles, referred to as
showers. The energy in these particle showers is measured from the interaction with the
active material (ionization and scintillation processes). Such a sampling structure makes
it possible to design relatively cheap, compact calorimeters at the cost of energy losses
in the absorber material. These losses are quantified in terms of the sampling fraction
fsamp = Eactive/(Eactive + Epassive), where Eactive, Epassive denote energy absorbed by the
active and passive material. This quantity should be accounted for in order to achieve
precise measurements of the parton shower energy.
The particles produce two types of showers, depending on the type of interaction with the
detector material. The electromagnetic showers, initiated mainly by electrons and pho-
tons, are measured in the electromagnetic calorimeter. The hadronic showers, initiated
by hadrons, are measured in the hadronic calorimeter. The calorimeter regions closest

4The muons are Minimally Ionizing Particles at the LHC energy scale.
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Figure 4.5: Computer generated image of the ATLAS calorimeter [123].

to the beam axis use liquid argon as an active material due to its stable, linear response
and radiation hardness. These regions, referred to as Liquid Argon Calorimeter (LAr),
are the barrel and end-caps of the electromagnetic calorimeter, as well as the end-caps
and forward regions of the hadronic calorimeter. The barrel regions are bathed in the
same barrel cryostat, while the end-cap and forwards regions are embedded in the two
end-cap cryostats. The outer regions of the hadronic calorimeter are located far away
from the beam line and thus are exposed to the lower radiation levels. This motivates
the least-cost choice of the scintillator tiles as an active material and steel as an absorber
material, and use steel as the absorber material, both operated at a room temperature.
This region of the hadronic calorimeter is referred to as Tile Calorimeter.
Figure 4.5 illustrates a schematic representation of the ATLAS calorimeter and their main
components. The calorimeters provide the full φ−symmetry and coverage of |η| < 4.9
around the beam axis.

4.2.2.1 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) is designed to measure the energy of electromag-
netically interacting particles, such as electrons and photons. It is arranged in alternating
layers of an absorber material and liquid argon as an active material. An accordion ge-
ometry is implemented for the absorbers both in the barrel and end-cap regions of the
ECAL, providing full coverage in the azimuthal angle φ without any energy losses due
to the crack regions, as well as the fast signal extraction. The absorbers are made of the
lead plates interleaved with the copper read-out electrodes. In the barrel calorimeter,
the plates are 1.53 mm thick in the region of |η| < 0.8 and 1.13 mm thick in the region
of |η| > 0.8. In the end-cap calorimeters, the plates are 1.7 mm thick in the region of
|η| < 2.5 and 2.2 mm thick in the region of |η| > 2.5. Electrons and photons in the
GeVrange loose their energy in the absorbers primarily due to the Bremsstrahlung and
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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Figure 4.6: Sketch of a section of the electromagnetic barrel calorimeter at η = 0, showing its accordion
geometry and layers of calorimeter cells with the corresponding dimensions. [124].

e+e− pair-production.
The ECAL consists of the Electromagnetic Barrel (EMB) calorimeter, covering the re-
gion of |η| < 1.475, and the Electromagnetic Endcap (EMECs) calorimeters, covering the
region of 1.325 < |η| < 3.2. The EMB is arranged in three layers with different gran-
ularities and depths, as illustrated in Figure 4.6. The first layer provides an extremely
fine granularity in η and consists of strip cells with a size of 0.003.1 in (η, φ) space and
depth of 4.3X0, where X0 stands for the radiation length 5. This allows to discriminate
photons from the π0 → γγ decay. The second layer is aimed to absorb the majority of
the energy from the traversing particles and provide accurate (η, φ) measurements. It
consists of cells with a size of (0.025, 0.0245) in (η, φ) space and depth of 16X0. The last
layer is designed to measure the remnants of the electromagnetic showers and thus does
not require such a fine granularity in η. It consists of the larger cells comparing to the
other layers with a size of (0.05, 0.0245) in (η, φ) space and depth of 2X0.
Each of the EMECs consists of the two coaxial wheels, each 63 cm thick, employed
symmetrically around the beam axis. The boundary between the wheels is 3 mm thick
and located at |η| = 2.5. Each wheel is subsequently divided into eight wedge-shaped
modules. These modules have similar structure as for the EMB, arranged in layers of
different granularities. The region of 1.5 < |η| < 2.5 is arranged in three layers that

5The radiation length is defined as the average distance of the detector material, which must be
traversed by a particle to reduce its energy by a factor 1/e due to electromagnetic interaction with the
detector material.
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consist of cells of the same size in (η, φ) as in the EMB layers. The outermost region of
1.375 < |η| < 1.5 and the innermost region of 2.5 < |η| < 3.2 consist of only two layers
with a coarse granularity of up to 0.1× 0.1 in (η, φ).
The region of 1.375 < |η| < 1.52 is referred to as crack region. It corresponds to the
transition region between the barrel and end-cap cryostats, which contains a significant
fraction of inactive material, several radiation lengths thick. This leads to the energy
losses and poor energy resolution in the crack region. Hence, it is not typically used for
the electron and photon identification.
Finally, the electromagnetic presampler layers are employed in front of the EMB and
EMEC to account for the energy losses due to the inactive material between the IP and
the ECAL and in the crack region.
The final energy resolutions in the EMB and EMECs are measured to σE

E
= 10.1%√

E
⊕

0.17% [125] and σE

E
= 12.1%√

E
⊕ 0.4% [126], respectively, where the symbol ⊕ indicates that

terms are added in quadrature.

4.2.2.2 Hadronic calorimeter

The hadronic calorimeter (HCAL) is aimed to provide energy measurements of hadroni-
cally interacting particles. These particles are mainly protons, neutrons, pions and kaons.
Similar to the ECAL, it is organized in alternating layers of an absorber and active ma-
terial. However, the processes that induce the hadronic showers are totally different from
those initiating the electromagnetic showers.
The π0 mesons are produced in about 1/3 of all hadronic interactions, decaying to a
pair of photons with the branching ratio of 98.8% [54]. These decay processes form the
electromagnetic component of the hadronic showers, amounting to approximately 20%
of the total energy content. The remamining 2/3 of all hadronic interactions contribute
to the hadronic component. However, in contrast to the energy measurements in the
electromagnetic showers, a significant fraction of the energy in the hadronic showers
remains undetectable (invisible). The major of this energy, referred to as nuclear binding
energy is used to break up the nuclear bonds. The remaining part is carried away by
the nuclear fragments absorbed before being detected, long-lived particles such as K0

L,
neutrinos and minimally ionizing particles such as muons. The resulting invisible energy
fraction amounts to about 30-40% [127]. This leads to the non-linear hadronic responce
and in general to the different calorimeter responses to the electromagnetic and hadronic
shower components, e and h, respectively. Hence, the ATLAS calorimeter is a non-
compensating calorimeter due to the response ratio of e/h < 1.
The different calorimeter responses imply sophisticated calibration procedures to com-
pensate for the losses in the energy resolution. In particular, the hadronic jets initially
measured at the electromagnetic energy scale are brought up to the hadronic scale by the
jet energy scale calibration, as will be discussed in details in Section 6.2.3.
The Tile calorimeter is located in the region of |η| < 1.7 behind the LAr electromagnetic
calorimeter. It has an inner radius of 2.28 m and an outer radius of 4.25 m, which
corresponds to the radial depth of 7.4λ, where λ denotes the interaction length 6. The
Tile calorimeter consists of a central barrel, 5.8 m in length, placed symmetrically around
the IP and two barrel extentions, each 2.5 m in length, installed along the beam axis.

6The interaction length is defined as the average distance of the detector material, which must be
traversed by a particle to reduce its energy of a particle by a factor 1/e due to electromagnetic and
hadronic interactions with the detector material.
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supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Figure 4.7: Sketch showing the structure of the modules in the Tile Calorimeter [124].

Each part is divided into 64 modules of size ∆φ ∼ 0.1, which form an alternating structure
of steel plates as an absorber material and scintillating tiles as an active material with a
volume ratio of about 4.7 : 1, as shown in Figure 4.7.
The hadronic end-cap calorimeter (HEC) is a sampling calorimeter that covers the region
of 1.5 < |η| < 3.2. It shares each one of the two end-cap cryostats with the EMEC and
the forward calorimeter. In each end-cap cryostat the HEC consists of front and rare
cyndrical wheels, each composed of 32 identical wedge-shaped modules. An outer radius
of each wheel is 2.03 mm, while an inner radius is 0.372 m for the first nine plates of the
front wheel and 0.475 m for the remaining plates of the front wheel and for the whole
rare wheel. This provides a combined radial depth of about 12λ. Each wheel composed
of 32 identical wedge-shaped modules, arranged in alternating layers of copper plates as
absorbers and liquid argon as an active material.
The forward calorimeter (FCAL) is installed between the HEC and the beam pipe, cover-
ing the region of 3.2 < |η| < 4.9. Located approximately 4.7 m from the IP, it expriences
large particle fluxes, meaning that the densed structure of the absorbers and active ma-
terial is required. The FCAL consists of three modules, each 45 cm thick, which are the
electromagnetic module FCAL1 and two hadronic modules FCAL2 and FCAL3. The
FCAL1 module is composed of copper plates, acting as absorbers, stacked one behind
the other. 12260 equidistant holes filled with electrodes are drilled through the plates.
Each electrode consists of a co-axial copper rod and copper tube filled with liquid argon.
The FCAL2 and FCAL3 modules are aimed to counteract the spread of the hadronic
showers by a high absorption length. The high absorption is achieved by using tungsten
as an absorber. Each module is composed of two copper plates, each 2.35 cm thick, with
the same electrode structure employed as in the FCAL1. However, the tungsten rods
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are used in electrodes instead of copper rods. The remaining space between the plates
and electrodes is also filled with tungsten. Such a structure provides a combined FCAL
radiation depth of about 10λ.
The measured energy resolutions in the Tile, end-cap and forward calorimeters are σE

E
=

52.7%√
E

⊕ 5.7% [128], σE

E
= 70.6%√

E
⊕ 5.8% [129] and σE

E
= 94.2%√

E
⊕ 7.5% [130], respectively.

4.2.3 Muon spectrometer

The ATLAS muon spectrometer (MS) is the outermost part of the ATLAS detector,
designed to detect muons and provide precise measurements of their momenta in the
range of |η| < 2.7. The muons are deflected by the magnetic fields produced by the
large barrel toroidal magnet (|η| < 1.4) and two smaller end-cap toroidal magnets for
(1.6 < |η| < 2.7). The magnetic field in the transition region of 1.4 < |η| < 1.6 is given
by the combination of the barrel and end-cap fields.
In the barrel region the MS consists of the muon chambers arranged in three concentric
cylindrical shells around the beam axis at radii of approximately 5 m, 7.5 m, and 10 m. In
the end-cap regions the muon chambers are arranged in four large wheels perpendicular
to the beam axis at distances of 7 m, 11 m, 14 m and 22 m from the IP. Four different
types of the muon chambers are installed in the MS, referred to as Monitored Drift Tubes
(MDTs), Cathode Strip Chambers (CSCs), Resistive Plate Chambers (RPCs) and Thin
Gap Chambers (TGCs).
The MDTs provide an accurate measurement of the muon momentum for the entire
coverage of |η| < 2.7 except the region of 2.0 < |η| < 2.7 in the innermost end-cap layer,
where CSCs take over. These chambers consist of three to eight layers of drift tubes filled
with gas, consisting of 93% argon and 7% CO2, operated at the pressure of 3 bar. An
average resolution of about 80 µm per tube and 35 µm per chamber is achieved.
The CSCs are employed in the region of 2.0 < |η| < 2.7 due to their higher rate capability
and time resolution. Each chamber provides a resolution of about 40 µm in the bending
plane and 5 µm in the transverse plane.
An important is the triggering on the muon tracks. Hence, the RPCs and TGCs are
added to the design of the MS in order to provide the fast tracking information within a
few tens of nanoseconds after the passage of the muon. The RPCs cover the barrel region
of |η| < 1.05, while TGCs cover the end-cap region of 1.05 < |η| < 2.4.
Since RPCs operate in the barrel region, they are arranged in three cylindrical layers
around the beam axis. The chambers from the two inner layers provide the fast triggering
for the muons with 6 GeV < pT < 9 GeV, while the chambers from the outer layer trigger
on the muons with 9 GeV < pT < 35 GeV. The RPCs consist of two resistive parallel
electrode-plates separated at a distance of 2 mm. These plates enclose the gas mixture
in the strong electric field of 4.9 kV/mm. The muon, passing trought the gas, triggers
the avalanche of electrons with respect to the direction of the muon track. The electrical
signals from the RPCs are read out via capacitive coupling, leading to a short width of
about 5 ns and thus accurate assignment to the correct bunch crossing.
Apart from the fast triggering, the TGCs provide the measurement of the azimuthal
coordinate φ of the muon, which complements the momentum measurements from the
MDTs. The chamber is filled with a gas mixure that surrounds the groups of wires with
the distance between the wires of 1.8 mm and the distance between the wire and cathode
of 1.4 mm. The high wire potential of 2.9 kV and small distance between wires ensure
high time resolution for the majority of the muon tracks.
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The MS provides the muon pT resolution of about 10% for the muon tracks with pT =
1 TeV.

4.2.4 ATLAS Trigger System

The bunch crossings at LHC occur every 25 ns, which corresponds the rate of 40 millions
events per second. A typical size of a recorded event that contains information about
the fully reconstructed objects from all sub-systems of ATLAS detector is about 1.5 MB,
which corresponds to the data flow of about 60 PB per second. It takes about 15 s for a
CPU to reconstruct and record such an event. None of the present-day data acquisition
systems and data storages can handle such a huge data flow and store every event from
the pp collisions. However, there is no need to reconstruct and record every event. As
was mentioned before, about 40% of all bunch crossings lead to the diffractive and elastic
processes, and the vast majority of the remaining bunch crossings result in the processes
at lower energy scale than for the physics of interest. Figure 4.8 illustrates the cross-
section of typical SM processes at hadron colliders. For the center-of-mass energy of√
s = 13 TeV, the total inelastic cross-section is about nine orders of magnitude larger

than, e.g. the Higgs production cross-section.

Hard Interactions of Quarks and Gluons: a Primer for LHC Physics 7

0.1 1 10
10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

103

104

105

106

107

108

109

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

103

104

105

106

107

108

109

σjet(ET
jet > √s/4)

LHCTevatron

σt

σHiggs(MH = 500 GeV)

σZ

σjet(ET
jet > 100 GeV)

σHiggs(MH = 150 GeV)

σW

σjet(ET
jet > √s/20)

σb

σtot

proton - (anti)proton cross sections

σ
  (

nb
)

√s   (TeV)

ev
en

ts/
se

c 
 fo

r  
L 

= 
10

33
 c

m
-2
 s-1

 

Figure 2. Standard Model cross sections at the Tevatron and LHC colliders.

deep inelastic and other hard-scattering data. This will be discussed in more detail in

Section 4. Note that for consistency, the order of the expansion of the splitting functions
should be the same as that of the subprocess cross section, see (3). Thus, for example,

a full NLO calculation will include both the σ̂1 term in (3) and the P (1)
ab terms in the

determination of the pdfs via (4) and (5).

Figure 2 shows the predictions for some important Standard Model cross sections

at pp̄ and pp colliders, calculated using the above formalism (at next-to-leading order

in perturbation theory, i.e. including also the σ̂1 term in (3)).
We have already mentioned that the Drell–Yan process is the paradigm hadron–

collider hard scattering process, and so we will discuss this in some detail in what

Figure 4.8: Cross-section of various SM processes at the Tevatron and LHC as a function of the center-
of-mass energy

√
s [131]. The cross-section are calculated for the pp̄ colliders in the region of

√
s < 4 TeV

and for the pp colliders in the region of
√
s > 4 TeV.

Thus, an ATLAS trigger system was introduced to run in parallel to the data taking
process and reduce the final event rate by several orders of magnitude by selecting inter-
esting events. These interesting events are defined based on the sets of conditions, which
include mainly the particle content requirements and kinematic thresholds for different
objects, referred to as triggers. The ATLAS trigger system consists of two levels of sub-
sequent event rate reduction, the Level-1 Trigger and High Level Trigger, as illustrated



4.2 The ATLAS experiment 47

in Figure 4.9. A discussion in this Section follows Ref. [132–134].
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015 and not used for the results shown here.

has decreased from 50 to 25 ns. Due to the larger transverse beam size at the interaction point (�⇤ =
80 cm compared to 60 cm in 2012) and a lower bunch population (1.15 ⇥ 1011 instead of 1.6 ⇥ 1011

protons per bunch) the peak luminosity reached in 2015 (5.0 ⇥ 1033 cm�2 s�1) was lower than in Run 1
(7.7 ⇥ 1033 cm�2 s�1). However, due to the increase in energy, trigger rates are on average 2.0 to 2.5
times larger for the same luminosity and with the same trigger criteria (individual trigger rates, e.g. jets,
can have even larger increases). The decrease in bunch-spacing also increases certain trigger rates (e.g.
muons) due to additional interactions from neighbouring bunch-crossings (out-of-time pile-up). In order
to prepare for the expected higher rates in Run 2, several upgrades and additions were implemented during
LS1. The main changes relevant to the trigger system are briefly described below.

In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude Emiss

T ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [17]. The Muon-to-CTP interface (MUCPTI) and
the CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In order to
better address sub-detector specific requirements, the CTP now supports up to four independent complex
dead-time settings operating simultaneously. In addition, the number of L1 trigger selections (512) and

5

Figure 4.9: Schematic overwiew of the ATLAS trigger system [132]. The L1Topo system was comissioned
in 2017, while FastTracker is still in a comissioning state.

4.2.4.1 Level-1 Trigger

The Level-1 (L1) Trigger is a software and hardware based system that process the
coarse granularity data from the ATLAS calorimeter and muon spectrometer to select
events that contain highly energetic electrons, muons, photons, jets, hadronically decaying
τ−leptons, as well as large missing transverse energy Emiss

T and total transverse energy
Etotal

T . It consists of four main sub-systems, namely the L1 Calorimeter Trigger (L1Calo),
the L1 Muon trigger (L1Muon), the L1 Topological Trigger (L1Topo) and the Central
Trigger Processor (CTP).

L1 Calorimeter Trigger

The L1 Calorimeter Trigger is designed to select events that contain all objects but
muons based on the information from the ATLAS calorimeter. It analyses signal from
7168 calorimeter segments that are aligned in the radial direction, referred to as trigger
towers (TTs). The main components that process signals from the TTs are the PrePro-
cessor Modules (PPMs). Each PPM contains 16 new Multichip Modules (nMCMs) that
simultaneously process signals from four TTs. This processing consists of digitisation in
Flash Analogue-to-Digital Converters (FADCs), synchronisation and assignment to the
correct bunch crossing (Bunch-Crossing Identification), both performed in Application
Specific Integrated Circuit (ASIC), and calibration of the digitised signal to the ET val-
ues in (η, φ) plane. These ET values are then transfered to the Cluster Processor (CP)
and the Jet Energy Processor (JEP), which identify the deposits of local energy maxima
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using dedicated sliding window algorithms. These deposits are referred to as regions of
interest (ROIs) The CP is designed to identify candidates for electrons, photons and
hadronically decaying τ−leptons and calculate their ET . The JET is aimed to identify
jet candidates and compute their ET , as well as to calculate values of Emiss

T and Etotal
T .

L1 Muon Trigger

The L1 Muon Trigger collects data from the RPCs and TGCs in the muon spectrometer
that provide required timing resolution for the correct bunch crossing identification, as
described in Section 4.2.3. The RPC and TGC consist each of three layers of trigger
chambers. The trigger information is based on the coincidences between the hits in
different trigger stations from different layers along a trajectory of the traversing muon
candidate. Each coincidence is related to a certain deviation from straightness, which is
defined by the pT threshold. This deviation is calculated as deviation of the slope of the
track segment between two trigger chambers from the slope of a straight line between the
IP and the hit in a reference layer (pivot plane).

L1 Topological Trigger

The information about the particle candidates is transfered from L1Calo and L1Muon to
the L1 Topological Trigger. It computes complex topological variables, such as angular
separation between the particle candidates and invariant mass of particle candidates, to
form the topological triggers, which can be used by different physics analyses that require
specific topology of the final state.

Central Trigger Processor

The Central Trigger Processor (CTP) collects inputs from the L1Calo, L1Muon and
L1Topo and compares them to the trigger items from a programmable L1 trigger menu,
which consists of up to 512 trigger items. Each trigger is a combination of particle
multiplicity requirements, kinematic thresholds and topological requirements, such as
angular separation, in case of L1Topo-based triggers. As more luminosity is delivered, the
event rate of a single trigger increases and at some point exceeds the allowed bandwidth.
In this case a prescaling factor P is applied to a given trigger, meaning that it accepts
one of P events that pass the trigger requirement. This trigger is referred to as prescaled.
The triggers that accept every event that passes the trigger requirement are referred to as
unprescaled. Given the statistical bias to the trigger selection introduced by the prescaling
factor, the unprescaled triggers are used as primary triggers for physics analyses.
If at least one of the triggers from the trigger menu is fulfilled, the L1-accept (L1A) is
initiated, and the corresponding event is transfered to the HLT. The time that L1 Trigger
needs to process the event information and give the L1A is 2.5µs. This reduces the event
rate from initial 40 MHz to 100 kHz.

4.2.4.2 High Level Trigger

After the L1A accept, the event is collected by the readout drivers (RODs) and trans-
mitted to the readout system (ROS), which makes it available to the High Level Trigger.
The High Level Trigger is a purely software base system implemented for a cluster of
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about 40000 commercial CPUs. It processes inputs from L1 Trigger system using finer-
granularity information from the calorimeters and MS, as well additional tracking infor-
mation from the ID. The HLT uses a two-stage chain of event reconstruction algorithms,
referred to as trigger chain, with the fast partial event reconstruction, such as reconstruc-
tion of the parameters of tracks and calorimeter clusters, to reject the majority of events,
and the full reconstruction for the remaining events. About 15,%, 30% and 40% of the
CPU time are used for the ID track reconstruction, MS reconstruction and calorimeter
reconstruction, respectively.
The HLT trigger items uses the basic information about the particle multiplicity and
kinematic thresholds, as well as more dedicated information related to the reconstruction
and identification of a given object. For instance, HLT_xe100_mht_L1XE50 trigger,
used in the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses, corresponds to a trigger based on

Emiss
T reconstructed using "mht" algorithm 7 with a threshold of Emiss

T > 100 GeV seeded
by the L1 trigger with a threshold of Emiss

T > 50 GeV.
If at least one of the HLT trigger chains is fulfilled, the event is recorded for the offline
reconstruction, which will be discussed in Chapter 6. This reduces the event rate to 1
kHz.

7Emiss
T of the mht algorithm is calculated as a negative vector sum of transverse momenta of all

jets reconstructed by the anti-kT jet finding algorithm, described in Section 6.2.2, using calorimeter
topological clusters.
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Figure 5.1: Integrated (left) and peak (right) luminosity for the pp collisions at
√
s = 13 TeV as a function

of time during the 2016 data taking period [119]. The left plot shows the integrated luminosity delivered
to ATLAS (green) and recorded by ATLAS (yellow). The right plot shows the peak luminosity deliverd
to ATLAS.

The rate of the physics process measured by a given experiment at the LHC is proporional
to the integrated luminosity Lint =

∫
Ldt, which corresponds to the total amount of data

recorded by this experiment. The amount of recorded data is one of the main driving
factor of the sensitivy of a search for new physics. The LHC delivered in total 42.7 fb−1

of integrated luminosity during the 2015 and 2016 data taking periods, 39.7 fb−1 of which
were recorded by ATLAS [119]. This corresponds to the data taking efficiency of about
93%. The maximum instantaneous luminosity provided by the LHC during this period
was 13.8× 1033 cm−2s−1, as shown in Figure 5.1.

The data that are used for physics analysis should pass a set of data quality criteria,
referred to as Data Quality status flags [135]. These criteria reject corrupted events and
incomplete events that do not contain full information about the required objects due to
the errors ocurred in the different sub-systems of ATLAS. The good run list (GRL) [136]
defines the data that passes all data quality requirements and can be used for physics
analysis. The data from the GRLs used for Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses

amounts in total to an integrated luminosity of 36.1 fb−1.
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5.1 Event simulation
A full event simulation includes many stages, beginning with the generation of the proton-
proton collisions and ending with the object reconstruction using dedicated simulations
of ATLAS detector. The Monte Carlo (MC) simulated samples are used for many dif-
ferent purposes, mainly for estimating the Standard Model backgrounds and probing the
kinematics of possible models of new physics. Another field of application of MC sam-
ples is calibrations of the reconstructed objects, since they contain information about
the original particles before the interaction with the detector. The event simulation can
performed in two steps, event generation and detector simulation.
The event generation starts with the hard scattering process between two incoming par-
tons and the corresponding matrix element (ME) calculation at a given order of per-
turbation theory based on the relevant Feynman diagrams. This stage is referred to as
parton level. At this stage the parton distribution function (PDF) is used to describe the
constituents of the proton and their momentum fractions at a given energy scale. On a
top of this, the remormalisation scale is defined to avoid ultraviolet divergencies and fix
the running coupling of the strong interaction, while the factorization scale is introduced
to avoid infrared divergencies.
The next stage simulates the evolution from the hard scattering scale down to the scale
at which hadronisation occurs using different algorithms of parton showering. At this
stage partons shower, either radiating off partons or splitting into pairs of other partons.
Finally, partons hadronise and form stable colourless bound states. This stage is referred
to as particle level or truth level. The hadronisation is a purely non-perturbative process
and is described by different phenomenological models, such as string model [137] or
cluster model [138].
And finally, the last step of the event simulation is to simulate interactions of the final
state particles with the ATLAS detector. This is done by using the GEANT4 simulation
toolkit [139]. Starting from this stage, the object reconstruction and event selection is
performed in the same way as in real data.
The Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses make use of the following MC generators:

• Sherpa [140] is a general-purpose MC generator, providing the ME calculation
and parton shower evolution. It generates events with up to three final state jets.
The cluster model of hadronisation is used [138]. The CKKW method [141] is used
to combine calculations of the MEs and parton showers. It is equipped with the
CT10 PDF set [142] at next-to-leading-order (NLO) and with the NNPDF3.0NNLO
PDF set [143] at next-to-next-to-leading order (NNLO). Sherpa is used to simulate
V + jets and diboson background processes.

• Pythia [140] is a general-purpose MC generator, providing the ME calculation
at LO and NLO, as well as parton shower evolution. The hadronisation process
is modeled using Lund string model [144]. The Pythia 8, equipped with the
A14 tune [145] and NNPDF23LO PDF [146] set, is used to simulate SM V h(bb̄)
(gg → V h(bb̄)) process for the Emiss

T + h(bb̄) analysis.

• Powheg+Pythia is a general-purpose MC generator, providing the ME calcula-
tion and parton shower evolution. Powheg [140] provides ME calculation using an
advanced ME reweighting procedure, where the hardest interaction term is replaced
by its NLO-weighted correspondent. Pythia 6 version is interfaced to simulate par-
ton showering, hadronisation and underlying events. Powheg+Pythia, equipped
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with the A14 tune [145] and CT10 PDF set [142] set, is used to simulate tt̄, single
top and SM V h(bb̄) (qq̄ → V h(bb̄)) background processes.

• MadGraph+Pythia [147] is a leading-order MC generator. MadGraph5 pro-
vides the leading-order calculations of the MEs, while Pythia is interfaced to simu-
late parton showering, hadronisation and underlying events. MadGraph+Pythia
is used to produce MC samples for the Emiss

T +V (qq) simplified s−channel mediator
models and Emiss

T + h(bb̄) Z ′-2HDM models, described in Section 3.4.1.

• MadGraph_aMC@NLO+Pythia is a next-to-leading-order MC generator. Mad-
Graph5_aMC@NLO [148] provides the next-to-leading-order calculations of the
MEs, while Pythia is interfaced to simulate parton showering, hadronisation and
underlying events. DMSimp tune is employed to define the particle content and
the interactions of the simplified model. MadGraph5_aMC@NLO+Pythia is
used to produce MC samples for the Emiss

T + V (qq) simplified s−channel mediator
models at NLO.

A summary of the MC samples used to simulate signal and background processes is given
in Table 5.1.

Process Monte Carlo generator Tune + PDF set
Simplified s−channel mediator MadGraph5+Pythia 8 (LO) A14+NNPDF23LO
Simplified s−channel mediator MadGraph5_aMC@NLO+Pythia 8 (NLO) A14+NNPDF23LO
Z ′-2HDM signal MadGraph5+Pythia 8 A14+

NNPDF30_lo_ as_0130
V+jets
W (l, ν)+jets Sherpa 2.2.1 (NNLO) NNPDF3.0NNLO
Z(`, νν)+jets Sherpa 2.2.1 (NNLO) NNPDF3.0NNLO
tt̄ Powheg+Pythia 6 (NLO) A14+CT10
Single top
s−channel Powheg+Pythia 6 (NLO) CT10
t−channel Powheg+Pythia 6 (NLO) CT10
Wt−channel Powheg+Pythia 6 (NLO) CT10
Diboson
W (lν)W (q′q̄) Sherpa 2.1 (NLO) CT10
W (lν)Z(qq̄) Sherpa 2.1 (NLO) CT10
W (q′q̄)Z(`) Sherpa 2.1 (NLO) CT10
W (q′q̄)Z(νν) Sherpa 2.1 (NLO) CT10
Z(qq̄)Z(νν) Sherpa 2.1 (NLO) CT10
Z(qq̄)Z(`) Sherpa 2.1 (NLO) CT10
SM V h (qq̄ → V h(bb̄)) Pythia 8 (LO) A14+NNPDF2.3LO
(gg → V h(bb̄)) Powheg+Pythia 8 (LO) A14+CT10

Table 5.1: List of the MC generators, corresponding tunes and PDF sets used to produce MC simulated
samples for the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses.

5.2 Triggers
The lowest unprescaled triggers [149] are used both in data and MC throughout Emiss

T +
V (qq) and Emiss

T + h(bb̄) analyses. Here, the lowest unprescaled trigger is defined as
unprescaled trigger (see Section 4.2.4.1) with the lowest trigger threshold. Since events
in 0 and 1 lepton region contain non-zero genuine Emiss

T coming from the possible signal
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and semileptonic W , Z and tt̄ decays, they are selected using Emiss
T triggers. Events in 2

lepton region are selected using different logical combinations of single electron and muon
triggers.

Average number of interactions per bunch crossing
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Figure 5.2: Trigger cross section as a function of average number of interactions per LHC bunch crossing
for various Emiss

T definitions and thresholds. The Emiss
T of the "mht" algorithm is calculated as the

negative vectorial sum of the transverse momenta of all jets reconstructed using the anti-kT jet finding
algorithm (see Section 6.2.2). The pile-up subtraction and JES calibration (see Section 6.2.3) is applied
to these jets. The Emiss

T of the "pufit" algorithm is calculated as the negative vectorial sum of the
transverse momenta of all calorimeter topological clusters corrected for pile-up.

Jet energy mismeasurements in case of large rate of hadronic jet production and addi-
tional pile-up, which deposits significant energy in the calorimeter, lead to significant
increase in Emiss

T and the corresponding Emiss
T trigger rates. Different pile-up reduction

techniques at the trigger level, in particular different Emiss
T reconstruction algorithms,

can enhance the Emiss
T performance, as shown in Figure 5.2. But in general the problem

of large Emiss
T trigger rates remains acute, especially in case when lumonisity increases

throughout the data taking period. One can only constantly increase the trigger thresh-
olds of unprescaled triggers with the luminosity to keep the trigger rate under control.
Increasing trigger thresholds usually leads to the reduced efficiencies in physics analyses
that use corresponding triggers.
Lepton triggers are much less sensitive to the changes in luminosity, but still different
combinations of the triggers are used for each data taking period.
Both analyses share the same list of triggers shown in Table 5.2 for each period of 2015
and 2016 data taking.
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Period 0 lepton 1 lepton 2 lepton
2015 HLT_xe70 HLT_xe70 HLT_e24_lhmedium_L1EM18VH

(MC only)2
OR HLT_e24_lhmedium_L1EM20VH
(data only)2
OR HLT_e60_lhmedium
OR HLT_e120_lhloose
OR HLT_mu20_iloose_L1MU15
OR HLT_mu50

2016 HLT_xe90_mht_L1XE50 HLT_xe90_mht_L1XE50 HLT_e24_lhtight_nod0_ivarloose
(A) OR HLT_e60_lhmedium_nod0

OR HLT_e60_medium
OR HLT_e300_etcut
OR HLT_e140_lhloose_nod0
OR HLT_mu24_iloose_L1MU15
(MC only)2
OR HLT_mu24_iloose
(data only)2
OR HLT_mu40

2016 HLT_xe90_mht_L1XE50 HLT_xe90_mht_L1XE50 HLT_e24_lhtight_nod0_ivarloose
(B–D3) OR HLT_mu24_ivarmedium

OR HLT_mu50
2016 HLT_xe100_mht_L1XE50 HLT_xe100_mht_L1XE50 HLT_e26_lhtight_nod0_ivarloose

(D4–E3) OR HLT_xe110_mht_L1XE50 OR HLT_xe110_mht_L1XE50 OR HLT_mu24_ivarmedium
2016 HLT_xe110_mht_L1XE50 HLT_xe110_mht_L1XE50 HLT_mu26_ivarmedium
(F1)
2016 HLT_xe110_mht_L1XE50 HLT_xe110_mht_L1XE50 HLT_e26_lhtight_nod0_ivarloose
(F2–) OR HLT_e60_lhmedium_nod0

OR HLT_e60_medium
OR HLT_e300_etcut
OR HLT_e140_lhloose_nod0
OR HLT_mu26_ivarmedium
OR HLT_mu50

Table 5.2: Summary table of Emiss
T and lepton triggers implemented in Emiss

T + V (qq) and Emiss
T + h(bb̄)

analysis from 2015 and 2016 data taking periods. Triggered labelled as "MC only" and "data only"
correspond to Emiss

T trigger implemented only in MC and data, respectively.

5.2.1 Emiss
T triggers in Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses

Figure 5.3 illustrates how the luminosity was changing during 2016 data taking period. To
reduce pile-up dependence and to keep trigger thresholds relatively low, jet-based Emiss

T

is used in the definition of the Emiss
T trigger. The Emiss

T triggers used in both analyses for
different periods of 2015 and 2016 data taking are the following:

• 2015 (3.2 fb−1): HLT_xe70

• 2016, periods A-D3 (6.1 fb−1): HLT_xe90_mht_L1XE50

• 2016, periods D4-E3 (3.9 fb−1): HLT_xe100_mht_L1XE50
OR HLT_xe110_mht_L1XE50

• 2016, periods F1– (23.2 fb−1): HLT_xe110_mht_L1XE50



56 5. Data, event simulation and triggers

Day in 2016

11/04 12/05 12/06 13/07 13/08 13/09 15/10 15/11

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

0

2

4

6

8

10

12

14

16

18  = 13 TeVs     ATLAS Online Luminosity
LHC Stable Beams

-1 s-2 cm33 10×Peak Lumi: 13.8 

2/17 calibration

Day in 2016

11/04 12/05 12/06 13/07 13/08 13/09 15/10 15/11

P
ea

k 
In

te
ra

ct
io

ns
/B

X

0

10

20

30

40

50

60

70
 = 13 TeVs     ATLAS Online Luminosity

LHC Stable Beams

2/17 calibration

Figure 5.3: The peak instantaneous luminosity delivered to ATLAS (left) and the maximum number of
inelastic collisions per bunch crossing (right) during stable beams per each LHC fill as a function of time
in 2016.

5.2.2 Emiss
T trigger efficiency measurements

The performance of the Emiss
T trigger is studied in terms of Emiss

T trigger efficiency curve
(turn-on), where trigger efficiency is defined as follows:

efficiency =
Nevents passed offline selection AND Emiss

T trigger requirement
Nevents passed offline selection

, (5.1)

and is measured as a function of offline reconstructed Emiss
T . The ideal trigger turn-on

looks like a step-function, which immediately switches from the 0% to 100% efficiency
state exactly at the trigger threshold value. It corresponds to the identical offline and
trigger-level Emiss

T
1. But in real measurements due to the limited detector resolution, both

offline and trigger-level Emiss
T measurements are no longer identical. The corresponding

Gaussian distributed Emiss
T response smears the Emiss

T trigger turn-on, leading to the
trigger inefficiency in the part of the analyses region above the Emiss

T requirement of
Emiss

T > 150 GeV. Thus, it is important to study trigger efficiency both in data and MC
exactly in this region. Since MC does not perfectly model the data, the performance of
Emiss

T triggers and corresponding efficiency curves are slightly different in data and MC.
Thus, the corresponding MC triggers are corrected using scale factors derived from the
trigger efficiency measurements in data and MC.
Both Emiss

T +V (qq) and Emiss
T +h(bb̄) analyses share same signature consisting of jets and

Emiss
T . In order to study Emiss

T trigger efficiencies, one needs to consider physics processes,
which provide same signal-like signature at the trigger level. One exploits the fact that
trigger-level Emiss

T is reconstructed using only calorimeter energy deposits meaning that
by definition, muons are not considered in the Emiss

T calculation. It means that trigger-
level Emiss

T and muon energy, as well as the corresponding triggers, are orthogonal. Thus,
one can use muon triggers to select events for the Emiss

T trigger measurements. Unlike
the trigger-level Emiss

T , the offline Emiss
T reconstruction considers muons, as described in

Section 6.4.1. In order to make direct correspondence between the offline and trigger-level
Emiss

T , the corresponding muon contribution is subtracted from the offline Emiss
T . This is

referred to as Emiss
T,nomu.

A single muon region satisfies all above-mentioned criteria. It is orthogonal to the signal

1In other words it means that the corresponding Emiss
T response is a δ−function at any Emiss

T value.
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region with its lepton veto and provide required signal-like signature with genuine Emiss
T

coming primarily from W → µν and semi-leptonic tt̄ decays. This region is dominated
by W (µ, ν)+jets and semi-leptonic tt̄ events with small contributions from the signle top,
Z(µ, µ)+jets and di-boson production.
All Emiss

T trigger used in the analyses become fully efficient below Emiss
T > 250 GeV, and

thus are completely covered by resolved regions of both analyses. The corresponding
event selections are similar to main 1 lepton selections of both analyses. Events in data
and MC are selected using lowest unprescaled single muon triggers. Emiss

T and pmiss
T (in

case of Emiss
T + V (qq) only) are dropped as they directly affect the shape of the Emiss

T

trigger turn-ons. The final selection looks as follows:

• Muon triggers:

– 2015: HLT_mu20_iloose_L1MU15 OR HLT_mu50

– 2016, period A: HLT_mu24_iloose (only used in data)2

OR HLT_mu24_iloose_L1MU15 (only used in MC)2

OR HLT_mu50

– 2016, period B–D3: HLT_mu24_ivarmedium
OR HLT_mu50

– 2016, periods D4–: HLT_mu26_ivarmedium
OR HLT_mu50

• Exactly one medium or tight muon candidate with pT > 25 GeV and isLoose-
TrackOnly isolation working point (see Sections 6.1.2.2 and 6.1.2.3).

• Loose electron veto.

• The offline part of the event selection is equivalent to the resolved selection in the 1
lepton control region (see Section 7.10), except Emiss

T > 150 GeV and pmiss
T > 30 GeV

(in case of Emiss
T + V (qq) only) cuts that are dropped.

• Sensitivity optimisation cuts are applied in Emiss
T + h(bb̄) analysis, as described in

Section 7.8.

All Emiss
T trigger efficiencies are studied in events with a single muon, which passed the

list of above-mentioned selection criteria, iinclusive in 0, 1 and 2 b−tags. In case of
Emiss

T +V (qq) analysis, as no particular number of b−jets in the event is required, trigger
efficiencies are studied separately in the events with 0 and ≥ 1 b−tags. Events with 0
and 1 b−tags are dominated by W+ jets production, whilst events with 2 b−tags by tt̄
production.
Trigger efficiency are studied for each Emiss

T trigger in the corresponding data taking
period. Since data taking periods are not available in MC samples, a randomized peri-
odization procedure for MC is applied. Each MC event is randomly assigned to the event
from any of the 2015 or 2016 data taking period, so that the luminosity of MC periods
correspond to the luminosity of the corresponding periods in data.
The resulting Emiss

T trigger efficiency curves for Emiss
T + V (qq) and Emiss

T + h(bb̄) analyses
are shown in Figures 5.4 and 5.5. All comparisons show up to 10% difference between
the Emiss

T trigger efficiencies in data and MC.

2MC does not contain all the triggers used in data taking [150].
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Figure 5.4: Measured Emiss
T trigger efficiencies and corresponding scale factors as func-

tion of offline Emiss
T,nomu measured in Emiss

T + V (qq) analysis. Plots for HLT_xe70
(top left), HLT_xe90_mht_L1XE50 (top right), HLT_xe100_mht_L1XE50 OR
HLT_xe110_mht_L1XE50 (bottom left) and HLT_xe110_mht_L1XE50 (bottom right)
triggers are shown in data and MC for 1 lepton control region. Plots are shown for all b−tagged analysis
regions together. The MC is dominated by W+ jets and tt̄ events.



5.2 Triggers 59

0

0.2

0.4

0.6

0.8

1

tr
ig

ge
r 

ef
fic

ie
nc

y

-1 = 13 TeV, 3.2 fbs

HLT_xe70

2015 data

Monte Carlo simulation

, single top, diboson)t(W/Z+jets, t

)b + h(bT
missE

0 50 100 150 200 250
 [GeV]miss

T,nomuE

0.6
0.8

1
1.2

D
at

a/
M

C

0

0.2

0.4

0.6

0.8

1

tr
ig

ge
r 

ef
fic

ie
nc

y

-1 = 13 TeV, 6.1 fbs

HLT_xe90_mht_L1XE50

2016 data (periods A-D3)

Monte Carlo simulation

, single top, diboson)t(W/Z+jets, t

)b + h(bT
missE

0 50 100 150 200 250
 [GeV]miss

T,nomuE

0.6
0.8

1
1.2

D
at

a/
M

C

0

0.2

0.4

0.6

0.8

1

tr
ig

ge
r 

ef
fic

ie
nc

y

-1 = 13 TeV, 3.9 fbs

HLT_xe100_OR_xe110_mht_L1XE50

2016 data (periods D3-E4)

Monte Carlo simulation

, single top, diboson)t(W/Z+jets, t

)b + h(bT
missE

0 50 100 150 200 250
 [GeV]miss

T,nomuE

0.6
0.8

1
1.2

D
at

a/
M

C

0

0.2

0.4

0.6

0.8

1

tr
ig

ge
r 

ef
fic

ie
nc

y

-1 = 13 TeV, 23.2 fbs

HLT_xe110_mht_L1XE50

2016 data (periods F1-)

Monte Carlo simulation

, single top, diboson)t(W/Z+jets, t

)b + h(bT
missE

0 50 100 150 200 250
 [GeV]miss

T,nomuE

0.6
0.8

1
1.2

D
at

a/
M

C

Figure 5.5: Measured Emiss
T trigger efficiencies and corresponding scale factors as func-

tion of offline Emiss
T,nomu measured in Emiss

T + h(bb̄) analysis. Plots for HLT_xe70
(top left), HLT_xe90_mht_L1XE50 (top right), HLT_xe100_mht_L1XE50 OR
HLT_xe110_mht_L1XE50 (bottom left) and HLT_xe110_mht_L1XE50 (bottom right)
triggers are shown in data and MC for 1 lepton control region. Plots are shown for all b−tagged analysis
regions together. The MC is dominated by W+ jets and tt̄ events.
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5.2.3 Data-driven Emiss
T trigger scale factors
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Figure 5.6: Emiss
T trigger scale factors as a function of offline Emiss

T,nomu measured in Emiss
T +V (qq) analysis.

Plots for HLT_xe70 (top left), HLT_xe90_mht_L1XE50 (top right),HLT_xe100_mht_L1XE50
OR HLT_xe110_mht_L1XE50 (bottom left) and HLT_xe110_mht_L1XE50 (bottom right) trig-
gers are shown in data and MC for 1 lepton control region. The hatched bands show the 1σ fit uncer-
tainties. The green and red lines labelled as "Emiss

T + h(bb̄) fit" show Emiss
T trigger scale factors and

1σ systematic uncertanties measured in Emiss
T + h(bb̄) analysis [46]. Note that they are not identical to

Emiss
T + h(bb̄) scale factors due to the differences in the final states but agree within systematic uncer-

tainties. Plots are shown for all b−tagged analysis regions together. MC is dominated by W+ jets and
tt̄ events.

Data-driven MC correction is derived as a function of Emiss
T based on the trigger efficiency

scale factors (SF) defined as ratio of trigger efficiencies in data and MC in a single muon
region, as described in Section 5.2.2:

SF(Emiss
T ) =

εtrig,Data
1-muon (Emiss

T )

εtrig,MC
1-muon (E

miss
T )

. (5.2)

In order to obtain a smooth data-driven correction for the MC Emiss
T trigger turn-ons over

the entire Emiss
T range in the resolved regime, the scale factors for each Emiss

T trigger are
fitted starting from 120 GeV(150 GeV) in Emiss

T +h(bb̄) (Emiss
T +V (qq)) analysis using the

following fit function:

f
(
Emiss

T

)
=

1

2

[
1 + erf

(
Emiss

T − p0√
2p1

)]
. (5.3)
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Figure 5.7: Emiss
T trigger scale factors as a function of offline Emiss

T,nomu measured in Emiss
T +h(bb̄) analysis.

Plots for HLT_xe70 (top left), HLT_xe90_mht_L1XE50 (top right),HLT_xe100_mht_L1XE50
OR HLT_xe110_mht_L1XE50 (bottom left) and HLT_xe110_mht_L1XE50 (bottom right) trig-
gers are shown in data and MC for 1 lepton control region. The hatched bands show the 1σ fit uncer-
tainties. Plots are shown for all b−tagged analysis regions together. MC is dominated by W+ jets and
tt̄ events. The fit corresponds to the Emiss

T bins of 2 GeV.

The results of the SF calculation and fitting are shown in Figure 5.6 and 5.7. The
corresponding data-driven correction is applied to the MC for each Emiss

T value using
Eq. 5.3 with parameters obtained from the fit. Validation plots of Emiss

T trigger efficiencies
after the scale factor corrections are shown in Appendix A.

5.2.4 Uncertainties for data-driven Emiss
T trigger scale factors

The estimation procedure of the systematic uncertainties is initially developed for the
Emiss

T + h(bb̄) analysis, and is fully followed by the Emiss
T + V (qq) analysis. The following

variations are considered as possible sources of systematic uncertainties on the Emiss
T

trigger scale factors:

• b−tag composition: It accounts for the different calorimeter response to the light-
and heavy-flavour jets that affects the Emiss

T calculation, both offline and trigger-
level. Thus, the difference between scale factors obtained for all b−tags (dominated
by 0 b− tag) and for ≥ 1 b−tag is estimated.

• Sample composition in data: There is a lack of knowledge about the precise
composition of the sample in data, which can be an additional ssystematic uncer-
tainty. The following conservative method is used to estimate this effect. The Emiss

T
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Figure 5.8: Different variations of scale factors for HLT_xe110_mht_L1XE50 trigger as a function
of offline Emiss

T,nomu measured in Emiss
T +h(bb̄) analysis. Figure (a) shows comparison between scale factors

derived for W+ jets only and tt̄ only MC samples. Figure (b) shows comparison between the nominal
scale factor fit starting from 120 GeV and the fit starting from 100 GeV. Figure (c) shows comparison
between the scale factors derived for all b−tagged analysis regions together and for ≥ 1 b−tagged analysis
regions. The nominal fit corresponds to the Emiss

T bins of 2 GeV. The fits for W+ jets MC samples, tt̄
MC samples and for the extended fit range from 100 GeV corresponds to the Emiss

T bins of 4 GeV, while
the fit for ≥ 1 b−tagged analysis regions corresponds to the Emiss

T bins of 10 GeV. This is done due to
the lack of statistics.

trigger scale factors are calculated separately, once assuming that sample consists of
W+ jets and once of tt̄, inclusive in the number of b−tags. The absolute difference
between derived scale factors in taken as the uncertainty.

• Extended fit range: Fit range is extended down to 100 GeVto study the influence
of the low Emiss

T tail on the fit.

All variations for HLT_xe110_mht_L1XE50 are shown in Figure 5.8. Variations for
other Emiss

T triggers are shown in Appendix B. A conservative estimation of the system-
atic uncertainties is considered, when the variation with the largest effect is taken as a
systematic uncertainty. The b−tag composition uncertainty shows the largest effective
and thus is taken as systematic uncertainty. The statistical uncertainty is estimated as
the 1σ confidence interval of the fit, as shown in hashed bands in Figure 5.6. The total
uncertainty is derived as a sum in quadrature of statistical and systematic uncertainties.
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5.2.5 Emiss
T trigger efficiencies in 0 lepton region.
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Figure 5.9: Measured Emiss
T trigger efficiencies of HLT_xe70, HLT_xe90_mht_L1XE50 and

HLT_xe100_mht_L1XE50 triggers in (mZ′ ,mA) plane for Z ′-2HDM model after Emiss
T +h(bb̄) signal

selection.

The Emiss
T trigger efficiencies are studied in data and MC, and the same study is performed

in 0 lepton region using signal models of the dark matter production. The corresponding
study is performed in Emiss

T + h(bb̄) analysis using simplified Z ′-2HDM model described
in Section 3.4.1.2 with the mass of the pseudoscalar 300 GeV < mA < 800 GeV and the
mass of Z ′ 600 GeV < mZ′2400 GeV. The Emiss

T + h(bb̄) 0 lepton selection described in
Chapter 7 is applied to select events for the Emiss

T trigger efficiency study. The effiencies of
HLT_xe70, HLT_xe90_mht_L1XE50 and HLT_xe100_mht_L1XE50 triggers
for Z ′-2HDM model are shown in Figure 5.9. Since Z ′-2HDM mass points considered in
Emiss

T +h(bb̄) analysis provide relatively hard Emiss
T spectrum, all Emiss

T triggers are almost
fully efficient with the lowest value of 95% for the Emiss

T trigger with 100 GeVthreshold.





Chapter 6

Object reconstruction and performance
at ATLAS

The topology of every search requires the presence or absence of specific objects in the
final state. These objects can be either particles, such as photons, electrons, muons
and τ−leptons, or jets of hadrons from parton showers and hadronisation of quarks.
All these objects leave traces in the detector, meaning that calibrated energy deposits
and tracks can be used to reconstruct and identify each object along with its kinematic
properties. This is referred to as object reconstruction and identification (ID). Due to
the different detector effects, objects cannot be reconstructed and identified with 100%
efficiency. Another special object is the missing energy, which quantifies the momentum
carried away by the invisible particles, such as neutrinos or possible DM particles. The
reconstruction and ID criteria as well as the corresponding efficiencies are studied by
the different combined performance (CP) groups within the ATLAS colaboration that
provide CP recommendations for different data taking periods.
Since the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches share very similar final state that

consists primarily of jets and the missing transverse momentum, the main focus is put
on the reconstruction and performance of these objects described in Section 6.2 and 6.4,
respectively. Since both searches expect also b−quark jets in the final state, which are
treated separately from c− and light-flavour jet, the b−jet reconstruction and tagging
are discussed in Section 6.2.7. Due to the presence of the regions with different lepton
multiplicities in both searches, as shown in Section 7, electron and muon reconstruction
and performance are also discussed in Section 6.1.

6.1 Leptons

Even though the primary objects to reconstruct in Emiss
T +V (qq) and Emiss

T +h(bb̄) analyses
are jets and Emiss

T , leptons still play a significant role in definition of the analysis regions.
In particular, the lepton veto is used to reject background events in the signal region,
while electrons and muons are used to define the 1- and 2-lepton control regions, as
discussed in Chapter 8. This Section is aimed to discuss matters related to the electron
and muon reconstruction (Sections 6.1.1.1 and 6.1.2.1), identification (Sections 6.1.1.2
and 6.1.2.2) and isolation (Sections 6.1.1.3 and 6.1.2.3).
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6.1.1 Electrons

Electrons deposit most of their energy in the EM calorimeter in the form of EM showers.
Since electrons are charged particles, they also leave tracks in the inner detector (ID).
Thus, the electron reconstruction relies both on the energy deposits in the EM calorimeter
and on tracks in the ID. The matters related to the electron reconstruction, identification
and isolation are discussed in Sections 6.1.1.1, 6.1.1.2 and 6.1.1.3 respectively, following
Ref. [151].

6.1.1.1 Electron reconstruction

Since electron reconstruction requires track information, the available reconstruction re-
gion is limited by the angular acceptance of the ID, |η| < 2.47. The electron reconstruc-
tion is performed in several steps:

• Seed-cluster reconstruction: reconstruction starts from the fixed-size seeds com-
posed of 3×5 towers of size ∆η×∆φ = 0.025×0.025 each, following the granularity
of the EM calorimeter middle layer. The total transverse energy ET of the seed is
calculated as a sum of the energy deposited in all cells of the towers in the seed.
The sliding window clustering algorithm [152] is used to form the cluster around
the seed with ET > 2.5 GeV. The efficiency of this clustering algorithm varies from
95% for ET = 7 GeV to > 99% for ET = 15 GeV.

• Electron track reconstruction: consists of two steps, pattern recognition and
track fit. The ATLAS pattern recognition uses the pion and electron hypotheses
for the energy losses in the detector material. Track seeds, consisting of 3 hits in
different layers of the ID, with pT > 1 GeV, are used to obtain the track candidates
with at least 7 hits each. Track candidates are then fitted, using the ATLAS Global
χ2 Track Fitter [153].

• Electron specific track fit: after tracks are reconstructed, they are matched to
the clusters in the EM calorimeter using the angular distance ∆R =

√
(∆η)2 + (∆φ)2

between the position of the track, extrapolated in the middle layer, and the cluster
barycenter. If matching fails, the cluster is identified as an unconverted photon
from the e+e− annihilation. The matching also takes into account the energy losses
from the Bremsstrahlung and the number of hits on the track. Successfully matched
tracks with at least 4 hits are then refitted using an optimised Gaussian Sum Filter
(GSF) [154] to account for the non-linear Bremsstrahlung effects.

• Electron candidate reconstruction: once the cluster seed is matched to the
track candidate, the cluster is considered to be an electron candidate.

The final energy of the electron candidate is calculated using the energy of the calibrated
cluster [155], while η and φ are obtained using angular parameters of the track with
respect to the beam-line.
In order to further reduce backgrounds from photon conversions and secondary particles,
tracks associated with the electron clusters are matched to the PV (d0/σd0 < 5 and
|z0 sin θ| < 0.5 mm).
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6.1.1.2 Electron identification

Electron identification (ID) algorithm is used to separate signal-like electrons from
background-like objects like hadronic jets or converted photons. The likelihood-based
(LH) approach is used in the baseline ID algorithm. It utilises different cluster- and
track-based information, such as calorimeter shower shapes, track properties, matching of
tracks to the clusters, information from the Transition Radiation Tracker (TRT), different
bremsstrahlung effects, and so on. Using the combination of the LH discriminant and
the number of hits in the track, the probability to be a signal or background electron is
calculated.
Depending on the LH discrimination power, three operational points (OP) are introduced
for the electron ID, loose, medium and tight, ordered by increasing background rejection.
All these OPs are inclusive, meaning that loose is a sub-set of medium and tight and
medium is a sub-set of tight, and share the same discriminant but different selection.
The performace of the ID algorithm is shown in Figure 6.1. Depending on the OP and
electron energy, the signal ID efficiencies vary from ∼ 78% to ∼ 97%, increasing with
energy.
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Figure 1: The e�ciency to identify electrons from Z ! ee decays (left) and the e�ciency to identify hadrons as
electrons (background rejection, right) estimated using simulated dijet samples. The e�ciencies are obtained using
Monte Carlo simulations, and are measured with respect to reconstructed electrons. The candidates are matched to
true electron candidates for Z ! ee events. For background rejection studies the electrons matched to true electron
candidates are not included in the analysis. Note that the last bin used for the optimisation of the ID is 45-50 GeV,
which is why the signal e�ciency increases slightly more in the 50 GeV bin than in others, and the background
e�ciency increases in this bin as well.

The electron identification performance may be influenced by the parasitic collisions taking place in the
same beam crossing (in-time pileup) or a consecutive bunch crossing (out-of-time pileup) as the hard pp
collision producing the electron candidate. The number of reconstructed primary vertices is indicative
of the level of pileup in each event, with the average number of primary vertices (eight per event)
corresponding to an average pileup of 13.7. Since some shower shape distributions depend on the number
of pileup collisions per bunch crossing, the cut on the LH discriminant value is loosened as a function
of the number of primary vertices. This is done to ensure that the LH identification remains e�cient at
high pileup, without drastically increasing the amount of background accepted by the LH selection. The
optimisation included simulations with a number of pileup collisions of up to 40, covering the range of
the pileup observed in 2015.

At high ET, some of the calorimeter variable distributions are di�erent from the typical distributions
obtained with Z ! ee and used to construct the LH PDFs. Higher energy electrons tend to deposit
relatively smaller fractions of their energy in the early layers of the EM calorimeter, and more in the later
layers of the EM calorimeter or even in the hadronic calorimeter. Loose and Medium were deemed to be
loose enough to be robust against these ET-dependent changes. However, the tighter requirement used in
Tight would lead to ine�ciencies at high ET, if not handled properly. Thus, for electron candidates with
ET above 125 GeV, Tight uses the same discriminant selection as Medium but adds rectangular cuts on
wstot and E/p, which were found to be particularly e�ective at discriminating signal from background at
high ET.

In addition to the multivariate approach used in the LH method described so far, a cut-based method using
a set of rectangular cuts on the electron ID discriminating variables was used in Run-1. This method
encompasses a similar set of operating points. The cut-based Loose operating point relies primarily on
information from the hadronic calorimeter and the first two layers of the EM calorimeter for distinguishing
signal from background. The cut-based Medium operating point adds information from the TRT, the
transverse impact parameter, and the third layer of the EM calorimeter, in addition to tighter cuts on the
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Figure 6.1: Efficiency to identify signal electrons (left) based on Z → ee MC events and to identify
hadrons as electrons (right) based on the dijet MC events [151].

6.1.1.3 Electron isolation

The Emiss
T +V (qq) and Emiss

T +h(bb̄) analyses require electrons coming from decays of heavy
particles, such as W → eνe and Z → ee, to be isolated from the background electrons
coming from decays of the converted photons and misidentification of the light hadrons.
Electron isolation, based on the measurement of the detector activity around the electron
candidate, improves background rejection in the Emiss

T +V (qq) and Emiss
T +h(bb̄) analyses.

Two main discriminating variables are used to define different isolation working points
(WP). The first one is a calorimeter isolation energy, Econe0.2

T , defined as the sum of
the transerve energy of the topological clusers [156] except the electron cluster itself,
calibrated at the EM scale, within ∆R = 0.2 of the electron cluster. The second one is a
track isolation momentum, pvarcone0.2

T , defined as the scalar sum of the transerve momenta
of the tracks with pT > 1 GeV originating from the PV (except the electron and converted
photon tracks) with ∆R = min(10 GeV/ET , 0.2) of the electron track.
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The isolation WPs, used in the Emiss
T + V (qq) and Emiss

T + h(bb̄) analyses, are Loose-
TrackOnly and FixedCutHighPtCaloOnly [157], which are defined as having fixed
99% efficiency in η and pT and Econe0.2

T < 3.5 GeV, respectively.

6.1.2 Muons

Muons traverse the ATLAS calorimeter without a significant interaction with the calorime-
ter material, mostly depositing energy in the inner detector (ID) and muon spectrometers
(MS). Thus, the muon reconstruction is primarily based on tracks reconstrusted in these
parts of the ATLAS detector. In case when muons fall out of the acceptance of the MS,
the calorimeter information is used. The matters related to the muon reconstruction,
identification and isolation are discussed in Sections 6.1.2.1, 6.1.2.2 and 6.1.2.3 respec-
tively, following [158, 159].

6.1.2.1 Muon reconstruction

Muon reconstruction starts with identifying the hits from segments in different layers of
the MS. Track segments in the monitored drift tube (MDT) are obtained from a straight-
line fit to the hits from each layer. Then track segments aligned on a trajectory in the
bending plane of the detector are combined into the tracks. Parameters of the tracks are
obtained from the global fit to the hits from the corresponding segments of the track.
The muon track candidates are then built using the combination of tracks from the MS
and ID. Four muon types are defined according to the algorithms used to perform such
a combination, depending on which information from which different subsystems of the
detector is used. The following muon types are used in the Emiss

T +V (qq) and Emiss
T +h(bb̄)

analyses:

• Combined (CB) muon: Muon tracks reconstructed independently in the ID and
MS, and then hits associated with the tracks from both subsystems are globally
refitted to obtain a combined muon track.

• Segment-tagged (ST) muon: Tracks in the ID are identified as muon candidates
if associated with at least one local track segment in the MDT or cathode strip
chambers (CSC). It is used to identify muons with low pT that leave energy deposits
only in one layer of MS chambers, or muons that fall in the regions with low MS
acceptance.

If ID track is identied as a muon candidate by several algorithms, the preference is given
first to the CB muons and then to the ST muons. Finally, muon tracks are associated
with the PV (d0/σd0 < 3 and |z0 sin θ| < 0.5 mm).

6.1.2.2 Muon identification

Muon identification (ID) provides a selection of reconstructed muon candidates to select
signal-like muons coming from decays of heavy particles, such as W and Z bosons, and
suppress background-like muons coming from the decays of light hadrons, such as pions
and kaons, and from the decays of B−hadrons. For CB muon candidate, the main
variables used by the ID algorithm are the following:

• q/p significance, Sq/p, defined as a charge-to-momentum ratio q/p of the muon
candidate divided by the sum in quadrature of the corresponding uncertainties.
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Figure 6: Reconstruction efficiency for the Medium muon selection as a function of the pT of the muon, in the
region 0.1 < |η| < 2.5 as obtained with Z → µµ and J/ψ→ µµ events. The error bars on the efficiencies indicate
the statistical uncertainty. The panel at the bottom shows the ratio of the measured to predicted efficiencies, with
statistical and systematic uncertainties.

The track-based isolation variable, pvarcone30T , is defined as the scalar sum of the transverse momenta of
the tracks with pT >1 GeV in a cone of size ∆R = min

(

10 GeV/pµT, 0.3
)

around the muon of transverse
momentum pµT, excluding the muon track itself. The cone size is chosen to be pT-dependent to improve
the performance for muons produced in the decay of particles with a large transverse momentum.

The calorimeter-based isolation variable, Etopocone20T , is defined as the sum of the transverse energy of
topological clusters [27] in a cone of size ∆R = 0.2 around the muon, after subtracting the contribution
from the energy deposit of the muon itself and correcting for pile-up effects. Contributions from pile-up
and the underlying event are estimated using the ambient energy-density technique [28] and are corrected
on an event-by-event basis.

The isolation selection criteria are determined using the relative isolation variables, which are defined as
the ratio of the track- or calorimeter-based isolation variables to the transverse momentum of the muon.
The distribution of the relative isolation variables in muons from Z → µµ events is shown in the top panels
of Fig. 7. Muons included in the plot satisfy theMedium identification criteria and are well separated from
the other muon from the Z boson (∆Rµµ > 0.3). The bottom panel shows the ratio of data to simulation.

7.2 Muon isolation performance

Seven isolation selection criteria (isolation working points) are defined, each optimised for different phys-
ics analyses. Table 2 lists the seven isolation working points with the discriminating variables and the
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Figure 6.2: Reconstruction efficiency for the medium muons as a function of the muon pT in the 0.1 <
|η| < 2.5 region based on Z → µµ and J/ψ → µµ events [158].

• ρ′ = ∆pT/p
µ
T , where ∆pT is the absolute value of the difference between the pT

measurements in the ID and MS.

• normalised χ2 of the combined muon track fit.

Four different operational points, loose, medium, tight, high-pT , are introduced to meet the
needs of different physics analyses, where loose, medium and tight are inclusive categories.
The loose and medium muons are used in the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches,

and defined in the following way:

• Medium: default muon ID within ATLAS, which minimises systematic uncer-
tainities coming from the muon reconstruction and calibration. Only CB and ME
muon candidates are considered. The CB tracks are required to contain at least
3 hits in at least two MDT layers. For the tracks in |η| < 0.1 at least one MDT
layer is required. The ME muon tracks are required to pass through at least three
MDT/CSC layers in the region 2.5 < |η| < 2.7. Loose criteria on the compatibility
between the MS and ID pT measurements is required, in particular Sq/p < 7. The
reconstruction efficiency for the medium muons depends on the pT of the muon, as
shown in Figure 6.2.

• Loose: maximises the reconstruction efficiency and provides good-quality muon
tracks. All muon types are involved. CB and ME muon candidates, which satisfy
the medium criteria, are considered also as loose muons. CT and ST muons are
considered only in the |η| < 0.1 region. The loose muons within |η| < 2.5 consist
of ∼ 97.5% CB muons.

6.1.2.3 Muon isolation

Muons from the decays of heavy particles, such as W → µνµ and Z → µµ, are mainly
produced isolated from other particles, unlike muons from the semileptonic decays con-
tained in jets. The latter can be accounted for by considering the muon-in-jet correction,
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uncertainty contribution over the entire pT region arises from having neglected the η dependence of the
SFs, which are usually provided as a function of η and pT. In the low-pT region, other important contri-
butions are due to the background estimation and the mass window variation, while the high-pT region
is dominated by statistical uncertainties in data and simulation. The total uncertainty is at the per mille
level over a wide range of pT and reaches the percent level in the high-pT region. The suppression factor
for muons from light mesons or b/c semileptonic decays is estimated from simulation and depends on
the isolation working point, ranging from a minimum of 15 for LooseTrackOnly to a maximum of 40 for
Gradient.
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Figure 8: Isolation efficiency for the LooseTrackOnly (top left), Loose (top right), GradientLoose (bottom left), and
FixedCutLoose (bottom right) muon isolation working points. The efficiency is shown as a function of the muon
transverse momentum pT and is measured in Z → µµ events. The full (empty) markers indicate the efficiency
measured in data (MC) samples. The errors shown on the efficiency are statistical only. The bottom panel shows
the ratio of the efficiency measured in data and simulation, as well as the statistical uncertainties and combination
of statistical and systematic uncertainties.

8 Momentum scale and resolution

The muon momentum scale and resolution are studied using J/ψ→ µµ and Z → µµ decays. Although
the simulation contains an accurate description of the ATLAS detector, the level of detail is not enough
to describe the muon momentum scale to the per mille level and the muon momentum resolution to the
percent level. To obtain such of agreement between data and simulation, a set of corrections is applied
to the simulated muon momentum. The methodology used to extract these corrections is described in
Section 8.1. In Section 8.2, measurements of the muon momentum scale and resolution in data and
simulation are presented for various detector regions and for a wide range of pT. To improve the precision

18

uncertainty contribution over the entire pT region arises from having neglected the η dependence of the
SFs, which are usually provided as a function of η and pT. In the low-pT region, other important contri-
butions are due to the background estimation and the mass window variation, while the high-pT region
is dominated by statistical uncertainties in data and simulation. The total uncertainty is at the per mille
level over a wide range of pT and reaches the percent level in the high-pT region. The suppression factor
for muons from light mesons or b/c semileptonic decays is estimated from simulation and depends on
the isolation working point, ranging from a minimum of 15 for LooseTrackOnly to a maximum of 40 for
Gradient.

E
ff 1

Data

MC

ATLAS
-1= 13 TeV, 3.2 s LooseTrackOnly

T
p

20 30 40 50 100 200 300

D
at

a 
/ M

C

1
⊕

µµ

E
ff 1

Data

MC

ATLAS
-1= 13 TeV, 3.2 s Loose

T
p

20 30 40 50 100 200 300

D
at

a 
/ M

C

1
⊕

µµ

E
ff 1

Data

MC

ATLAS
-1= 13 TeV, 3.2 s GradientLoose

T
p

20 30 40 50 100 200 300

D
at

a 
/ M

C

1
⊕

µµ

E
ff 1

Data

MC

ATLAS
-1= 13 TeV, 3.2 s FixedCutLoose

T
p

20 30 40 50 100 200 300

D
at

a 
/ M

C

1
⊕

µµ

Figure 8: Isolation efficiency for the LooseTrackOnly (top left), Loose (top right), GradientLoose (bottom left), and
FixedCutLoose (bottom right) muon isolation working points. The efficiency is shown as a function of the muon
transverse momentum pT and is measured in Z → µµ events. The full (empty) markers indicate the efficiency
measured in data (MC) samples. The errors shown on the efficiency are statistical only. The bottom panel shows
the ratio of the efficiency measured in data and simulation, as well as the statistical uncertainties and combination
of statistical and systematic uncertainties.

8 Momentum scale and resolution

The muon momentum scale and resolution are studied using J/ψ→ µµ and Z → µµ decays. Although
the simulation contains an accurate description of the ATLAS detector, the level of detail is not enough
to describe the muon momentum scale to the per mille level and the muon momentum resolution to the
percent level. To obtain such of agreement between data and simulation, a set of corrections is applied
to the simulated muon momentum. The methodology used to extract these corrections is described in
Section 8.1. In Section 8.2, measurements of the muon momentum scale and resolution in data and
simulation are presented for various detector regions and for a wide range of pT. To improve the precision
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Figure 6.3: Muon isolation efficiencies as a functions of the muon pT for the LooseTrackOnly (left)
and FixedCutTightTrackOnly (right) WPs based on Z → µµ events [158].

described in Section 6.2.8. Muon isolation based on the measurement of the detector
activity around a muon candidate improves background rejection in the Emiss

T + V (qq)
and Emiss

T + h(bb̄) analyses.
Main isolation WPs used in the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses are Loose-

TrackOnly and FixedCutHighPtTrackOnly [157]. Both of them use track-based
isolation discriminant, pvarcone30

T , defined as the scalar sum of the transverse momenta of
the tracks with pT > 1 GeV (except the muon track itself) within ∆R = min(10 GeV/pµT , 0.3)
of the muon track. In case of large muon pT , ∆R becomes pT -dependent to improve the
perfomance for the high-pT muons. The LooseTrackOnly WP is defined as having
fixed 99% efficiency in η and pT , and the FixedCutTightTrackOnly WP as having
pvarcone30
T < 1.25. The corresponding isolation efficiencies based on Z → µµ events are

shown in Figure 6.3.

6.2 Jets

Unlike other physical objects, such as electrons or muons, jets do not directly represent
physical particles, but rather the underlying processes of the particle fragmentation and
hadronization that form the jet. Charged hadrons associated with the jet leave tracks in
the inner detector (ID), and together with the neutral hadrons deposit their energy in
the hadronic (HAD) calorimeter as hadronic showers. The jet definition depends on an
algorithm used to reconstruct a jet (jet algorithm), which utilise information both from
energy deposits in the HAD calorimeter and tracks in the ID, as discussed in Section 6.2.2.

6.2.1 Small−R and large−R jets

The spray of particles produced from the hadronization of a parton is collimated due to
the kinematic boost of the system. As the center-of-mass energy increases, the partons
becomes more energetic, increasing the collimation of a hadronised system. The degree
of a collimation drives the jet definition and is characterised by the angular separation in
η × φ space ∆R ' 2m/pT , where m and pT are the mass and transverse momentum of
the particle producing the jet.
Consider an example of a two-prong h → bb̄ decay in the scope of the Emiss

T + h(bb̄)
analysis. The jet radius parameter is defined by the mass m ≈ 125 GeV and transverse
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momentum phT of the Higgs boson. For a relatively low boost, phT < 500 GeV (or Emiss
T <

500 GeV), both b−quark jets from the Higgs decay are collimated with ∆R < 0.5, and
stay well-separated to be reconstructed as two separate small−R jets, typically with
similar energies. This kinematic regime is referred to as resolved. If the kinematic boost
of the Higgs boson is large enough, phT > 500 GeV (or Emiss

T > 500 GeV), b−quark jets
tend to overlap and can be reconstructed only as sub-jets contained within the large-R
jet [160, 161], using special jet substructure methods. This kinematic regime is referred
to as merged. In case of Emiss

T + V (qq) analysis, the transition between the resolved and
boosted regimes happens at pW,Z

T = 250 GeV (Emiss
T = 250 GeV).

6.2.2 Jet reconstruction

Jet reconstruction starts from noise-suppressed, positive-energy topological calorimeter
clusters, or topo-clusters, calibrated using either the electromagnetic (EM) scale (energy
scale at which EM showers are measured) for the small−R jets, or the local calibration
weighted (LCW) scale [152] (energy scale depends on whether topo-cluster comes from
the EM or hadronic shower) for the large−R jets. To map the topo-clusters to the jets,
one needs to define a particular jet algorithm, which satisfies a set of the following criteria
[162]:

• Simple to implement both in the theoretical calculations and experimental analyses.

• Defined at any order of perturbation theory.

• Yields finite cross section at any order of perturbation theory.

• Yields a cross section that is relatively insensitive to hadronization.

The last three points are referred to as collinear and infrared (IR) safety, meaning that
the jet multiplicity in every event stays unchanged under the multiple collinear splittings,
such as q → qg and g → qq̄, and additional soft emissions, respectively [163]. Figures 6.4
and 6.5 illustrate how additional collinear emissions and soft gluon radiation can change
the jet multiplicity provided by the jet algorithm, i.e. the collinear and IR safety.
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Figure 1: Illustration of collinear safety (left) and collinear unsafety in an IC-PR type algorithm
(right) together with its implication for perturbative calculations (taken from the appendix of
[33]). Partons are vertical lines, their height is proportional to their transverse momentum, and
the horizontal axis indicates rapidity.
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Figure 2: Configurations illustrating IR unsafety of IC-SM algorithms in events with a W and
two hard partons. The addition of a soft gluon converts the event from having two jets to just
one jet. In contrast to fig. 1, here the explicit angular structure is shown (rather than pt as a
function of rapidity).

to find a new stable cone. Once passed through the split–merge step this can lead to the
modification of the final jets, thus making the algorithm infrared unsafe. This is illustrated
in fig. 2: in an event (a) with just two hard partons (and a W , which balances momentum),
both partons act as seeds, there are two stable cones and two jets. The same occurs in the
(negative) infinite loop diagram (b). However, in diagram (c) where an extra soft gluon
has been emitted, the gluon provides a new seed and causes a new stable cone to be found
containing both hard partons (as long as they have similar momenta and are separated
by less than 2R). This stable cone overlaps with the two original ones and the result of
the split–merge procedure is that only one jet is found. So the number of jets depends
on the presence or absence of a soft gluon and after integration over the virtual/real soft-
gluon momentum the two-jet and one-jet cross sections each get non-cancelling infinite
contributions. This is a serious problem, just like collinear unsafety. A good discussion of
it was given in [39].

12

Figure 6.4: An example of the collinear safe (left) and collinear unsafe (right) jet algorithms. The
horizontal line represents jet η, while the vertical line jet pT . Figure (a) and (c) show the stability of the
jet algorithms against the virtual loop corrections. Figure (b) shows the stability of the jet algorithms
against soft gluon radiation. Figure (d) shows that jet algorithm reconstructs two jets instead of one in
case of additional gluon radiation, increasing jet multiplicity of the event.
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Figure 6.5: An example of the IR unsafety in the event with W boson decaying to two hard partons [163].
Figure (a) shows the jet algorithm finding two separate jets. Figure (b) shows the stability of the jet
algorithm against the virtual gluon exchange. Figure (c) shows that the jet algorithm takes an emitted
gluon as additional seed and reconstructs a jet around the gluon, containing both hard partons from the
W decay. This additional jet overlaps with two other jets from the hard partons, so that only one jet
survives at the end, leading to reduced jet multiplicity of the event.

The majority of ATLAS standard jet algorithms, e.g from the kT -class, are provided by
FastJet [164]. Both Emiss

T +V (qq) and Emiss
T +h(bb̄) searches use small−R and large−R

jets reconstructed using the anti-kT clustering algorithm [165] with different values of the
radius parameter R.
Algorithms from the kT -class are sequential recombination algorithms, which use topo-
clusters as inputs to construct a jet, so that the final momentum of the jet is the sum
of the momenta of all topo-clusters associated with the jet. In order to find out if topo-
cluster belongs to the jet or not, two distance measures, invariant under longitudinal
boosts, are introduced as follows [166]:

dij = min
(
k2pT,i, k

2p
T,j

) ∆ij

R2

diB = k2pT,i,
(6.1)

where dij is the distance between the proto-jet i and topo-cluster j, and diB between the
proto-jet i and the beam-line. Here ∆ij =

√
(yi − yj)2 + (φi − φj)2 denotes the angular

distance between the proto-jet i and topo-cluster j. The variable R defines the radius
parameter of the jet, which is R = 0.4 for small−R jets and R = 1.0 for large−R
jets. The parameter p defines the ordering of inputs in jet reconstruction. The kT
algorithm [167] corresponds to p = 1, favouring clusterings of objects with low pT first.
The Cambridge/Aachen (C/A) algorithm [168] corresponds to p = 0, providing energy-
independent angular clustering. Finally, the anti-kT algorithm corresponds to p = −1,
favouring clusterings of objects with large pT first. All three algorithms are collinear and
IR safe.
If dij < diB, then the objects i and j are combined, and both objects are removed from
the pool of available inputs. If dij > diB i, object i is declared as a final jet candidate, and
is removered from the list of available inputs. Then dij and diB are recomputed given the
new objects, and procedure repears until no particles remain. At ATLAS, jet candidates
with pT > 7 GeV are stored for further analysis.
Since anti-kT algorithm starts clustering from the hardest object, the direction of the
jet axis is mostly driven by the position of the hardest topo-cluster. Thus, the isolated
jets coming from the anti-kT algorithm have circular area shapes defined by the radius
parameter R.
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Jet trimming

Due to the large radius parameter R, large−R jets are particularly susceptible to the
contamination from pile-up, multiple parton interactions and initial-state radiation. All
these contributions are generally much softer than the partons inside the large−R coming
from the hard scattering or final state radiation. The trimming algorithm [169] takes
advantage of this fact to remove contamination from underlying processes. The trimming
procedure starts from reconstruction of sub-jets of radius Rsub from the constituents of
the large-R jet using the kT -algorithm. The sub-jet is removed from the large−R jet,
if psub-jet

T /plarge-R
T < fcut, where psub-jet

T is the sub-jet transverse momentum, and fcut is
the threshold parameter defined by the algorithm. The full procedure is illustrated in
Figure 6.6. In the scope of this work, Rsub = 0.2 and fcut = 0.05.

in clusters of calorimeter cells, as opposed to additional energy being added to already

existing clusters produced by particles originating from the hard scattering process, this

allows a relatively simple jet energy o↵set correction for smaller radius jets (R = 0.4, 0.6)

as a function of the number of primary reconstructed vertices [48].

Figure 4. Diagram depicting the jet trimming procedure.

The trimming procedure uses a k
t

algorithm to create subjets of size R
sub

from the

constituents of a jet. Any subjets with p
Ti

/pjet
T

< f
cut

are removed, where p
Ti

is the

transverse momentum of the ith subjet, and f
cut

is a parameter of the method, which is

typically a few percent. The remaining constituents form the trimmed jet. This procedure

is illustrated in figure 4. Low-mass jets (mjet < 100 GeV) from a light-quark or gluon lose

typically 30–50% of their mass in the trimming procedure, while jets containing the decay

products of a boosted object lose less of their mass, with most of the reduction due to

the removal of pile-up or UE (see, for example, figures 29 and 32). The fraction removed

increases with the number of pp interactions in the event.

Six configurations of trimmed jets are studied here, arising from combinations of

f
cut

and R
sub

, given in table 1. They are based on the optimized parameters in ref. [7]

(f
cut

= 0.03, R
sub

= 0.2) and variations suggested by the authors of the algorithm. This

set represents a wide range of phase space for trimming and is somewhat broader than

considered in ref. [7].

Pruning: The pruning algorithm [6, 49] is similar to trimming in that it removes con-

stituents with a small relative p
T

, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or k
t

). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the k
t

algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or k
t

recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

– 11 –

Figure 6.6: Illustration of the trimming algorithm for large−R jets.

Jets in Emiss
T + V (qq) and Emiss

T + h(bb̄) searches

Small−R jets utilised in both analyses are reconstructed in the region of |η| < 4.5. Central
small−R jets in the region of |η| < 2.5 are used to reconstruct W , Z and h candidates.
Small−R jets in the region of 2.5 < |η| < 4.5 are referred to as forward jets. Large−R
jets in the region of |η| < 2.0 are used in both analyses.

6.2.3 Jet energy scale calibration and uncertainty

The reconstructed energy of the jets is determined by the energy measured in the calorime-
ter, which not necessarily corresponds to the true jet energy. The calorimeter provides
correct energy measurements of the EM showers, but at the same time cannot account
for the energy losses in the hadronic showers. Primarily these losses come from particles
escaping the hadronic showers, but as well from poorly instrumented parts of the detec-
tor, such as transition regions between different parts of the calorimeter, energy leakage
from the calorimeters, jet constituents falling outside of the reconstructed jet area or not
passing the noise thresholds. Thus, the jet energy measured at the EM scale should be
calibrated to the hadronic scale, which is provided by so-called jet energy scale (JES)
calibration [170, 171]. It is applied to the four-momentum of small−R jets, affecting jet
energy, transverse momentum and mass.
The reconstructed jet energy is corrected to the energy of truth jets, which are recon-
structed using the anti-kT algorithm with R = 0.4 radius parameter using stable, final
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state particles from Monte Carlo (MC) samples (particle-level jets 1). Full JES calibration
sequence consists of multiple calibration stages, as illustrated in Figure 6.7.

5 Jet energy scale calibration

Figure 1 presents an overview of the 2015 ATLAS calibration scheme for EM-scale calorimeter jets. This
calibration restores the jet energy scale to that of truth jets reconstructed at the particle-level energy scale.
Each stage of the calibration corrects the full four-momentum unless otherwise stated, scaling the jet pT,
energy, and mass.

EM-scale jets Origin correction
Jet area-based pile-

up correction
Residual pile-up 

correction

Absolute MC-based 
calibration

Global sequential 
calibration

Residual in situ 
calibration

Jet finding applied to 
topological clusters at 

the EM scale.

Changes the jet direction 
to point to the hard-scatter 
vertex. Does not affect E.

Applied as a function of 
event pile-up pT density 

and jet area.

Removes residual pile-up 
dependence, as a 

function of � and NPV.

Corrects jet 4-momentum 
to the particle-level energy 
scale. Both the energy and 

direction are calibrated.

Reduces flavor dependence 
and energy leakage effects 
using calorimeter, track, and 

muon-segment variables.

A residual calibration 
is derived using in situ 
measurements and is 
applied only to data.

Figure 1: Calibration stages for EM-scale jets. Other than the origin correction, each stage of the calibration is
applied to the four-momentum of the jet.

First, the origin correction recalculates the four-momentum of jets to point to the hard-scatter primary
vertex rather than the center of the detector, while keeping the jet energy constant. This correction im-
proves the ⌘ resolution of jets, as measured from the di↵erence between reconstructed jets and truth jets
in MC simulation. The ⌘ resolution improves from roughly 0.06 to 0.045 at a jet pT of 20 GeV and from
0.03 to below 0.006 above 200 GeV. The origin correction procedure in 2015 is identical to that used in
the 2011 calibration [3].

Next, the pile-up correction removes the excess energy due to in-time and out-of-time pile-up. It consists
of two components; an area-based pT density subtraction [15], applied at the per-event level, and a resid-
ual correction derived from the MC simulation, both detailed in Section 5.1. The absolute JES calibration
corrects the jet four-momentum to the particle-level energy scale, as derived using truth jets in dijet MC
events, and is discussed in Section 5.2. Further improvements to the reconstructed energy and related
uncertainties are achieved through the use of calorimeter, MS, and track-based variables in the global se-
quential calibration, as discussed in Section 5.3. Finally, a residual in situ calibration is applied to correct
jets in data using well-measured reference objects, including photons, Z bosons, and calibrated jets, as
discussed in Section 5.4. The full treatment and reduction of the systematic uncertainties is discussed in
Section 6.

5.1 Pile-up corrections

The pile-up contribution to the JES in the 2015 data-taking environment di↵ers in several ways from
Run 1. The larger center-of-mass energy a↵ects the jet pT dependence on pile-up-sensitive variables,
while the switch from 50 to 25 ns bunch spacing increases the amount of out-of-time pile-up. In addition,
the higher topo-clustering noise thresholds alter the impact of pile-up on the JES. The pile-up correction is

7

Figure 6.7: An overview of the ATLAS jet energy scale calibration chain, showing the steps needed to
bring jets from the EM scale to the final hadronic scale [171]. All calibrations except the origin correction
are applied to the four-momentum of the reconstructed jet.

In order to derive JES calibration, the reconstructed jets are matched to the isolated
particle-level jets within ∆R < 0.3. The isolation is defined such as no other calorimeter
jet with pT > 7 GeV is present within ∆R = 0.6, and only one particle-level jet with
ptruthT > 7 GeV is allowed within ∆R = 1.0.
The jet energy response is introduced as R = Ereco

Etruth , where Ereco, Etruth are energy of
the reconstructed and particle-level jets, respectively. An average jet energy response
〈R〉, defined as a mean of the Gaussian distributed energy ratio Ereco

Etruth , is calculated per
(Etruth, ηdet) bin, where |ηdet| is the jet η relative to the detector, numerically inverted and
applied to the reconstructed jet four-momentum in the corresponding (Ereco, ηdet) bin.
The final set of JES calibration uncertanties consists of about 90 uncertainty terms from
different calibration steps, shown in Figure 6.7. The majority of uncertainties come
from the residual in situ calibration stage. The values of different JES uncertainties are
summarised in Figure 6.8. The largest uncertainty is observed in low and high pT regions
(∼ 4.5%), while the uncertainty minimises in pT ∼ 200 GeV − 2 TeV region. The vivid
feature in the 2.0 < |η| < 2.6 region comes from the non-closure in the η− calibration
between jets extending in the central and forward region.
The majority of the physics analyses are not sensitive to all JES uncertainties, and one
only introduces an unnecessary extra level of complexity when all of them are considered.
Thus, a reduced set of four JES nuisance parameters is introduced in both Emiss

T + V (qq)
and Emiss

T + h(bb̄) analyses, representing low-, medium- and high-pT kinematic regimes,
as well as the non-closure uncertanty on η intercalibration, as shown in Figure 6.8. All
single components of each nuisance parameter are combined quadratically.

1The particle level represents the simulation stage, at which stable particles with a life-time τ > 10µs
and reconstructed jets after the processes of parton showering and hadronisation are considered.



6.2 Jets 75

 [GeV]jet

T
p

20 30 40 210 210×2 310 310×2

F
ra

ct
io

n
a

l J
E

S
 u

n
ce

rt
a

in
ty

0

0.02

0.04

0.06

0.08

0.1
ATLAS

in situ = 0.4, EM+JES + R tkanti-
 = 13 TeVsData 2015, 

 = 0.0η
Total uncertainty

 JESin situAbsolute 

 JESin situRelative 
Flav. composition, inclusive jets

Flav. response, inclusive jets

Pile-up, average 2015 conditions

Punch-through, average 2015 conditions

(a)

η

4− 3− 2− 1− 0 1 2 3 4

F
ra

ct
io

n
a

l J
E

S
 u

n
ce

rt
a

in
ty

0

0.02

0.04

0.06

0.08

0.1
ATLAS

in situ = 0.4, EM+JES + R tkanti-
 = 13 TeVsData 2015, 

 = 80 GeV
jet

T
p

Total uncertainty

 JESin situAbsolute 

 JESin situRelative 
Flav. composition, inclusive jets

Flav. response, inclusive jets

Pile-up, average 2015 conditions

Punch-through, average 2015 conditions

(b)

Figure 12: Combined uncertainty in the JES of fully calibrated jets as a function of (a) jet pT at ⌘ = 0 and (b) ⌘
at pT = 80 GeV. Systematic uncertainty components include pile-up, punch-through, and uncertainties propagated
from the Z/�+jet and MJB (absolute in situ JES) and ⌘-intercalibration (relative in situ JES). The flavor composition
and response uncertainties assume a quark and gluon composition taken from Pythia dijet MC simulation (inclusive
jets).

The jet–jet correlation matrix, including all 80 uncertainties, is shown as a function of jet pT (⌘jet1 =

⌘jet2 = 0) in Figure 13(a) and as a function of jet ⌘ (pjet1
T = pjet2

T = 60 GeV) in Figure 13(b). Regions
of strong correlation (C ⇠ 1) are shown in mid-tone red, and of weak correlation (C ⇠ 0) in dark blue.
In the pT correlation map, features are visible at low, medium, high, and very high pT, corresponding to
the kinematic phase space of the in situ pT-balance calibrations and the single-particle response. In the ⌘
correlation map the correlation is strongest in the central and forward ⌘ regions of the ⌘-intercalibration.
Strong jet–jet correlations are seen as a function of ⌘ due to the dominance of the MC modeling term in
the ⌘-intercalibration. Correlations due to the non-closure uncertainty, being most significant for 2.2 <
|⌘| < 2.4, are seen to be localized in a narrow ⌘ region, as expected.

While the 80 uncertainties provide the most accurate understanding of the JES uncertainty, a number of
physics analyses would be hampered by the implementation and evaluation of them all. Furthermore,
many would receive no discernible benefit from the rigorous conservation of all correlations. For these
cases a reduced set of nuisance parameters (NPs) is made available that seeks to preserve as precisely as
possible the correlations across jet pT and ⌘.

As a first step, the global reduction [3] is performed through an eigen-decomposition of the 67 pT-
dependent in situ uncertainties following from the Z/�+jet and MJB calibrations. The five principal
components of greatest magnitude are kept separate and the remaining components are quadratically
combined into a single NP, treating them as independent of one another. This reduces the number of in-
dependent in situ uncertainty sources from 67 to 6 NPs, with only percent-level losses to the correlations
between jets. The di↵erence in correlation, given by Eq. (3), between the full NP representation and the
reduced representation as a function of jet pT is given in Figure 14(a), showing the losses to be small and
constrained in kinematic phase space.

A new procedure is introduced for 2015 data to further reduce the remaining 19 NPs (6 in situ pT-balance
NPs and 13 others) into a smaller, strongly reduced representation. Various combinations of the remaining
NPs into three components are attempted, and NPs within a single component are quadratically combined.

27

Figure 6.8: Breakdown of JES systematic uncertainty of fully calibrated jets [171]. Figure (a) shows JES
uncertainties as a function of jet pT for |η| = 0. Figure (b) shows JES uncertainties as a function of η
for pT = 80 GeV.

6.2.4 Jet mass performace

The standard large−R jet mass is defined as calorimeter-based mass mcalo using energies
Ei and momenta ~pi (Ei = |~pi|) of the topo-clusters associated with the jet:

mcalo =

√√√√(∑
i∈J

Ei

)2

−

(∑
i∈J

~pi

)2

. (6.2)

The collimation of jet constituents becomes stronger with a larger boost, scaling as 1/pT .
With a large enough boost, the angular spread of collimated products is comparable
with the calorimeter granularity, limiting the performance of mcalo. At the same time,
the angular resolution of the ID allows to separate tracks inside the jet in the kinematic
regime when calorimeter angular resolution fails. To account for better resolution of the
ID, a track-assisted jet mass is introduced [172]:

mTA =
pcaloT

ptrackT

×mtrack, (6.3)

where pcaloT is the calorimeter-based momentum of a large−R jet, ptrackT and mtrack are
the transverse momentum and invariant mass of the four-momentum sum of the tracks
associated with the jet (each track mass is assumed to be a pion mass). Since the neutral
particles do not leave tracks in the ID, the pcaloT

ptrackT
ratio corrects for the corresponding

neutral contribution. Both massesmcalo andmTA, which are already corrected for the JES
calibration, are calibrated to the jet particle-level mass, using JMS calibration procedure
described in Section 6.2.5.
The performance of the jet mass is characterised by the width of the corresponding
response distribution Rm = mreco/mtruth, which is defined as a ratio of the half of the
68% interquantile range (IQnR) over the median of the distribution. The corresponding
IQnR range is defined as q84% − q16%, where q84% and q16% are 16th and 84th percentiles
of the response distribution. Figure 6.9 illustrates the performace of the calorimeter-
based and track-assisted jet masses, obtained using multijet MC samples. The track-
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assisted mass outperforms the calorimeter-based mass in the pT & 1 TeV region, where
the calorimeter granularity becomes a limiting factor. Meantime, the calorimeter-based
mass outperforms the track-assisted mass in the pT . 1 TeV region due to the large
charged-to-neutral fluctuations coming from the pcaloT

ptrackT
term.

Given the small level of correlation 2 between mcalo and mTA, one can make use of best
performance of both mass definitions in order to reduce the response resolution over the
entire pT range by introducing the combined jet mass as linear combination of mcalo and
mTA [173]:

mcomb =

(
(σcalo)−2

(σcalo)−2 + (σTA)−2

)
×mcalo +

(
(σTA)−2

(σcalo)−2 + (σTA)−2

)
×mTA, (6.4)

where σcalo, σTA denote resolutions of the response distributions of mcalo and mTA, re-
spectively. The combined mass resolution, based on simulated W ′/Z ′ → WZ → qqqq
samples, outperforms both calorimeter-based and track-assisted mass resolutions over the
entire pT range, as shown in Figure 6.9.

Figure 6.9: Comparison of resolutions of the combined (solid blue), track-assisted (dashed red) and
calorimeter-based (dotted black) large−R jet masses binned in truth jet pT . Results are obtained using
WZ → qqqq MC samples [172]. Large−R jets are reconstructed using anti-kT algorithm with R = 1.0
and trimmed using fcut = 0.05, Rsub = 0.2.

6.2.5 Jet mass scale calibration and uncertainty

Similarly to the JES energy calibration of small−R jets described in Section 6.2.3, the
large−R jet mass is calibrated using the particle-level large−R jet mass as a reference,
using jet mass scale (JMS) calibration procedure [172]. The particle-level large−R jets
are reconstructed using anti-kT algorithm with R = 1.0 radius parameter from stable,
final state particles using multijet MC samples.

2The correlation between mcalo and mTA is estimated to be 0.22 and 0.1 for jets coming from the W/Z
decay in |η| < 2.0 region for pT > 250 GeV and pT > 1 TeV, respectively [172]. Results are obtained
using W ′/Z ′ →WZ → qqqq MC samples.
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The JES calibration is applied to the isolated reconstructed jets matched to the isolated
particle-level jets within ∆R < 0.6, where isolation is defined such as no other particle-
level (reconstructed) large−R jet with pT > 100 GeV is present within ∆R = 2.5(1.5).
The jet mass response variable is defined as Rm = mreco

mtruth , where the reconstructed jet
mass is already calibrated using JES correction factor cJES, mreco ∈ mcalo,TA · cJES. An av-
erage jet mass response 〈Rm〉 is extracted from each (ptruthT , |ηdet|,mtruth) bin, numerically
inverted, and applied to the reconstructed jet mass in a corresponding (precoT , |ηdet|,mreco)
bin. If the calibration is correctly performed, then 〈Rm〉 ≈ 1.
The corresponding JMS uncertainties are calculated differently for the calorimeter-based
and track-assisted masses. The calorimeter-based JMS uncertainty is estimated from
data and MC using calorimeter-to-track mass ratio, rm

track = mcalo/mtrack, in high-pT
QCD multijet events [174]. The rm

track can be approximately decomposed as rm
track ≈

Rm × (mtruth/mcharged truth) × (mcharged truth/mtrack). If all terms in decomposition are
independent, then 〈rm

track〉 ∝ 〈Rm〉, and the calorimeter-based JMS uncertainty can be
estimated as 1− 〈rm

track〉data/〈rm
track〉MC using data and Monte Carlo samples.

The track-assisted JMS uncertainty can be estimated by propagating the track recon-
struction (primarily from track reconstruction inefficiency and fake track reconstruction)
and calorimeter jet pT uncertainties in the definition of the track-assisted jet mass in
Eq. 6.3. The calorimeter jet pT uncertainties are estimated similarly to the JMS uncer-
tainty for the calorimeter-based jet mass using rpTtrack = pcaloT /ptrackT . A summary of the
composition of the calorimeter-based and track-assisted JMS uncertainties is shown in
Figure 6.10.
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Figure 7: A breakdown of the systematic uncertainties on the jet mass scale for mcalo (left) and mTA (right) as a
function of jet pT for mreco/pT = 0.1 and |⌘ | < 2. In the right figure, the total JMS uncertainty for mcalo is included
for comparison with the total JMS uncertainty for mTA. The uncertainty is parameterized as a function of m/pT and
these two plots show a slice at m/pT = 0.1.

8 Comparisons between Data and Simulation

Figure 8 shows the distribution of the reconstructed jet mass in a sample of events enriched in top quark
pair (tt̄) events. The selection is based on the Run 1 in-situ JMS/JMR measurement [48] and is summar-
ized here for completeness. Single-muon triggers are used to reject most of the events from QCD multijet
background processes. tt̄ events are chosen by requiring a muon with pT > 25 GeV and |⌘ | < 2.5, as well
as a missing transverse momentum Emiss

T > 20 GeV. The muons are required to satisfy a series of quality
criteria, including isolation.8 The events are rejected if there is an additional muon. In addition, the sum
of the Emiss

T and the transverse mass9 of the W boson, reconstructed from the lepton and Emiss
T , is required

to be greater than 60 GeV. Events must have at least one b-tagged jet (at the 70% e�ciency working point
for jets containing b-hadrons) and have at least one large-radius trimmed jet with pT > 200 GeV and
|⌘ | < 2. Furthermore, there must be a small-radius jet with pT > 25 GeV, and �R < 1.5 to the selected
lepton (targeting the decay chain t ! bW (! µ⌫)). The resulting event purity is better than 70%. As
expected, there are three mass peaks in Fig. 8 corresponding to the top quark mass, W boson mass, and
the quark/gluon Sudakov peak. The W boson mass peak is more pronounced than the top quark mass
peak due to the relatively low pT. For pT & 200 GeV, the track-assisted jet mass resolution is significantly
larger than the calorimeter-based jet mass, which is why the W -boson mass peak is broader for the top
right plot of Fig. 8. The top quark mass peak is enhanced at higher pT in Fig. 9.

8 Muon are considered isolated if they are well separated from jets (�R > 0.4) and the track/calorimeter energy within a small
cone, centered on the lepton direction but excluding the lepton itself, is below a fixed relative value.

9 The transverse mass, mT, is defined as m2
T = 2pµT Emiss

T (1 � cos(��)), where �� is the azimuthal angle between the muon
and the direction of the missing transverse momentum.

13

Figure 6.10: Breakdown of JMS systematic uncertainty for the calorimeter-based (left) and track-assisted
(right) jet mass as a function of the reconstructed jet pT in |η| < 2.0 region and mreco/precoT = 0.1 slice.

6.2.6 Track jets

Track jets [175, 176] are reconstructed from ID tracks with pT > 0.4 GeV in |η| < 2.5
region using the anti-kT algorithm with a radius parameter R = 0.2. Each track is
required to contain at least 6 hits in the silicon strip detector and at least one hit in
the pixel detector, at most one of which is shared by different tracks. To significantly
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reduce the contribution from the pile-up vertices, tracks are tightly matched to the PV by
requiring |z0 sin θ| < 3 mm. At the end, track jets with pT > 10 GeV in |η| < 2.5 region
containing at least two tracks are considered in both Emiss

T + V (qq) and Emiss
T + h(bb̄)

analyses. No JES calibration is applied to track jets.
Ghost association [177, 178] is used to associate track jets with a given large−R jet. The
main idea is to add additional infinitely soft ghost particles with known (η, φ) coordinates
to the existing particles in the event and re-cluster particles together with the new ghost
particles in jets using the same reconstruction algorithm. Since jet algorithm is IR and
collinear safe, the additional soft particles do not change the total number of jets, but
rather are clustered in one of the jets. One can consider track jet with infinitesimal
small pT as such a ghost particle and perform re-clustering using anti-kT algorithm with
R = 1.0. If after reclustering one of the large−R jets contains the ghost track from
the track jet, then the track jet is considered ghost-assosicated with the corresponding
large−R jet.

6.2.7 Identification of b−jets

Since both Emiss
T + V (qq) and Emiss

T + h(bb̄) analyses expect jets coming from b−quark
(b−jets) in the final state, the identification of b-jets together with background suppres-
sion of mostly light-flavour jets (u−, d−, s− and gluon jets) becomes of great importance.
The identification of b-jets is usually referred to as b−tagging [179, 180].
The b−tagging algorithms exploit such properties of B−hadrons inside b-jets as long
lifetime, high mass and decay multiplicity. ATLAS standard combined b−tagging algo-
rithm is MV2 [180], based on a Boosted Decision Tree (BDT) implemented in the TMVA
package [181]. It collects information from various algorithms based on the properties of
tracks at the primary vertex (PV), reconstruction of displaced vertices and high-quality
muon tracks from semi-leptonic b− and c−hadron decays [180]:

• IP3D algorithm: Impact parameter based algorithm. Exploits the long lifetime
of B−hadrons, cτ ∼ 450µm, which leads to at least one vertex being displaced
from the PV in the B−hadron decay topology. The displacement is characterised
by the transverse and longitudinal impact parameters, d0 and z0, respectively, with
the corresponding uncertainties σd0 and σz0

3. The log-likelihood ratio (LLR) dis-
criminant is calculated based on probability density functions obtained from a two-
dimensional template of the transverse and longitudinal impact parameter signifi-
cances, Sd0 = d0/σd0 and Sz0 = z0 sin θ/σz0 sin θ, respectively. The LLR discriminant
is calculated for the b−, c− and light-flavour jet hypotheses to distinguish between
different jet flavours.

• SV1 algorithm: Secondary vertex finding algorithm. Explicitely reconstructs a
displaced vertex inside the jet, which corresponds to a B−hadron decay. Vertex
candidates are combined from pairs of displaced tracks with S3D = d3D/σd3D > 2,
where d3D is the three dimensional distance between the PV and the point of closest
approach of the track to the vertex, using vertex fit with χ2 < 4.5. Two-track
vertices are removed, if they come from decays of the long-lived particles, such as
Ks and Λ, photon conversions or hadronic interactions with the detector material.

3The transverse impact parameter d0 is the distance of the closest approach of the track to the beam-
line. The longitudinal impact parameter z0 is the distance along the beam-line between the PV and the
point of the closest approach of the track to the beam-line.
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All remaining tracks from two-track vertices are combined into a single vertex inside
the jet using a Kalman-based χ2 fit [182]. The vertex variables, such as the vertex
mass (the invariant mass of all associated tracks, assuming that all tracks are pions),
energy fraction of the vertex-associated tracks inside the jet,

∑
tracks

pT/
∑

all tracks
pT , and

the number of two-track vertices are combined to obtain the LLR discriminant for
the b−, c− and light-flavour jet hypotheses.

• JetFitter algorithm: Exploits the topology of b− and c−hadron decays inside the
jet [183]. A Kalman-based fit associate the PV, b− and c−vertices with a single line,
approximating the B−hadron line of flight. The algorithm uses six input variables:
the number of vertices with at least two associated tracks, the total number of cor-
responding tracks, the number of one-track vertices on the B−hadron line of flight,
the vertex mass (the invariant mass of all tracks of the decay chain), the energy
fraction of vertex-associated particles inside the jet,

∑
tracks∈vertex

pT/
∑

all tracks in jet
pT ,

and the flight length significance L/σL. These variables are fed into the artificial
neural network to produce discriminant for b−, c− and light-flavour hypotheses.
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Figure 11: MV2c10 BDT output for b- (solid blue), c- (dashed green) and light-flavour (dotted red) jets evaluated
with tt̄ events.

GeV), but, at the same time, the b-jet e�ciency is also increased in the same kinematic region. The
reason for this is that the new MV2 training with the updated downgrading procedure results in a di�erent
e�ective tagging requirement as a function of jet pT : at high jet pT , the 77% working point is slightly
worse as compared to the 2015 configuration. The b-jet e�ciency distribution as a function of jet ⌘ has
also been inspected: no major di�erences in e�ciency are found when comparing the results in 2015 and
2016 MV2 trainings.

Figure 14 displays the comparison between the baseline 2015 configuration (MV2c20) and the current
2016 approach (MV2c10) for the light-flavour and c-jet rejection. In each bin of the pT distribution, the
b-tagging cut value has been chosen in such a way to yield a constant b-jet e�ciency of 77%. For fixed
b-jet e�ciency, the new MV2 training shows a sizeable improvement in all kinematic regions.

Similarly to the rejection vs e�ciency curves reported in Figure 10, the enhancement in c-jet rejection
brought by the optimization of the MV2 multivariate classifier is also clearly visible over the full pT and
⌘ range. Furtermore, as a consequence of the choice of the c-jet fraction in the training for MV2c10, the
⌧-rejection has increased by approximately a factor 2 with respect the 2015 algorithm.

Additional cross-validation checks on the final BDT configuration were performed in order to assess
the impact of the usage of di�erent training samples on the performance and to verify the e�ect of the
finite Monte Carlo statistics for the training of the classifier. Cross-training tests have been performed in
order to make sure that the performance is consistent when independent sub-samples are used as input to
the multivariate classifier. It is observed that the tagging performance for c- and light-flavour jet rejection

16

Figure 6.11: MV2c10 BDT output for b− (solid blue), c− (dashed green) and light-flavour (dotted red)
based on tt̄ events. b−jet efficiency corresponds to a working point with a b−jet efficiency of 70% [180].

The output of the algorithm is a multivariate discriminant [184], which ranges from 0 to
1, with larger values corresponding to larger probability to originate from a b−quark, as
illustrated for the case of tt̄ events in Figure 6.11. Another important quantity is the
b−tagging efficiency with which a jet containing b-hadron is tagged, the mistagging rates
of c−jets and the light-flavour jets as b-jets.
The Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses make use of b−jets within |η| < 2.5 tagged

by the MV2c10 algorithm [180]. It is trained based on simulated tt̄ events, where signal
is composed of b-jets, and background 7% of c−jets and 93% of light-flavour jets. A fixed
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cut working point of the algorithm corresponds to 70% b−tagging efficiency for jet pT
above 20 GeV that is illustracted in Figure 6.11.
Track jets are the key ingredients in identifying the large−R flavour structure coming
from the h → bb̄, W → cs and Z → bb̄ decays. The track jets are b−tagged using the
same MV2c10 algorithm as for small−R jets. The first two leading ghost-associated track
jets in the large−R jet are tested to come from b-jets to associate the large−R jet with a
boosted h→ bb̄ decay. The b−tagged track jets are useful in constraining tt̄ background,
since they come from separate boosted decays and contained in separate large−R jets.
It can be also served as discriminant between tt̄ and W+ jets or as effective veto on tt̄
events. The b−tagging regions in merged kinematic regimes of both analyses are defined
using b−tagging for track jets.

6.2.8 Muon-in-jet correction

A significant fraction of B−hadrons decays in the jet produce muons, following the b →
cW → cµνµ or b → uW → cµνµ decay chains (W decays to muon with 10% branching
ratio). Since muons carry most of their energy away from the calorimeter and thus from
the reconstruced jet, jet energy should be corrected for these energy losses coming from
the muon-involved decays. This referres to as muon-in-jet correction, which corrects the
four-momentum of the b−tagged jets by adding back the four-momentum contribution
of muons coming from the B−hadron decays in the corresponding jet.
Reconstructed muons with pT > 4 GeV, which pass the medium ID selection (see Sec-
tion 6.1.2.2), are tested to originate from the b−jet. In case of b−tagged small−R jets,
muons within ∆R < 0.4 of the jet are considered, and the four-momentum of the clos-
est reconstructed muon is added to the four-momentum of the corresponding b−tagged
jet. In case of large−R jets, the closest reconstructed muons within ∆R < 0.2 of the
leading and subleading b−tagged ghost-associated track jets are considered, and their
four-momenta are added to the four-momentum of the corresponding large−R jet.

6.3 Overlap Removal
The overlap removal addresses two main questions of the particle reconstruction: double
counting, when the object is reconstructed as different physical objects (e.g., electrons
reconstructed as jets), and isolation, when separately reconstructed objects are close to
each other (e.g. muons reconstructed close to jets). The overlap removal is done in the
following order [185]:

• Lepton-lepton overlap removal: Resolves the muon-electron dublication. If
the CB muon radiates the hard photon (final state or bremsstrahlung), it can be
reconstructed as an electron, sharing the same ID track. In this case reconstructed
electron is removed. In case of CT muons, the electron is kept but the muon is
removed.

• Electron-jet overlap removal: Removes prompt electrons reconstructed as jets,
while keeping heavy-flavour jets with semileptonic decays and light-flavour jets fak-
ing a loose electron. The main discriminating variable is ∆R(e, j) between the jet
and electron. All jets in a ∆R(e, j) < 0.2 cone around a well-identified electrons
are removed. Electrons in the region 0.2 < ∆R(e, j) < min(0.4, 0.04 + 10 GeV/peT )
around each surviving jet are removed to avoid double-counting of energy.
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• Muon-jet overlap removal: Distinguishes between prompt muons and muons
coming from hadron decays inside the jet, and removes jets coming from the
collinear final state photons close to the muon tracks and from bremsstrahlung
photons. Main discriminating variable is ∆R(µ, j) between the jet and muon. All
jets in a ∆R(µ, j) < 0.2 cone around the well-identified muons are removed if at
least one of the following conditions is satisfied:

– < 3 tracks matched to the PV with pT > 0.5 GeV are associated to the jet

– pµT/p
j
T > 0.5 and pµT/

∑
track ∈jet

ptrack
T > 0.7, where

∑
track ∈jet

ptrack
T is the sum of

the transverse momenta of tracks with pT > 0.5 GeV associated with the jet
and matched to the PV.

6.4 Missing transverse momentum

The missing transverse momentum Emiss
T is an observable, which serves as a measure of

the energy that is carried away by undetected particles produced in the proton-proton
collisions at the LHC. A non-zero value of Emiss

T may originate not only from SM neutrinos
or mismeasurements of the visible objects but also from the production of new particles
beyond the Standard Model that escape the ATLAS detector undetected. Since Emiss

T is
reconstructed using all detected objects, it requires information from all subsystems of
the ATLAS detector. Emiss

T is sensitive to the reconstruction and calibration of objects
contrubuting to it, which makes it challenging to perform reconstuction of Emiss

T . In this
Section the basic ideas behind Emiss

T reconstruction are discussed.

6.4.1 Missing transverse momentum reconstruction

The missing transverse energy consists of two main components [186, 187]. The first com-
ponent, referred to as hard term, comes from the hard scattering and is reconstructed
using particles leptons, photons, hadronically decaying τ−leptons, muons and jets origi-
nated from the hard partons. The second component, referred to as soft term, comes from
the the soft activity in the event like the underlying event, and is reconstructed using
tracks associated with the PV not coming from the particles contributing to the hard
term. All these contributions are reconstructed differently: muons are reconstructed us-
ing track information (see Section 6.1.2.1), are reconstructed using both calorimeter and
track information, and jets and photons are reconstructed using calorimeter information
with track information involved in various calibrations or tagging algorithms. Based on
these objects, one can introduce calorimeter-based, track-based or combined Emiss

T . The
standard Emiss

T definition exploits both calorimeter and track information, while other
definition can be useful, e.g. in defining the Emiss

T triggers, as discussed in Section 5.2
The vector missing transverse momentum is calculated as a negative vectorial sum of the
transverse momenta of its components:

Emiss
T = −

∑
hard objects

pi
T −

∑
soft term

pj
T

Emiss
T = (Emiss

x , Emiss
y , 0)

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2

(6.5)
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The missing transverse momentum is given by the magnitude of the Emiss
T vector. If hard

objects used to reconstruct Emiss
T share same calorimeter- or track-based information (see

Section 6.3), one needs to consider a rejection algorithm for the overlapping objects.
This defines the standard order of the Emiss

T reconstruction sequence. If the lower-priority
object share its energy with the higher-priority object, then the lower-priority one is
excluded from the Emiss

T calculation.
When all hard contributions are considered, ID tracks that are not associated with any
of the contributing hard objects but with the PV are used to calculate the track soft
term (TST) 4 of Emiss

T . Finally, Emiss
T in Eq. 6.5 can be described in terms of individual

contributions from all hard objects and ID tracks not associated with them:

Emiss
T = −

∑
selected
electrons

pe
T

︸ ︷︷ ︸
Emiss,e

T

−
∑

selected
photons

pγ
T

︸ ︷︷ ︸
Emiss,γ

T

−
∑

selected
τhad

pτhad
T

︸ ︷︷ ︸
E

miss,τhad
T

−
∑

selected
jets

pjet
T

︸ ︷︷ ︸
Emiss,jet

T

−
∑

selected
muons

pµ
T

︸ ︷︷ ︸
Emiss,µ

T︸ ︷︷ ︸
hard term

−
∑

selected
ID tracks

ptrack
T

︸ ︷︷ ︸
Emiss,TST

T︸ ︷︷ ︸
soft term

(6.6)

Each object included in the Emiss
T calculation is reconstructed, fully calibrated, and se-

lected using set of selection criteria defined in Table 6.1.
To account for a full or partial overlap of the jet with electron or photon, electron(photon)-
to-jet energy ratio at the EM scale, κE = EEM

e,γ /E
EM
jet , is calculated. If κE ≤ 0.5, then

theselected jet enters the Emiss
T reconstruction with its pT scaled by a factor of 1 − κE.

In case of large overlap (κE > 0.5), all tracks associated with the jet and not associated
with the overlapping object enter the Emiss

T soft term.

Object Selection
e medium ID, |η| < 1.37 OR 1.52 < |η| < 2.47, pT > 10 GeV
γ tight ID, |η| < 1.37 OR 1.52 < |η| < 2.47, pT > 25 GeV
τhad medium ID, |η| < 1.37 OR 1.52 < |η| < 2.47, pT > 20 GeV
jets |η| < 2.4, 20 GeV < pT > 60 GeV, JVT > 0.59 5

OR 2.4 < |η| < 4.5, 20 GeV < pT > 60 GeV
OR |η| < 4.5, pT > 60 GeV

µ medium ID, |η| < 2.7, pT > 10 GeV
ID tracks pT > 0.4 GeV, |d0| < 1.5 mm |z0 sin θ| < 1.5 mm

∆R(track, e/γ) > 0.05, ∆R(track, τhad) > 0.2
no muon ID tracks, no ID tracks ghost-associated with jets contributing to Emiss

T

Table 6.1: Summary of objects contributing to the Emiss
T reconstruction and the corresponding selections.

Objects in the table are listed according to their priority in Emiss
T reconstruction sequence. Impact

parameters d0 and z0 are measured relative to the PV.

4TST is a standard algorithm used to reconstruct Emiss
T soft term. Other soft-term definitions, such as

the calorimeter soft term, the soft-term vertex-fraction and extrapolated jet area with filter, are discussed
in [186].

5Jet vertex tagging (JVT) is an algorithm used to identify jets coming from the hard scattering [188].
The JVT discriminant ranges from 0 (likely to come from pile-up) to 1 (like to come from hard-scattering).
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6.5 Overview of object reconstruction in Emiss
T + V (qq)

and Emiss
T + h(bb̄) analyses

A summary of all objects and selections used in Emiss
T +V (qq) and Emiss

T +h(bb̄) analyses
is given in Table 6.2.

Object Kinematic selection Type, Quality
Small−R jets
cenral |η| < 2.5, pT > 20 GeV

anti-kT R = 0.4, EMTopoforward 2.5 ≤ |η| < 4.5, pT > 30 GeV
b−tagged MV2c10 > 0.8244273
Large−R jets |η| < 2.0, pT > 200 GeV anti-kT R = 1.0, LCTopo

trimmed (Rsub = 0.2, fcut = 0.05)
Track jets |η| < 2.5, pT > 10 GeV anti-kT R = 0.2, Ntrack ≥ 2

Emiss
T

resolved: Emiss
T > 150 GeV in both analyses

MET_TSTmerged: Emiss
T > 250(500) GeV

for Emiss
T + V (qq) (Emiss

T + h(bb̄)) analysis
Electrons: |η| < 2.47 d0/σd0

< 5, |z0 sin θ| < 0.5 mm
V−loose pT > 7 GeV loose, LooseTrackOnly
Z−signal pT > 25 GeV loose, LooseTrackOnly
W−signal pT > 25 GeV medium, FixedCutTightTrackOnly
Muons: d0/σd0

< 3, |z0 sin θ| < 0.5 mm
V−loose |η| < 2.7, pT > 7 GeV loose, LooseTrackOnly
Z−signal |η| < 2.5, pT > 25 GeV loose, LooseTrackOnly
W−signal |η| < 2.5, pT > 25 GeV medium, FixedCutHighPtCaloOnly
τ−leptons |η| < 2.5, pT > 20 GeV
Standard τ−leptons 6 loose
Extended τ−leptons 7 1 ≤ Ntracks≤4, ∆φ(Emiss

T ,pτ
T) ≤ π/8

(Emiss
T + h(bb̄) only)

Table 6.2: Summary of recosntructed objects used in Emiss
T + V (qq) and Emiss

T + h(bb̄) analyses. The
second column shows kinematic selections applied. Third column shows details about reconstruction, ID
and isolation algorithms and working points.

6Standard τ−leptons are required to have either one or three tracks associated with it. τ−leptons in
1.37 < |η| < 1.52 are not considered.

7Extended τ−leptons are also required to meet the same conditions as small−R jets in Emiss
T + h(bb̄)

analysis.





Chapter 7

Event selection

The first measurements of the Emiss
T +V (qq) and Emiss

T +h(bb̄) final states were peformed by
the ATLAS collaboration at the center-of-mass energy of

√
s = 8 TeV using L = 20.3 fb−1

of 2012 data [38, 39, 44]. Despite absence of any evidence for the DM production, both
searches were able to set stringent limits on the parameters of the Emiss

T +V (qq) effective
field theory models and Emiss

T + h(bb̄) Z ′-2HDM models, as shown in Figure 7.1. An
improvement in the performance of the ATLAS detector and increase in the center-of-
mass energy for the LHC Run 2 significantly enhance the sensitivity of both searches.
Besides the accelerator and detector updates, a solid improvement from the analyses side
is also performed. It includes a selection of the boosted objects in the hard part of the
kinematic region of the analysis, improvement in systematic and statistical uncertain-
ties, better backgrounds constraints, better calibration of the relevant objects. All these
improvements significantly increase the sensitivity of both searches.
Since both analyses share same final state, the major part of the selection criteria are
identical. Difference arise mostly from the different jet flavour composition and different
final state Standard Model (SM) bosons decaying into jets. This chapter is aimed to
discuss both similarities and differences between the analyses in terms of a signal event
selection, topology and analysis regions. The general aspects of event cathegorization
and kinematic regimes are discussed in Section 7.1. Basic event selecion is introduced
in Sections 7.2 and 7.3. The event selections in different kinematic regimes are given in
Sections 7.6 and 7.7. The Emiss

T + h(bb̄) optimisation selection is discussed separately in
Section 7.8. Details about main discriminants used in the statistical model are discussed
in Section 7.9. And finally, a concised summary of all analysis regions and corresponding
event selections for both analyses is given in Section 7.10.
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mass region m� < 10 GeV where the direct detection ex-
periments have less sensitivity. The new limits are also
compared to the limits set by ATLAS in the 7 TeV mono-
jet analysis [3]. For the spin-independent case with the
opposite-sign up-type and down-type couplings, the lim-
its are improved by about 3 orders of magnitude, as the
constructive interference leads to a very large increase
in the W -boson-associated production cross section. For
other cases, the limits are similar.
To complement the e↵ective field theory models, limits

are calculated for a simple dark matter production theory
with a light mediator, the Higgs boson. The upper limit
on the cross section of Higgs boson production through
WH and ZH modes and decay to invisible particles is
1.3 pb at 95% C.L. for mH = 125 GeV. Figure 6 shows
the upper limit of the total cross section of WH and ZH
processes with H ! ��̄, normalized to the SM next-to-
leading order prediction for the WH and ZH production
cross section (0.8 pb for mH = 125 GeV) [51], which is

1.6 at 95% C.L. for mH = 125 GeV.
In addition, limits are calculated on dark matter W��̄

or Z��̄ production within two fiducial regions defined
at parton level: pWorZ

T

> 250 GeV, |⌘WorZ | < 1.2; two
quarks from W or Z boson decay with

p
y > 0.4; at

most one additional narrow jet [p
T

> 40 GeV, |⌘| < 4.5,
�R(narrow jet,W or Z) > 0.9]; no electron, photon, or
muon with p

T

> 10 GeV and |⌘| < 2.47, 2.37, or 2.5,
respectively; p��̄

T

> 350 or 500 GeV. The fiducial e�-
ciencies are similar for various dark matter signals, and
the smallest value is (63 ± 1)% in both fiducial regions.
The observed upper limit on the fiducial cross section is
4.4 fb (2.2 fb) at 95% C.L. for p��̄

T

> 350 GeV (500 GeV)
and the expected limit is 5.1 fb (1.6 fb) with negligible
dependence on the dark matter production model.
In conclusion, this Letter reports the first LHC limits

on dark matter production in events with a hadronically
decaying W or Z boson and large missing transverse mo-
mentum. In the case of constructive interference between
up-type and down-type contributions, the results set the
strongest limits on the mass scale of M⇤ of the unknown
mediating interaction, surpassing those from the monojet
signature.
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much lighter than A), as the harder Emiss
T spectrum in these cases allows a higher Emiss

T requirement with
better sensitivity, as demonstrated in Table 6. The sensitivity eventually drops at very large mZ0 due to the
decrease in signal production cross-section.
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For the boosted channel, limits on DM production are derived from the cross-section limits at a given
DM mass m�, and expressed as 95% CL limits on the suppression scale ⇤ or coupling parameter � for
the e↵ective field theory operators described by Equations 1 to 4. As mentioned earlier, the e↵ective
field theory model becomes a poor approximation of an ultraviolet-complete model containing a heavy
mediator V when the momentum transferred in the interaction, Qtr, is comparable to the mass of the in-
termediate state mV = ⇤

p
gqg� [98, 99], where gq and g� represent the coupling of V to SM and DM

particles, respectively. To give an indication of the impact of the unknown ultraviolet details of the the-
ory, a truncation method is adopted [100], and limits are computed in which only simulated events with
Qtr = m�� < mV are retained. These limits are calculated for both values of g = pgqg� = 1 and 4⇡,
the latter being the maximum possible value for the interaction to remain perturbative. The limits are
derived assuming that the kinematic properties of the events in the signal processes are independent of
⇤(�). The assumption is not valid in certain regions of parameter space already excluded by invisible
Higgs boson [95, 101] or Z boson [102] decays or near the perturbativity boundary. The limits for op-
erators |�|2|H|2 and �̄i�5�|H|2 are calculated to be in such regions where the aforementioned kinematic
assumption is not valid, hence only limits for the �†@µ�H†DµH and �̄�µ�Bµ⌫H†D⌫H operators are shown
in Figure 7 for regions of parameter space where the kinematic assumption holds.

For both operators shown in Figure 7 corresponding to either fermionic or scalar DM candidates, the
limits achieved by this analysis are a few times stronger than the prior ATLAS search for DM production
in association with a Higgs boson where the Higgs boson decays to a pair of photons [16]. For the
�†@µ�H†DµH operator, the Z coupling between DM and nucleon leads to a sizable cross-section for
direct detection, and results from the LUX Collaboration [103] exclude larger regions of parameter space
than this search. However, the LUX limits are not applicable if the DM is inelastic leading to insu�cient
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Figure 7.1: Limits placed on the DM production of signal models for Emiss
T +V (qq) (left) and Emiss

T +h(bb̄)
(right) searches based on 2012 data at the center-of-mass energy of

√
s = 8 TeV. Left plot shows limits

on the DM-nucleon cross-section as a function of the DM mass mχ at 90% CL for spin-independent
(left) and spin-dependent (right) effective field theory operators. Right plot shows Z ′-2HDM exclusion
countour in the mZ′ −mA plane for tanβ = 1.

7.1 Event cathegorization and analysis regions
One of the most important tasks of every analysis is to split the phase space in the
analysis regions, which are sensitive to different signal and background processes. Both
Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses use Emiss

T , a number of leptons and b−tags in
the event as main discriminants to define the main categories of the analysis regions.
The region with no leptons in the event, referred to as 0 lepton region, corresponds
to the signal final state and thus is aimed to study various signal models of the DM
production and constrain the irreducible backgrounds coming from the invisible decays,
such as Z(νν)+ jets. The region with exactly 1 lepton (muon) in the event, referred to as
1 lepton region, corresponds to the signal-like final state with a real Emiss

T , coming from
the W leptonic decays. It is aimed to constrain the dominant background processes, such
as W+ jets, tt̄ and single top. The region with exactly 2 leptons in the event, referred to
as 2 lepton region, corresponds to the fully leptonic final state with no real Emiss

T . It is
aimed to study background processes, such as Z(ll)+ jets, which can be used to constrain
Z(νν)+ jets background in the 0 lepton region. The 1 and 2 lepton regions are referred
to as control regions. A concise summary of the lepton regions is given in Table 7.1.

Region Main goals (both searches)
0 lepton Signal models of DM production.
(signal region) Constraint Z(νν)+ jets irreducible background.
1 lepton Constrain W+ jets and tt̄ backgrounds.
(control region)
2 lepton Constrain Z(νν)+ jets background using Z(ll)+ jets background.
(control region)

Table 7.1: Summary of the regions with different number of leptons in the event.
.

The Emiss
T defines the boost of the h → bb̄ system and therefore serves as the figure of

merit to distinguish between the non-boosted and boosted kinematic regimes. In the
non-boosted, resolved, regime the hadronic decay products of the h/W/Z bosons are
reconstructed as well-separated small−R jets. In the boosted, merged, regime the decay
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products are too collimated to be identified as separate jets, and thus are reconstructed
as a single large−R jet. Both definitions of small−R and large−R jets are given in
Section 6.2.1. The resolved region is defined as having Emiss

T > 150 GeV (150 GeV <
Emiss

T < 500 GeV) in the Emiss
T + V (qq) (Emiss

T + h(bb̄)) analysis. The merged region is
defined as having Emiss

T > 250(500) GeV in the Emiss
T + V (qq) (Emiss

T + h(bb̄)) analysis.
Both resolved and merged regimes in the Emiss

T + V (qq) analysis share the same part of
the phase-space, Emiss

T > 250 GeV. Since the most of the sensitivity of the Emiss
T + V (qq)

analysis comes from the boosted regime, the priority-merged selection is applied, meaning
that the event is considered in the merged regime if contains at least one large−R jet,
regardless of the presence of absence of the small−R jets in the event.
The regions with different number of b−tagged jets (b−tags) in the event help to recover
sensitivities to the signal processes with different jet flavour content. The summary of
the b−tag regions is given in Table 7.2.

Region Main goals
Emiss

T + V (qq) search Emiss
T + h(bb̄) search

0 b−tag W/Z bosons decay to light-flavour quarks. Not used.

1 b−tag
W/Z bosons decay via c−quark, One of the real b−jets is mistagged or track jets
which is mistagged as b− jet. inside the large−R jet are reconstructed

as a single b−tagged track jet due to
the very large boost (& 1 TeV).

2 b−tags Z → bb̄ decay with both jets successfully h→ bb̄ decay with both jets successfully
tagged as b−jets. tagged as b−jets.

Table 7.2: Summary of the regions with different number of b−tagged jets in the event.
.

Finally, the phase space of both analyses is sub-divided into Emiss
T regions (bins). This is

done to account for the different Emiss
T spectra of the signal models of the DM production

with the different model parameters. The events in each analysis region are cathegorized
according to the following Emiss

T bins:

• Emiss
T +V (qq): [150, 200) GeV, [200, 250) GeV, [250, 300) GeV, [350, 400) GeV, [400, 450) GeV,

[450, 500) GeV, [500, 600) GeV, [600, 800) GeV, [800,∞) GeV.

• Emiss
T + h(bb̄): [150, 200) GeV, [200, 350) GeV, [350, 500) GeV, [500,∞) GeV.

7.2 Baseline selection

Events in both analysis are required to satisfy the following set of the quality criteria:

• Data from good-run lists: Accept 2015 and 2016 data only from the good-run
lists, as discussed in Chapter 5.

• Vertex reconstruction: Accept events with at least one reconstructed vertex with
at least two associated tracks.

• Event cleaning: Veto events with corrupted data coming from the detector sub-
systems [189], such as Tile/LAr noise bursts or SCT errors.
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• Jet cleaning: Veto events, which contain jets with LooseBadJet jet cleaning
requirement [190].

• Emiss
T triggers: Events are required to pass the following Emiss

T trigger requirements
(see Section 5.2):

– 2015 (3.2 fb−1): HLT_xe70

– 2016, periods A-D3 (6.1 fb−1): HLT_xe90_mht_L1XE50

– 2016, periods D4-E3 (3.9 fb−1): HLT_xe100_mht_L1XE50
OR HLT_xe110_mht_L1XE50

– 2016, periods F1– (23.2 fb−1): HLT_xe110_mht_L1XE50

• Emiss
T > 150 GeV: Accept events with significant Emiss

T .

7.3 Anti-QCD selection

The multijet events with large fake Emiss
T comprise a significant fraction of the events in

the Emiss
T +jets final state. It primarily happens when one of the jets has poorly measured

jet energy, which leads to the large energy imbalance and thus to the large Emiss
T . To

remove such type of events, a set of requirements on the Emiss
T , pmiss

T and the transverse
momenta of jets, referred to as anti-QCD cuts, are introduced:

• Emiss
T (pmiss

T ) > 30 GeV: Applied for the events with less than two b−tagged jets.
This requirement was designed in Run 1 [191] to reduce non-collision background
events, which in general do not have tracks in the inner detector, whilst events with
a real Emiss

T do have tracks. It also helps to reject events with poorly measured jet
energy, which leads to a significant artificial contribution to the Emiss

T . It exploits
the fact that the tracks in the inner detector associated with the jet with poorly
measured energy still have well-measured pT from the inner detector. It means that
in case of the large calorimeter-based Emiss

T , the track-based Emiss
T generally stays

low.

• min
[
∆φ(Emiss

T ,p
j1,2,3
T )

]
> π/9: Veto multijet events, in which the Emiss

T is aligned
along the pT of the first, second and third small−R jet according to the jet ranking
introduced in Section 7.6. It is aimed to reject events, in which poorly measured
jet pT introduces the large artificial Emiss

T . Since the Emiss
T is defined as the negative

vectorial sum of its components, the resulting Emiss
T points in the same direction as

jet pT . Thus, the jet pT and Emiss
T is required to be well-separated. This requirement

rejects the majority of the events in the signal region.

• ∆φ(Emiss
T ,pmiss

T ) < π/2: This requirement has similar origin with the previous
requirement. In case of the well-measured jet pT and non-zero real Emiss

T , both
Emiss

T and pmiss
T point in the same direction. In case of the mis-measured jet pT ,

Emiss
T points to the same direction as the corresponding jet, while the track-based

pmiss
T remains almost unaffected and thus does not have preferred direction.

• ∆φ(Emiss
T ,p

h/W/Z
T ) > 6π/9: This requirement reflects back-to-back topology of the

Emiss
T + h/W/Z final state.
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7.4 W/Z/h mass window
The invariant mass of the jet(s) from the particle decay is one of the most powerful
discriminants to separate between the jets coming from the light and heavy particles. In
case of a given analyses, it helps to separate the low-mass QCD jets originating from
the gluon and quark decays (except the top quark decay) from the h/W/Z jets. The
requirement on the invariant mass is formulated in terms of the mass window around the
mass of the decaying particle. In the Emiss

T + V (qq) analysis it is used in the resolved
regime and in the 2 b−tag merged regime, in which the jets come primarily from the
Z → bb̄ decay. In the 0, 1 b−tag merged regions the special W/Z tagger is used, as
discussed later in Section 7.7. Meantime, since no h → bb̄ tagging is available in the
Emiss

T + h(bb̄) analysis, the mass window requirement is used in all analysis regions. The
following W/Z/h mass windows are defined in the different signal regions:

• Emiss
T + V (qq), resolved, 0,1 b−tags: 65 GeV < mjj < 105 GeV.

• Emiss
T + V (qq), resolved, 2 b−tags: 65 GeV < mjj < 100 GeV.

• Emiss
T + V (qq), merged, 2 b−tags: 75 GeV < mJ < 100 GeV.

• Emiss
T + h(bb̄), all regions: 70 GeV < mjj/J < 140 GeV.

The regions outside the mass windows, referred to as sideband (SB) regions, are used as
the natural control regions to further constrain the backgrounds. In case of Emiss

T + h(bb̄)
analysis, the lower sideband region, which goes down to 50 GeV, is useful to constrain
V+jets backgrounds in the 0 lepton region, as they populate the regions of the analysis
phase space outside the mass window.
In case of Emiss

T +V (qq) analysis, the sideband regions have two main purposes. The first
one is to constrain V+jets backgrounds in the same way as done in the Emiss

T + h(bb̄)
analysis. The second one is to wash out the potential effect of the (Emiss

T + j)-like signal
excess, which can show up in the signal region together with a given final state. Only
the upper sideband region above the mass window is considered to avoid difficulties
with simultaneous modelling of the low and high mass regions with significantly different
statistics.

7.5 W/Z boson tagger
The main tool to associate the large−R jets with the hadronic W/Z boson decay is the
boosted W/Z boson tagger [193, 194]. It is based on the specific radiation pattern inside
the large−R jet, which separates the boosted W → qq̄ and Z → qq̄ decays from the gluon-
and quark-originated jets. The tagging algorithm extensively uses the jet substructure
techniques.
A variety of different variables, such as jet masses, jet moments and parton shower shapes,
were studied in Run 1 [160] and Run 2 [193] to establish the following variables with the
best tagging power:

• Large−R jet mass: The most powerful discriminant. The combined jet mass
described in Section 6.2.4 after the jet trimming procedure is used. It exploits
a significant difference between masses of the gluon- and quark-originated jets,
coming mostly from the soft and collinear emissions, and the W/Z-originated jets,
as illustrated on Figure 7.3.
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Figure 2: Phase space defined by the measurement of the energy correlation functions e2
and e3. The phase space is divided into 1- and 2-prong regions with a boundary corre-

sponding to the curve e3 ⇠ (e2)3.

point energy correlation functions measured on 1-prong jets therefore scale like

e
(�)
2 ⇠ R�

cc + zs , (3.1)

e
(�)
3 ⇠ R3�

cc + z2s + R�
cczs . (3.2)

To go further, we must determine the relative size of zs and R�
cc. There are two possibilities,

depending on the region of phase space identified by the measurement: either zs makes a

dominant contribution to e2, or its contribution is power suppressed with respect to R�
cc.

In the case that zs contributes to e2, this immediately implies that e3 ⇠ (e2)2, regardless of

the precise scaling of R�
cc.8 If instead zs gives a subleading contribution compared to R�

cc

in e2, then e3 ⇠ (e2)3.9 Therefore, from this simple analysis, we have shown that 1-prong

jets populate the region of phase space defined by (e2)3 . e3 . (e2)2. Fascinatingly, this

also implies that the relative values of e2 and e3 provide a direct probe of the ordering

of emissions inside the jet, so that assumptions about the measured values of e2 and e3
are observable proxies for the ordering of emissions. The scaling of Rcc and zs on each

boundary of the phase space can then easily be determined, but will not be important for

our discussion.

This analysis shows that 1-prong jets fill out a non-trivial region in the (e2, e3) phase

space, and of particular interest for the design of discriminating observables is the fact that

this region of phase space has a lower boundary. This region is shown in blue in Fig. 2. To

8Note that on the true upper boundary of the phase space, the assumption of strong ordering of emissions

is broken.
9The existence of a consistent power counting does not guarantee a factorization theorem. Indeed, while

a factorization theorem exists on the quadratic boundary, it does not exist at leading power on the cubic

boundary.

– 10 –

Figure 7.2: The e(β)2 − e
(β)
3 phase-space dominated by the 1-prong (blue) and 2-prong (red) decays [192].

The boundary curve approximately corresponds to the e(β)3 ∼ (e
(β)
2 )3 curve.
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Figure 2: Distributions of the combined track-assisted + calorimeter jet mass for low pT [200-500 GeV] (left) and
high pT [1000-1500 GeV] (right) W , top and QCD jets.

4.3 Tagging techniques

In addition to the jet mass, a number of observables and techniques can be used to further identify a jet as
originating from a W boson or a top quark.

4.3.1 Jet moments

The first broad class of observables are those referred to as jet moments or simply jet substructure
variables that are analytically defined and that quantify the nature of the radiation pattern via a single
quantity calculated from the set of constituents of the trimmed jet. A brief summary of all observables
tested here is provided in Table 1 and a more complete description of the observables under study can be
found in Refs. [8, 9].

In general, these observables are constructed with the intent to quantify how clustered or uniform the
constituents are. This can be done by explicitly using a set of axes (e.g. N-subjettiness, ⌧21 and ⌧32),
declustering the jet (e.g. splitting measures,

p
d12 and

p
d23), or using all jet constituents to quantify the

dispersion of the jet constituents in an axis independent way (e.g. energy correlation ratios). In previous
ATLAS studies [6–9], it was found that for W -boson tagging, that energy correlation variables, in
particular D2, were the best performing tagging observable while for top-quark tagging the N-subjettiness
ratio, ⌧32, was found to be optimal. This has recently been understood from an analytical point of view and
attributed to additional wide-angle radiation present in parton jets originating from W -boson decays, which
is more fully exploited in the energy correlation functions than in the N-subjettiness moments [41].

8

Figure 7.3: The combined jet mass distribution for the jets coming from the QCD processes (black), W
decays (blue) and t−quark decays (red) for the jet pT range of [200, 500] GeV [193].

• Energy correlation ratio (Dβ=1
2 ): Defined using the 2- and 3-point jet energy
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correlation functions, e(β)2 and e(β)3 , respectively [192, 195]:

Dβ
2 ≡ e

(β)
3

(e
(β)
2 )3

e
(β)
2 =

1

(pJT )
2

∑
i<j∈J

pT,ipT,j(Rij)
β

e
(β)
3 =

1

(pJT )
3

∑
i<j<k∈J

pT,ipT,jpT,k(RijRjkRik)
β.

(7.1)

It separates between the 1-prong QCD jets, and 2-prong jets, coming from the
W/Z → qq̄ deacys, as illustrated on Figure 7.2. The approximate boundary between
the 1- and 2-prong decays, e(β)3 ∼ (e

(β)
2 )3, stays invariant under the Lorentz boost,

meaning that Dβ=1
2 variable can be successfully used over the entire jet pT region.

The large−R jets associated with the W/Z decays correspond to the low Dβ=1
2

values, while the QCD jets correspond to the higher Dβ=1
2 values. The upper cut

on the Dβ=1
2 variable is pT -dependent, increasing from ∼ 1 for pT = 200 GeV to

∼ 2 for pT = 2500 GeV [196].

The W/Z tagging algorithm in the Emiss
T +V (qq) analysis uses the 50% efficiency working

point.

7.6 Resolved regime

In this regime the decay products of the SM h/W/Z bosons are reconstructed as well-
separated small-R jets. The main difference consists in the different jet flavour content,
meaning that two b−tagged jets are expected in the Emiss

T + h(bb̄) final state, while no
requirement is put on the flavout content of the Emiss

T + V (qq) event.
The small−R jets are ranked according to their angular position in the detector, flavour in
case of the Emiss

T +h(bb̄) analysis and pT . First, jets are divided into cathegories according
to jet η coordinate with the higher rank assigned to the central jets with |η| < 2.5 and
the lower rank to the forward jets with |η| ≥ 2.5. In case of Emiss

T + h(bb̄) analysis, the
highest rank is assigned to the central b−tagged jets, lower to the central untagged jets
and lowest to the forward jets. Within each cathegory jet are ordered in decreasing pT .
The first two jets with the highest ranks, referred to as leading and sub-leading jets, are
associated with the h → bb̄ or W/Z → qq̄ decay. The resulting four-momenta of the
h/W/Z candidate is then assigned to the sum of the four-momenta of the corresponding
leading and sub-leading jets. The following signal selection criteria are applied to the
events in the resolved regime:

• ≥ central 2j: The h/W/Z bosons are produced centrally, and so are the corre-
sponding products of the hadronic decays.

• pj1T > 45 GeV (pj1 OR j2
T > 45 GeV): Since the h/W/Z bosons are required to

be relatively boosted with ph,W,Z
T > 150 GeV, the hadronic decay products gain a

significant boost as well. Thus, the leading jet (or the sub-leading in case of the
Emiss

T + h(bb̄) analysis) is required to have pT > 45 GeV.
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• HT =
2(3)∑
i=1

pjiT > 120(150) GeV: Accept events with the scalar sum of the first two

(three) leading jet pT larger than 120(150) GeV. This requirement is aimed to
account for the dependence of the Emiss

T trigger efficiency on the jet activity in the
event. In particular, it removes the region of the phase space, in which the Emiss

T

trigger efficiency is poorly modelled in the Monte Carlo simulation [197].

• ∆φ(j1, j2) < 7π/9: The hadronic decay products are collimated due to the relatively
high boost of the h/W/Z bosons. This requirement reduces the dijet background,
in which jets are produced mostly back-to-back.

• ∆R(j1, j2) < 1.4(1.25): Applied only in the Emiss
T +V (qq) selection. ∆R(j1, j2) < 1.4

corresponds to the events with 0 b−tags, while ∆R(j1, j2) < 1.25 to the events with
at least one b−tag. This requirement reduces multijet and tt̄ backgrounds, in which
jets are produced rather back-to-back than close to each other.

• Mass window requirement: 65 GeV < mjj < 105(100) GeV in 0,1 (2) b−tag
regions of the Emiss

T +V (qq) analysis (see Section 7.4). No mass window requirement
applied in the Emiss

T + h(bb̄) selection.

7.7 Merged regime

In this regime, the decay products of the SM W , Z and h bosons are reconstructed as a
single large−R jet. In case of the Emiss

T + h(bb̄) analysis, the b−tagging is applied to one
(two) highest pT track jet(s) associated with the leading large−R jet. The 1 b−tag region
corresponds to the case of strongly collimated decay products, when it is impossible to
reconstruct two separate track jets inside the large−R jet. In case of the Emiss

T + V (qq)
analysis, the priority-merged selection is used to avoid considering the same event in the
resolved and merged regimes simultaneously, as discussed in Section 7.1.
The large−R jets are ranked according to their flavour in case of the Emiss

T +h(bb̄) analysis
and pT . In case of Emiss

T +h(bb̄) analysis, the highest rank is assigned to the large−R jets
with the b−tagged track jets inside and the lowest to the large−R jets with no b−tagged
track jets inside. Within each cathegory, jet are ordered in decreasing pT . The leading
large−R jet with the highest rank is associated with the boosted h → bb̄ or W/Z → qq̄
decay. The resulting four-momenta of the h/W/Z candidate is then assigned to the
four-momenta of the corresponding leading jet.
The following signal selection criteria are applied to the events in the merged regime:

• ≥ 1J : Presence of at least one large−R is required.

• Mass window requirement: 75 GeV < mjj < 100 GeV in the Emiss
T + V (qq)

analysis (see Section 7.4). No mass window requirement applied in the Emiss
T +h(bb̄)

selection.

• W/Z tagger requirement: Applied to associate jets with the hadronic W/Z
decays (see Section 7.5). Used only in the 0, 1 b−tag regions. In the 2 b−tag region
the signal events mainly come from the Z → bb̄ decay with very little contamination
from the background processes, and thus only the mass window requirement is used.
Events, which satisfy both the mass window and tagger requirements, correspond to
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the high purity signal region. Events, which satisfy the mass window requirements,
but fail the tagger requirement, correspond to the low purity signal region.

7.8 Emiss
T + h(bb̄) optimisation selection

The majority of the Emiss
T +h(bb̄) event selection is inherited from the previous version of

the analysis [44]. The improvement in the sensitivity of the Emiss
T + h(bb̄) search comes

so far mainly from the larger data set, increased center-of-mass energy and improved
detector performance. One of the main targets for improvement is constraining the main
backgrounds. In case of Emiss

T + h(bb̄) search, one of the dominant backgrounds is the tt̄
process, which accounted for up to 80% of the total background in the resolved regime
and 40% in the merged regime in the signal region of the Run 1 search [44]. A set
of optimised selection criteria are developed for 2015+2016 analysis in order to reduce
the tt̄ background and thus increase the sensitivity of the search. The discussion here
follows [198].
The optimised selection criteria in the resolved regime are applied in the following order:

• Additional b−jet veto: Veto events with more than two b−tagged small−R jets,
since it is expected to have exactly two b−jets in the Emiss

T + h(bb̄) final state. The
majority of the additional jets, which come mainly from the initial state radiation,
originate from gluons and light-flavour quarks. Thus, the presence of additional
b−jets rather indicates that event comes from the tt̄ or single top background.
Around 70% of the tt̄ and 50% of the single top events contain two real b−jets and
at least one real c−jet. Given that the MV2c10 b−tagging algorithm, discussed in
Section 6.2.7, mistags around 8% of c−jets as the b−jets, a significant fraction of
the tt̄ and single top events will contain more than two b−tagged jets.

• Standard and extended tau veto: Veto events, which contain any standard or
extended tau leptons [198]. It is motivated by the fact that around 70% of the tt̄,
single top and W+ jets events contain at least one real hadronically decaying tau
lepton and real Emiss

T from the W → τντ decay. Since tau lepton is reconstructed
as a small−R jet, these events look like signal events with additional light-flavour
jets. Since significant fraction of events still contain taus after vetoing standard
loose taus, a new custom extended tau identification is used to veto the remaining
taus. The standard and extended taus are defined in Table 6.2 in Section 6.5.

• HT ratio requirement: The main hadronic activity in the signal Emiss
T + h(bb̄)

event is expected from the b−jets associated with the h→ bb̄ decay, while only a tiny
fraction comes from the additional jet activity. Meantime, in the signal-like tt̄ event,
the jet activity is distributed between the pair of b−quarks from the tt̄ decay (or
large−R jet from the boosted top quark decay) and jets (tau leptons) from theW →
qq̄ (W → τντ ) decay. The Higgs candidate in such tt̄ event is likely recostructed
from the bb̄ pair or from the large−R jets with b−tagged track jet inside. The mea-
sure of the hadronic activity in the event is the scalar sum of jet pT in the event, HT .
In terms of HT the above-mentioned means that HT (non-h jets)/HT (all jets) � 1
for a signal Emiss

T + h(bb̄) event and HT (non-h jets)/HT (all jets) < 1 for a signal-
like tt̄ event. The HT (non-h jets)/HT (all jets) < 0.37 requirement shows the best
discriminating power in the resolved regime, while rejecting a tiny fraction of the
signal events.
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• ∆R(j1, j2) < 1.8: It takes into account that products of the h → bb̄ decay are
collimated due to the boost of the Higgs boson, while products of the tt̄ decay are
mostly produced back-to-back.

The distributions of the HT ratio and ∆R(j1, j2) in the resolved regime for various back-
grounds and Emiss

T +h(bb̄) signal models in for the DM production are shown in Figure 7.4.

7 Optimised Event Selections

7.3.1 HT Ratio Cut in the Resolved Regime

In the resolved regime, the HT ratio is defined as the ratio of the scalar pT sum of small-R
jets other than the h candidate and, if present, the leading additional small-R jet to the
scalar pT sum of all small-R jets in the event, as seen in Equation 7.3

HT ratio ⌘
•

Â
i=4

p ji
T

,
•

Â
i=1

p ji
T , (7.3)

where p ji
T is the pT of the i-th small-R jet in the event in the resolved regime.
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Figure 7.17: HT ratio distribution normalised to unit area in the SR, resolved regime within the h
candidate mass window (70 GeV,150 GeV). Representative Z

0 �2HDM, Z
0 - and S- mediator signal

models (in dashed lines) mainly populate small HT ratio value bins, whereas tt̄, W + jets and single
top background processes accumulate at larger HT ratio values.

In Figure 7.17, the HT ratio distribution normalised to unit area is shown in the SR,
resolved regime. Representative Z

0 �2HDM and Z
0
-mediator signal models mainly pop-

ulate small HT ratio value bins. Representative S-mediator models have a harder HT ratio
distribution, since the hadronic activity is higher for S-mediator processes due to having
gluons as initial states2, see Subsection 2.3.3. Unlike signal models, tt̄, W + jets and sin-
gle top accumulate at larger HT ratio values, having no presence of events at very low HT
ratio values.

In Figure 7.18, the fractional rejection (top) and the significance gain (bottom) as a
function of the HT ratio upper cut are shown in the SR, resolved regime for representa-
tive Z

0 � 2HDM, Z
0
- and S- mediator signal models and the total background. A more

stringent HT ratio cut at lower HT ratio values increases the significance gain as well as
the fractional rejection. A HT ratio cut of 0.37 was chosen in the analysis to increase
the significance gain while having negligible signal rejection. The fractional background
rejection at this cut value is about 8%.

2Due to the colour factor for gluons, CA = 3, compared to that for quarks, CF = 4/3, a gluon tends to emit
more soft- and collinear-radiation than a quark.
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7.4 DRbb Cut

In a signal event with signature h(! bb̄)+Emiss
T , the angular separation of the hadronic

decay products from the h ! bb̄ decay follows the formula DR(~pb,~pb̄) = 2ph
T/mh, where

ph
T and mh stand for the transverse momentum and mass of the h boson, respectively. The

b-quark-initiated decay products are collimated due to the boost of the h boson. On the
other hand, in a tt̄ event, the b-jets forming the h candidate originate from the decays
of top quarks produced in average back-to-back, so the angular separation of this pair
of b-jets is in average larger than that of the pair of b-jets originating from the decay of
the same heavy particle h. The DRbb cut is only applied in the resolved regime, since
the reconstruction of the h ! bb̄ decay as a large-R jet of radius R = 1.0 introduces in
the merged regime an effective requirement on the geometrical separation of the b-quark-
initiated decay products.
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Figure 7.25: DR(~p j1 ,~p j2) distribution normalised to unit area in the SR, resolved regime within
the h candidate mass window (70 GeV,150 GeV). Representative Z

0 � 2HDM, Z
0 - and S- mediator

signal models (in dashed lines) populate small angular separation value bins whereas the DR(~p j1 ,~p j2)
distribution of tt̄ tends to be shifted to larger angular separation values.

In Figure 7.25, the DR(~p j1 ,~p j2) distribution normalised to unit area is shown in the
SR, resolved regime. Representative Z

0 � 2HDM, Z
0
- and S-mediator signal models (in

dashed lines) populate small angular separation value bins as expected. The resonant
Z

0 �2HDM models accumulate dominantly at angular separations smaller than 1, whereas
the DR(~p j1 ,~p j2) distributions of non-resonant signal models tend to be shifted to larger
angular separation values. Background processes, especially tt̄ and single top, accumulate
at larger angular separation values than signal models.

In Figure 7.26, the fractional rejection (top) and the significance gain DZ0 (bottom)
as a function of the DR(~p j1 ,~p j2) upper cut are shown in the SR, resolved regime for
representative Z

0 � 2HDM, Z
0
- and S- mediator signal models and the total background.

A DR(~p j1 ,~p j2) cut of 1.8 was chosen in the analysis to increase the significance gain while
having negligible signal rejection. The fractional background rejection at this cut value
is less than 10% for the representative signal models. A DR(~p j1 ,~p j2) upper cut above 1.8
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Figure 7.4: HT ratio (left) and ∆R(j1, j2) (right) distributions normalised to unil area in the Emiss
T +

h(bb̄) signal region in the resolved regime within the Higgs candidate mass window of (70, 140) GeV are
shown [198]. The main SM backgrounds are shown in solid lines. Z ′-2HDM, Z ′ and scalar mediator
signal models are shown in dashed lines. Signal events mostly populate low HT ratio and ∆R(j1, j2)
regions.

The optimised selection criteria in the merged regime are applied in the following order:

• Non-associated b−jet veto: Veto events with b−jets not associated with the
large−R jet coming from the boosted h → bb̄ decay. Both b−tagged tack jets of
the boosted h → bb̄ decay are expected to be associated with the same large−R
jet. Meantime, the b−tagged track jets from the tt̄ decay are contained in the
different large−R jets due to the back-to-back topology of the decay. Since the
leading large−R jets is reconstructed as the Higgs candidate, the second b−tagged
track jet cannot be associated with it. Almost all tt̄ and single top events contain
a real b−jet as the leading non-associated b−tagged track jet.

• Non-associated standard and extended tau veto: Veto events, which contain
any standard or extended tau leptons not associated with the large−R jet coming
from the boosted h → bb̄ decay. The motivation comes from the back-to-back
topology of the tt̄ decay, in which tau lepton is contained in the large−R jet, which
is not associated with the boosted h→ bb̄ decay.

• HT ratio requirement: Same idea as described for the resolved regime. The HT

ratio in the merged regime is defined in the following way:

HT ratio ≡

∑
non-associated
small-R jets

pjT

pJT +
∑

non-associated
small-R jets

pjT
, (7.2)
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where pJT stands for the pT of the leading large−R jet. The HT ratio is required to
be less than 0.57 in the merged regime.

The optimised event selection significantly reduces the tt̄ (total) background by 50%
(45%) and 70% (35%) in the resolved and merged regimes, respectively, as shown on
Fig 7.5.

7 Optimised Event Selections

small Emiss
T available near the transition line at mA = mZ0 �125 GeV, such as (mZ0 ,mA) =

(400,200) GeV, (600,400) GeV. The h(! bb̄)+Emiss
T analysis is not sensitive to these

two models, as seen in Chapter 11 and in Figure 6.7.
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Figure 7.29: Event selection efficiency for the tt̄ background process (top) and total background
(down) in the SR, upon consecutively applying the optimised event selections (each shown in de-
grading colours) within the h candidate mass window (70 GeV,150 GeV). tt̄ (total background) is
reduced by about 50% (45%) and 70% (35%) in the resolved and merged regime, respectively through
the optimised event selections.

The significance gain from the optimised event selections is presented with a full sta-
tistical fit model in Chapter 11.
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grading colours) within the h candidate mass window (70 GeV,150 GeV). tt̄ (total background) is
reduced by about 50% (45%) and 70% (35%) in the resolved and merged regime, respectively through
the optimised event selections.

The significance gain from the optimised event selections is presented with a full sta-
tistical fit model in Chapter 11.
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Figure 7.5: Event selection efficiency reduction after applying the optimised selection for the tt̄ back-
ground process (left) and total background (right) in the 0 lepton region. The coloured lines show the
efficiency after consecutively applying the optimised event selections within the Higgs candidate mass
window 70 GeV < mh < 150 GeV.

7.9 Main observables
The main discriminating variable, which enters the statistical models of both analyses, is
the invariant mass of the h/W/Z candidates, mh,W,Z = mjj/mJ , respectively. However,
the invariant mass distribution is treated differently in both analyses. In case of the
Emiss

T +h(bb̄) analysis, one includes the full information from the invariant mass distribu-
tion in the combined fit (shape and normalisation). Figure 7.6 shows the invariant mass
distribution in the [350, 500) GeV and [500,∞) GeV Emiss

T , 0 lepton signal region before
the combined fit. The potential DM signal then manifests itself through an excess over
the SM background in the invariant mass distribution of the Higgs candidate after the
combined fit to the observed data.
Meantime, in case of the Emiss

T + V (qq) analysis, one ignores the shape of the mass
distribution and considers instead a simple counting experiment for the number of events
in the W/Z mass window and mass sidebands of the invariant mass distribution. The
potential DM signal then manifests itself through an excess over the SM background in
the Emiss

T distribution after the combined fit to the observed data.
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Figure 7.6: Distributions of the mass of the Higgs candidate in the 0 lepton signal region, 2 b−tags after
the event selection before the fit to data. Plots for the [350, 500) GeV (left) and [500,∞) GeV (right)
Emiss

T regions are shown. The red dashed line shows the expected DM signal coming from the Z ′-2HDM
model with (mZ′ ,mA) = (1400, 600) GeV. The total background uncertainty is shown as a hatched
band.
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Figure 7.7: Distributions of the Emiss
T in the resolved (left) and merged (right) regimes in the Emiss

T +V (qq)
0 lepton signal region, 2 b−tags after the event selection before the fit to data. The red dashed line
shows the expected DM signal coming from the simplified vector mediator model with (mχ,mZ′) =
(1, 600) GeV. The total background uncertainty is shown as a hatched band.

7.10 Summary of event selections and analysis regions

A concised summary of all selection criteria applied in different lepton and b−tag regions
of the Emiss

T +V (qq) and Emiss
T +h(bb̄) analyses is given in Tables 7.3 and 7.4, respectively.

The structure of the Emiss
T +V (qq) analysis regions is generally more complex than of the

Emiss
T +h(bb̄) analysis due to the W/Z mass and tagging requirements. The Emiss

T +V (qq)
phase space is divided into 40 analysis regions - 6 signal regions, 2 low purity signal
regions, 8 zero lepton mass sideband regions and 24 control regions, as shown in Table 7.5.
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All analysis regions are fitted simultaneously using the combined binned profile likelihood
fit, discussed in Section 9.1. The implementation of the nuisance parameters and the
coresponding constraints in the combined fit is given in Chapter 10.

Region Resolved regime Merged regime

0 lepton

Baseline selection
loose lepton veto

anti-QCD cuts (see Section 7.3)
Emiss

T > 150 GeV Emiss
T > 250 GeV

≥ central 2j1 ≥ 1J 1

pj1T > 45 GeV W/Z tagging for 0, 1 b−tags
2(3)∑
i=1

pjiT > 120(150) GeV OR 75 GeV < mJ < 100 GeV for 2 b−tags

∆φ(j1, j2) < 7π/9
65 GeV < mjj < 105(100) GeV for 0, 1(2) b−tags

∆R(j1, j2) < 1.4(1.25) for 0, 1 (2) b−tags
≤ 2 b−tagged jets 0 non-associated b−tagged track-jets

1 lepton

Baseline selection
One W−signal µ, no other V−loose e/µ

anti-QCD cuts (see Section 7.3)
pVT > 150 GeV2 pVT > 250 GeV 2

≥ central 2j 1 ≥ 1J 1

pj1T > 45 GeV Dβ=1
2 tagging OR 2 b−tagged track jets

2(3)∑
i=1

pjiT > 120(150) GeV Mass window requirement

65 GeV < mjj < 105(100) GeV for 0, 1 (2) b−tags in W/Z tagger for 0, 1 b−tags
∆φ(j1, j2) < 7π/9 OR 75 GeV < mJ < 100 GeV for 2 b−tags
≤ 2 b−tagged jets 0 non-associated b−tagged track-jets

2 lepton

Baseline selection
Two V−loose e/µ, at least one of which is W−signal

anti-QCD cuts (see Section 7.3)
66 GeV ≤ mee/µµ ≤ 116 GeV

pVT > 150 GeV 2 pVT > 250 GeV 2

≥ central 2j 1 ≥ 1J 1

pj1T > 45 GeV Dβ=1
2 tagging OR 2 b−tagged track jets

2(3)∑
i=1

pjiT > 120(150) GeV Mass window requirement

65 GeV < mjj < 105(100) GeV for 0, 1 (2) b−tags in W/Z tagger for 0, 1 b−tags
∆φ(j1, j2) < 7π/9 OR 75 GeV < mJ < 100 GeV for 2 b−tags
≤ 2 b−tagged jets 0 non-associated b−tagged track-jets

Table 7.3: Summary of the Emiss
T + V (qq) event selections in 0,1 and 2 lepton regions. The definitions

of the W−signal and V−loose leptons is given in Section 6.5. Details about the control regions are
discussed in Chapter 8.

1Emiss
T + V (qq) analysis use merged-priority selection, meaning that event in Emiss

T > 250 GeV region
falls into the merged regime if contains at least one large−R jet.

2pVT is defined as pVT = |Emiss
T + pµ

T| in 1 lepton region and as pVT = |Emiss
T + p

e1/µ1

T + p
e2/µ2

T | in 2
lepton region.
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Region Resolved regime Merged regime

0 lepton

Baseline selection
loose lepton veto

anti-QCD cuts (see Section 7.3)
150 GeV < Emiss

T ≤ 500 GeV Emiss
T > 500 GeV

≥ central 2j ≥ 1J

pj1 OR j2
T > 45 GeV

2(3)∑
i=1

pjiT > 120(150) GeV

∆φ(j1, j2) < 7π/9
optimisation selection (see Section 7.8)

1 lepton

Baseline selection
One W−signal µ, no other V−loose e/µ

anti-QCD cuts (see Section 7.3)
150 GeV < pVT ≤ 500 GeV 2 pVT > 500 GeV 2

≥ central 2j ≥ 1J

pj1 OR j2
T > 45 GeV

2(3)∑
i=1

pjiT > 120(150) GeV

65 GeV ≤ mjj ≤ 105(100) GeV for 0, 1 (2) b−tags
∆φ(j1, j2) < 7π/9
optimisation selection (see Section 7.8)

2 lepton

Baseline selection
Two V−loose e/µ, at least one of which is Z−signal

opposite-charged muons
anti-QCD cuts (see Section 7.3)

71 GeV ≤ mee ≤ 106 GeV
OR 83 GeV ≤ mµµ ≤ 99 GeV

150 GeV < pVT ≤ 500 GeV 2 pVT > 500 GeV 2

≥ central 2j ≥ 1J

pj1 OR j2
T > 45 GeV

2(3)∑
i=1

pjiT > 120(150) GeV

∆φ(j1, j2) < 7π/9
optimisation selection (see Section 7.8)

Table 7.4: Summary of the Emiss
T + h(bb̄) event selections in 0,1 and 2 lepton regions. The definitions

of the W−signal and V−loose leptons is given in Section 6.5. Details about the control regions are
discussed in Chapter 8.
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Emiss
T + V (qq) signal regions

Resolved Merged
b−tags 0 1 2 0 0 1 1 2

HP LP HP LP
∆R(j1, j2) < 1.4 < 1.4 < 1.25 – – – – –
Dβ=1

2 – – – pass fail pass fail –
Mass window mjj mjj pass mJ mJ

[GeV] [65, 105] [65, 100] W/Z tagger requirement [75, 100]

Emiss
T + V (qq) 0 lepton control regions
Resolved Merged

b−tags 0 1 2 0 0 1 1 2
SB SB SB SB LP SB SB LP SB SB

∆R(j1, j2) < 1.4 < 1.4 < 1.25 – – – – –
Dβ=1

2 – – – pass fail pass fail –
Mass window mjj mjj fail mJ mJ

[GeV] [105,∞) [100,∞) W/Z tagger requirement [100,∞)

Emiss
T + V (qq) 1+2 lepton control regions

Resolved Merged
b−tags 0 1 2 0 1 2 0 1 2 0 1 2

SB SB SB SB SB SB
Mass window mjj mjj mjj mjj mJ mJ

[GeV] [65, 105] [65, 100] [105,∞) [100,∞) [75, 100] [100,∞)

Table 7.5: Summary of the Emiss
T + V (qq) signal and control regions incorporated in the final combined

binned profile likelihood fit. The abbreviations HP and LP correspond to respectively the high- and low-
purity analysis regions in the merged topology. The abbreviation SB corresponds to the mass sideband
regions.





Chapter 8

Background Estimation

One of the main challenges of every search for the new physics is to constrain the Standard
Model (SM) background processes that provide the signatures identical to those expected
from the possible new physics processes. The signatures of the Emiss

T +V (qq) and Emiss
T +

h(bb̄) analyses include a pair of jets, coming from the h → bb̄ and V → qq̄ decays
characterised by the large branching ratios 1. However, this implies the large rates of the
corresponding SM backgrounds. For the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches, the

dominant processes are W+ jets, Z + jets and tt̄, which comprises more than 90% of the
total background in the signal regions (SR). These background processes are modelled
using the Monte Carlo (MC) simulations and constrained by designing the dedicated
control regions (CR) enriched in these processes. In the Emiss

T + V (qq) and Emiss
T + h(bb̄)

analyses these CRs regions are the 1 lepton CR, which is aimed to constrain W+ jets and
tt̄ backgrounds, and 2 lepton CRs, which is designed to constrain Z + jets background. As
discussed in Section 10.2, the combined fit performed simultaneously in the SRs and CRs
makes it possible to constrain the normalisation parameters of the dominant background
processes that are initally incorporated as the freely floating parameters in the statistical
model. The only background that cannot be estimated with the MC simulated samples
is the multijet background due to the lack of sufficient statistics that is required for the
MC multijet modelling. Thus, this background is estimates using a dedicated data-driven
method.
The detailed description of the main background processes is given in Section 8.1. The
control regions used to constrain the backgrounds are introduced in Sections 8.2 and 8.3.
The multijet estimation method is briefly discussed in Section 8.4.

8.1 Background processes

V + jets production

The V + jets background is by far the largest for the Emiss
T + V (qq) search, accounting

for more than 80% of the total background in the SR, and is one of the largest together
with the tt̄ background for the Emiss

T + h(bb̄) search. The dominant contribution in the
SR comes from the Z + jets production, in which Z boson decays to a pair of neutrinos,
it provides the same dijet+Emiss

T signature as the Emiss
T +V (qq) and Emiss

T +h(bb̄) searches
and thus is naturally selected in the SR. The Z(νν)+ jets background is complete irre-

1The SM value for the branching ratios are Bh→bb̄ ≈ 0.57 and BW/Z→qq̄ ≈ 0.7
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ducible in the Emiss
T + V (qq) analysis as it provides the identical Emiss

T + V (qq) signature.
However, it is semi-irreducible in the Emiss

T + h(bb̄) analysis, meaning that it can be par-
tially distinguishable from the Emiss

T + h(bb̄) signature since its dijet mass spectrum is
non-resonant at the Higgs boson mass. The W+ jets background enters the SR if the W
boson decays to tau lepton, W → τντ , which in turn decays hadronically and thus is iden-
tified as a QCD-originated jet. For the resolved part of the Emiss

T +h(bb̄) analysis, ∼ 60%
of the W+ jets events within the Higgs boson candidate mass window of (70, 150) GeV
in the SR contain a hadronically decaying tau lepton, as shown in Figure 8.1. Figure 8.2
illustrates the tree-level Feynman diagrams of the V + jets production.

6 Event Selection

mass window (70 GeV,150 GeV. About 70% (70%) of tt̄ events in 2 tag (1 tag) contain a
hadronic tau from the W ! tnt decay, giving rise to real Emiss

T . The hadronic tau mimics
a QCD-originated jet, as it was identified neither by the BDT tau ID nor by the extended
tau ID. By exploiting the topology of semileptonic tt̄, a new algorithm was developed to
further reduce tt̄ in the SR: the Likelihood Ordering, as introduced in Chapter 12.
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Figure 6.9: Truth leptonic flavour distribution of final state particles normalised to unit are for back-
ground processes in the SR, resolved regime, 1 tag (left) and 2 tag (right) within h candidate mass
window (70 GeV,150 GeV), excluding the sidebands in the h candidate mass spectrum.

Z+jets and W+jets Production

Z+ jets is the dominant background process in the SR. In Figure 6.10, left, the tree-level
Feynman diagrams of Z + jets, where the Z boson is associated with b-jets, are shown.
As seen in Figure 6.9, Z + jets events have no lepton (electron, muon or tau) as final
state particle, so the decay of the Z boson is Z ! nn for all Z + jets events in the SR.
Z ! nn + jets, with real Emiss

T , is a semi-irreducible2 background in the SR, which is
selected into the 2 tag subregion if the Z boson is produced in association with b-jets.

Figure 6.10: Left: Tree-level Feynman diagrams of Z + jets, where Z boson is associated with b-
jets. Z ! nn + jets is an irreducible background in the SR. Right: Tree-level Feynman diagrams of
W + jets, where W boson is associated with b-jets. For W ! tnt , where the tau decays hadronically,
the W + jets event has real Emiss

T , being able to be selected into the SR.

In Figure 6.10, right, the tree-level Feynman diagrams of W + jets, where the W boson
is associated with b-jets, are shown. As in the case of tt̄, the ideal decay mode of W
boson for the W + jets event to be selected into the SR is W ! tnt , where the tau decays

2Z(! nn)+bb̄ has the same signature than h(! bb̄)+Emiss
T but it is not resonant in the h candidate mass

spectrum.

66

Figure 8.1: The particle-level flavour composition of the final state particles normalised to unity area for
the main backgrounds in the SR for the resolved regime within the Higgs boson candidate mass window
of (70, 150) GeV are shown [198]. The left plot corresponds to the region with 1 b−tag, while the right
plot to the region with 2 b−tags. Plots are not produced by the author.

Depending on the flavour composition of the final state particles, the V + jets background
is split in the flavour cathegories to account for the different sensitivities in the different
analyses regions. This splitting is also used in the implementation of the theoretical
modelling uncertanties, as discussed in Section 10.2. The flavour labelling is assigned by
the geometrical matching between the two leading reconstructed jets and particle-level
jets, for which the flavour of the originating quark is known from the MC simulation.
The V + ll (V+LF, light flavour) cathegory stands for the V + jets processes, in which
the two leading reconstructed jets are associated with the particle-level u, d, s−quark
jets, referred to as light jets. The V + cl cathegory represents the V + jets processes, in
which the one of the reconstructed jets are associated with the particle-level c−quark jet,
while other one with the particle-level light jet. And finally, the V+HF (heavy flavour)
cathegory combines the V + jets processes, in which either one of the reconstructed jets
is matched to the particle-level b−quark jet (V + bl, bc, bb) or both leading reconstructed
jets are matched to the particle-level c−quark jets (V + cc).
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Figure 8.2: Tree-level Feynman diagrams of the V + jets production for the Emiss
T +V (qq) and Emiss

T +h(bb̄)
analyses.

tt̄ production

The tt̄ background is the second dominant in the SR of the Emiss
T +V (qq) analysis. Before

the Emiss
T +h(bb̄) optimisation selection was introduced (see Section 7.8), the tt̄ background

was the most dominant for the Run 1 version of the Emiss
T + h(bb̄) search [44], accounting

for the 80% (40%) of the total background in the SR for the resolved (merged) regimes.
With the optimisation selection it still provides a sizeable contribution comparable to the
V + jets contribution in the resolved regime.
The tt̄ events are split in three cathegories according to the decay channels of the W
bosons coming from the t → Wb decays. If both W bosons decay leptonically, the
corresponding tt̄ event is referred to as dileptonic. The contribution of the semi-leptonic tt̄
events in the SR is negligible due to the lepton veto. If both W bosons decay hadronically,
the corresponding tt̄ event is referred to as hadronic. Since the hadronic tt̄ events contain
no real Emiss

T , they can contribute to the SR only in case of jet energy mismeasurement,
which is strongly suppressed by the anti-QCD selection criteria, introduced in Section 7.3.
If one W boson decay leptonically and the other hadronically, the corresponding tt̄ event
is referred to as semi-leptonic. The hadronic tt̄ events are selected in the SR if the W
boson decays as W → τντ , where the tau lepton decays hadronically. They provide the
signal-like signature with two real b−quark jets, Emiss

T from the W → τντ decay and
additional jets coming from the W → qq̄ and hadronic tau lepton decays. About 70%
of the tt̄ events within the Higgs boson candidate mass window of (70, 150) GeV in the
SR of the Emiss

T + h(bb̄) analysis contain a hadronically decaying tau lepton, as shown in
Figure 8.1.
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Figure 8.3: Tree-level Feynman diagrams of the tt̄ production for the Emiss
T + V (qq) and Emiss

T + h(bb̄)
analyses.
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Single-top production

The single-top production get an access to the SR of the Emiss
T + V (qq) and Emiss

T + h(bb̄)
via the decay chain t → Wb → τντb, where the hadronically decaying tau lepton is
identified as the QCD-originated jet. The tree-level Feynman diagrams of the single-top
production are shown in Figure 8.4. Given that the single-top final state contains at least
one real b−quark jet, it mainly contributes to the analyses regions with 1 and 2 b−tags.
The associated Wt production mainly contributes to the 2 b−tag region via the c−jets,
coming from the hadronic decay of the one of the two W bosons, that are mistagged as
b−jets with 8% mistagging efficiency (see Section 6.2.7). For the Emiss

T + h(bb̄) analysis,
the one of the W bosons decay to the tau lepton and neutrino in about 70% (75%) of the
single-top events in the regions with 1 b−tag (2 b−tags).
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Figure 8.4: Tree-level Feynman diagrams of the single-top production for the Emiss
T +V (qq) and Emiss

T +
h(bb̄) analyses. The (a) and (b) diagrams stand for the s−channel and t−channel production, respectively.
The (c) and (d) diagrams stand for the s−channel and t−channel Wt associated production, respectively.

SM V h and diboson production

The SM V h and diboson backgrounds are another examples of the processes that are
resonant at the Higgs and vector boson masses. The corresponding tree-level Feynman
diagrams are shown in Figure 8.5. These backgrounds can naturally pass the signal event
selection for the Zh and ZV processes when the Z boson decays invisibly to a pair of
neutrinos and the remaining h/V bosons decay hadronically 2. The SM Wh processes
also contribute in the Emiss

T + h(bb̄) SR in case of the W → τντ decays, where the
hadronically decaying τ lepton mimicks the QCD-originated jet. The SM Zh and Wh
processes account for the 80% and 20% of the total SM V h background within the
Higgs boson candidate mass window of (70, 150) GeV, as illustrated in Figure 8.1. Both
backgrounds also contribute in the 1 and 2 lepton CR for the leptonically decaying W
and Z bosons, respectively.

2Both Z(νν)V (qq̄) and Z(νν)h(bb̄) backgrounds are irreducible, meaning that one cannot distringuish
between these final states and the signal Emiss

T + V (qq) and Emiss
T + h(bb̄) final states, respectively.
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Figure 8.5: Tree-level Feynman diagrams of the (a) SM V h and (b), (c) diboson productions for the
Emiss

T +V (qq) and Emiss
T +h(bb̄) analyses. The V stands for the (b), (c) W , Z bosons and the (b) photon.

The V1V2 final state represents the WW , ZZ and WZ backgrounds.
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Figure 8.6: Distributions of the muon charge in the 1µCR for the [200, 350) GeV region of Emiss
T with 1

b−tag (left) and 2 b−tags (right) after the event selection before the fit to data. The total background
uncertainty is shown as a hatched band.

The 1 lepton CR is aimed to constrain the normalisations of the W+ jets and tt̄ back-
grounds. It is defined by requiring exactly oneW−signal muon in the event and discarding
events with additional V−loose muons or electrons. The definitions of the W−signal and
V−loose leptons are given in Section 6.5. The remaining event selection in the CR is
similar to that in the SR to keep the events in the SR and CR kinematically and topo-
logically similar. In what follows, this CR is referred to as 1 muon CR or 1µCR. The
requirement of the kinematic and topological similarity implies re-definition of the Emiss

T

and pmiss
T in this CR, since muons are not considered in the Emiss

T and pmiss
T calculation

in the SR but considered in the 1µCR. Thus, to make Emiss
T and pmiss

T in the SR and
CR kinematically similar, one introduces the Emiss

T,nomu observable, which is the sum of the
four-momenta of the real Emiss

T in the 1µCR and four-momenta of the muon. The pmiss
T,nomu

observable is introduced accordingly by summing the four-momenta of the real pmiss
T in

the 1µCR and four-momenta of the muon.
The main discriminating observable to distinguish between the W+ jets and tt̄ back-
grounds in the 1µCR is the electric charge of the muon. The distribution of the muon
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charge is expected to be assymetric for the W+ jets background and symmetric for the tt̄
background. The former is related to the charge assymetry in the W+ jets production in
the pp collisions at the LHC, σ(W+ + jets) ≈ 1.3σ(W− + jets), due to the larger number
of the valence u−quarks relative to the d−quarks in the proton, [199]. 3

Figure 8.6 shows the distributions of the muon charge in the [350, 500) GeV and [500,∞)
regions of Emiss

T with 2 b−tags before the fit to data. As expected, the distributions
are assymetric for the W+ jets background and symmetric for the tt̄ background. The
disagreement between the data and SM prediction originates from the mismodelling of
the W+ jets and tt̄ normalisations before the fit to data and is corrected after the fit to
the observed data, as will be shown in Section 12.1.3, Appendices D and F.

8.3 2 lepton control region
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Figure 8.7: Distributions of the muon charge in the 2`CR for the [200, 350) GeV region of Emiss
T with 1

b−tag (left) and 2 b−tags (right) after the event selection before the fit to data. The total background
uncertainty is shown as a hatched band.

The 2 lepton CR is aimed to constrain the normalisations of the Z(νν)+ jets back-
ground in the SR using the Z(ll)+ jets background process. This CR, denoted as 2lCR,
is defined by requiring two V−loose muons or two V−loose electrons, at least one of
which also passes the Z−signal requirement. Since the pT of the Z boson does not de-
pendent on whether it decays hadronically or leptonically, the event kinematics of the
Z(νν)+ jets and Z(ll)+ jets processes are very similar. This means that one can con-
strain the normalisation of the Z(νν)+ jets background in the SR using the normalisation
of the Z(ll)+ jets background in the 2lCR. The remaining event selection is similar to
those in the SR, except the following requirements:

• Invariant mass of the two leptons: 71 GeV ≤ mee ≤ 106 GeV OR 83 GeV ≤
mµµ ≤ 99 GeV for Emiss

T + h(bb̄) analysis and 66 GeV ≤ mee/µµ ≤ 116 GeV for
the Emiss

T + V (qq) analysis. Since muons come from the Z → µµ decay, they are
3If this measurement were done at the pp̄ collider, such as the Tevatron collider, the charge distribution

in the W+ jets production would be symmetric.
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required to have opposite electric charges. This requirement on the invariant mass
of the dilepton system is aimed to suppress the contributions of the non-resonant
tt̄, single-top and multijet background processes.

• Emiss
T significance: Emiss

T /
√
H∗

T < 3.5 only for the Emiss
T + h(bb̄) analysis, where

H∗
T = pllT +

∑
small −R jetspT . This requirement is aimed to reduce the tt̄, since

the tt̄ events contain real Emiss
T from the leptonically decaying W , while Z(ll)+ jets

events contain artificial Emiss
T coming mainly from the jet energy mismeasurements.

The Emiss
T and pmiss

T in the 2lCR is also re-defined accordingly to the presence of two
leptons in the event by adding the four-momentum of the dilepton system.
Since the 2lCR is aimed to constrain only the normalisations of the backgrounds, the
shape information of the distributions of the main observables is discarded and only the
event yield is used as a main discriminant. Figure 8.7 shows the event yields for the
regions with different Emiss

T and number of the b−tagged jets before the fit to data. The
disagreement between the data and SM prediction originates from the mismodelling of
the Z + jets normalisations before the fit to data and is corrected after the fit to the
observed data, as will be shown in Section 12.1.3, Appendices D and F.

8.4 Multijet estimate

As was mentioned before, the multijet background is estimated using a dedicated data-
driven template method. Due to the requirement of the large Emiss

T and anti-QCD selec-
tion, the contribution of the multijet processes in the SR is expected to be sub-dominant
relative to other background.
The first step is to define the CR enriched with the multijet events by inverting the
dominant anti-QCD requirement in the signal event selection, min

[
∆φ(Emiss

T ,p
j1,2,3
T )

]
>

π/9 (see Section 7.3). The unnormalised multijet templates are generated by subtracting
the contributions of all non-multijet backgrounds from the data. The number of templates
for each analysis follows the number of the corresponding analysis sub-regions in the 0
lepton region.
In the second step, the normalisation of the multijet templates is obtained from the
combined fit to data. The selection requirements stay the same as in the SR, except
the inverted min

[
∆φ(Emiss

T ,p
j1,2,3
T )

]
> π/9 requirement and those requirements that are

dropped or relaxed due to their significant impact on the multijet background. This
is referred to as relaxed SR. For the Emiss

T + V (qq) analysis there requirements are the
following:

• The Emiss
T requirement is relaxed to Emiss

T > 150 GeV in the merged regime. The
event selections in the 150 GeV < Emiss

T < 250 GeV region for the resolved and
merged regimes are allowed to overlap to eliminate the migration effects due to
the priority-merged selection. The priority-merged selection is still used in the
Emiss

T > 250 GeV region.

• The ∆φ(Emiss
T ,pmiss

T ) < π/2 requirement is dropped to further increase the multijet
contribution. The ∆φ(Emiss

T ,p
h/W/Z
T ) > 6π/9 requirement is kept due to the strong

correlation with the min
[
∆φ(Emiss

T ,p
j1,2,3
T )

]
requirement.
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For the Emiss
T +h(bb̄) analysis the anti-QCD ∆φ(Emiss

T ,pmiss
T ) < π/2 and ∆φ(Emiss

T ,p
h/W/Z
T ) >

6π/9 requirements, as well as the optimisation requirement of ∆R(j1, j2) < 1.8 for the
resolved regime, are dropped to further increase the multijet contribution. Additionally,
the event selection is applied to the blinded data, meaning that the events in the W/Z
and h candidate mass windows are discarded to avoid the contribution from the potential
signal in data.
Assuming the same shapes of the multijet templates in the multijet CR and relaxed SR,
the templates used in the Emiss

T + V (qq) and Emiss
T + h(bb̄) combined fits are constructed

from the distributions of the Emiss
T observable and multiplicity of the jets containing a

muon, respectively. The choice of the latter is motivated by the fact that the majority
of the multijet events in the SR with the real Emiss

T contain also muons coming from the
b→ cW → cµνµ decays inside the jets. Therefore, the multijet processes mainly populate
the Emiss

T +h(bb̄) regions with high multiplicity of the jets containing a muon. The multijet
normalisation parameters is introduced as a free parameter. The normalisation parame-
ters of the remaining non-multijet backgrounds are constrained within the uncertanties
estimated from the theoretical predictions. The multijet fit for the Emiss

T + h(bb̄) analysis
is performed only in the 150 GeV < Emiss

T < 200 GeV and 200 GeV < Emiss
T < 350 GeV

regions due to the negligible multijet contribution in the higher Emiss
T regions. The final

multijet templates of the W/Z/h boson candidate masses in the multijet CR are scaled
by the resulting normalisation factors and transferred to the SR.



Chapter 9

Statistical Framework

When it comes to the interpretation of the results of the search for the new physics, two
fundamental questions have to be addressed: "how well a certain model is able to describe
the data?" and "can or cannot a discovery be claimed?" The first question refers to the
different model hypothesis testing, evaluation of the confidence intervals and the upper
limits, while the second one refers to the goodness of the fit of the observed data to the
known Standard Model (SM) prediction. All these questions are answered in the context
of the frequentist statistical test, where the SM-only, or background-only, hypothesis is
tested against the alternative signal-plus-background (s + b) hypothesis, which assumes
additional signal from the new physics on the top of the SM background. This chapter is
aimed to discuss statistical test procedures used in this thesis and address both questions
in terms of these models.

9.1 Formalism of binned profile likelihood

Consider an experiment, where independent and identical observations of a certain vari-
able x, e.g. the mass of the W/Z/h candidate, are repeatedly performed, so that the set of
measured values is represented as the histogram of the distribution of a given observable.
Then the expected event yield ni in the ith bin is expressed as:

nexp
i = µsi + bi , (9.1)

where si, bi correspond to the mean number of the signal and background events in ith
bin respectively, µ corresponds to the strength of the signal process, or signal strength,
which is commonly defined as the ratio of cross-section of the a given signal model over
some reference signal cross-section, µ = σsig/σref, which is established to be 10 fb in
case of Emiss

T + V (qq) and Emiss
T + h(bb̄) searches. Here the background-only hypothesis b

corresponds to µ = 0, while the signal-plus-background hypothesis s+ b to µ = 1.
The number of the signal and background events can be expressed using the probability
density functions (PDFs) of the measured variable x:

si = stot

∫
ith bin

fs(x|θs)dx

bi = btot

∫
ith bin

fb(x|θb)dx .

(9.2)
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Here it is assumed that the variable x is distributed according to the PDFs fs(x|θs)
and fb(x|θb) for the number of the signal and background events respectively, where the
conditional parameters θs, θb define the shape of the PDFs. The parameters stot, btot are
the total number of signal and background events respectively.
The set of the parameters θ = (θs,θb, btot) are usually referred to as the nuisance param-
eters (NPs). Since the event yields are always measured within uncertainties, the NPs
account for all possible sources of so-called systematic uncertanties. Most of the NPs are
determined from additional auxiliary measurements, and some NPs like normalisations of
main backgrounds are the free parameters. The remaining NPs are artificially constrained
using either Gaussian, Poisson or log-normal distributions. A good example of NPs well-
constrained from auxiliary measurements is NPs related to the jet energy scale (JES)
components, which will be discussed in Section 6.2.3. In this case, the pT -dependent
JES correction factor is precisely measured with very small total uncertanty, as shown in
Figure 9.1 for one representative NP related to JES calibration of the small−R jets.
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Figure 9.1: Prior value of one representative NP related to the JES calibration of the small−R jets as a
function of jet pT [200].

In the end, the statistical model can be fully parameterised by a set of NPs and the
expected signal strength µ, so that one can construct the characteristic function for this
model, given the observed data nobs, or the binned profile likelihood function:

L(nobs|µ,θ) =
N∏
i=1

[µsi(θ) + bi(θ)]
nobs
i

nobs
i !

e−[µsi(θ)+bi(θ)]
∏
θi∈θ

f(θi|θ0i , σθi) . (9.3)

Here the expectation values nexp
i follow the Poisson distribution, Pois(nexp

i |nobs
i ) =

(nexp
i )n

obs
i

nobs
i !

e−nexp
i .

The function f(θi|θ0i , σθi) is the distribution of the NPs θi, given its estimate θ0i and the
standard error σθi . Generally, this likelihood describes how plausible is the considered
parametrised model, given the observed data.
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Often besides the main measurement of the observable x, one needs to perform simultane-
ous additional measurements in several disjoint regions of the data. These measurements
are mostly aimed to better constrain NPs beyond what was done by the auxilary mea-
surements, or to distinguish between different regions with different sensitivies to the
signal and background processes. Such measurements imply selecting dedicated signal
and control regions (sidebands), enriched with the certain type of events, and selecting
the kinematic variable of interest.
One example in the scope of the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches is Z → νν

irreducible background, which normalisation is contrained using 2-lepton control region
from the leptonic Z decay, Z → ``, due to the similar distributions of the kinematic
variables. Assume that nZ→`` events are observed in the Z → `` control region with the
mean, which is known to be τ times that of the mean µZ→νν for the Z → νν background
in the signal region. In this case one of the constraining terms in the likelihood in Eq. 9.4
takes the following form:

L(nZ→ll|µZ→νν ,θ
′) =

[τµZ→νν(θ
′)]nZ→ll

nZ→ll!
e−τµZ→ll(θ

′) ×G(τ |µτ , στ ), (9.4)

where an additional term G(τ |µτ , στ ) constrains the parameter τ .

9.1.1 Hypothesis testing and test statistic

When address the question about the discovery of a new signal, one tests two different
hypotheses against each other: the main null hypothesis H0, which usually assumes SM
background only with µ = 0, against some alternative hypothesis H1, which usually
assumes some signal on a top of the background with µ = 1. After the measurement is
performed, the decision about rejecting or accepting the H0 hypothesis should be made.
This decision is based on so-called test statistic t, which is a data-based quantity used to
estimate how probable is the measured data assuming a given hypothesis. If t is observed
in the acceptance region decided upon before the fit, then the H0 hypothesis is rejected.
The corresponding probability α for t to be in this region is called the significance level
of the test.
The Neyman-Pearson lemma [201] states that the acceptance region with the highest
statistical power for a significance level α is defined as:

L(t|H0)

L(t|H1)
> c(α), (9.5)

where c(α) is the significance-level based constant. Thus, the Neyman-Pearson lemma
defines the most powerful test statistics as the log-likelihood ratio L(nobs|H0)/L(nobs|H1).
Since the model in Eq. 9.4 contains multiple parameters of interest, profile likelihood ratio
based on the maximum likelihood method is used as the test statistic [202]:

λ(µ) =
L(nobs|µ, ˆ̂θ(µ))
L(nobs|µ̂, θ̂)

, (9.6)

Here ˆ̂θ denotes so-called conditional maximum-likelihood estimator (MLE) of θ that max-
imises the likelihood for a fixed value of µ. µ̂ and θ̂ denote the unconditional MLEs of µ
and θ parameters (so-called true parameters) respectively. More about the ML method
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can be found in [202]. It is important to note that in general the free NPs broaden the
λ(µ) as a function of µ comparing to those which are fixed. It means that each free NP
reduces the information about µ.

Since 0 ≤ λ(µ) ≤ 1, where larger values of λ stand for a better agreement between the
observed data and the expected value of µ, it is more convenient to use the logarithm of
the test statistic:

tµ = −2 lnλ(µ), (9.7)

Here, the lower values of tµ mean the higher level of compatibility between the observed
data and µ, meaning that tµ can be used as a direct figure of merit of the compatibility
between the data and a given hypothesis. Thus, instead of choosing to accept or reject
the hypothesis, one can calculate so-called p−value, which is the probability to find data
as compatible or less with the H0 hypothesis, given the observed value of the test statistic
tobs
µ :

p0 =

∞∫
tobs
µ

f(tµ|H0)dtµ, (9.8)

where f(tµ|H0) is the distribution of tµ under the H0 hypothesis. Another equivalent
measure of compatibility is the significance Z, defined in the way that the upper-tail
probability of a Gaussian distributed variable, located Z standard deviations from its
mean, is equal to the p−value:

Z = Φ−1(1− p0), (9.9)

where Φ−1 is the inverse of the cumulative distribution of the Gaussian. The H0 is
rejected, when p0 ≤ α = 2.87 · 10−7 (Z ≥ 5). On the other hand, H0 hypothesis is
accepted at 95% confidence level (CL) if p0 < α = 0.05 (Z ≤ 1.64). The definitions of
the p−value and the significance Z are illustrated in Figure 9.2.

Similarly to p0, the probability to find data as compatible with the H1 hypothesis or less,
is defined as:

p1 =

tobs
µ∫

−∞

f(tµ|H1)dtµ, (9.10)

Since the presence of a signal is usually expected to appear as an increase in the event
yield expected from the background hypothesis, the signal strength is expected be non-
negative. Thus, if the observed data leads to the negative estimator µ̂ < 0, the best
agreement between the data and the signal hypothesis always corresponds to µ = 0.
Then the test statistic takes the form:

tµ =

−2 lnλ(µ), µ̂ ≥ 0

−2 ln

(
L(nobs|µ, ˆ̂θ)

L(nobs|0,θ̂(0))

)
µ̂ < 0

, (9.11)

In what follows, the test statistic is used under the assumption that the new physics
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Figure 1: (a) Illustration of the relation between the p-value obtained from an observed value of
the test statistic tµ. (b) The standard normal distribution ϕ(x) = (1/

√
2π) exp(−x2/2) showing the

relation between the significance Z and the p-value.

For a model where µ ≥ 0, if one finds data such that µ̂ < 0, then the best level of
agreement between the data and any physical value of µ occurs for µ = 0. We therefore
define

λ̃(µ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

L(µ,ˆ̂θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0,

L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
µ̂ < 0 .

(10)

Here ˆ̂
θ(0) and ˆ̂

θ(µ) refer to the conditional ML estimators of θ given a strength parameter
of 0 or µ, respectively.

The variable λ̃(µ) can be used instead of λ(µ) in Eq. (8) to obtain the corresponding test
statistic, which we denote t̃µ. That is,

t̃µ = −2 ln λ̃(µ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

−2 ln L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
µ̂ < 0 ,

−2 ln L(µ,ˆ̂θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0 .

(11)

As was done with the statistic tµ, one can quantify the level of disagreement between the
data and the hypothesized value of µ with the p-value, just as in Eq. (9). For this one needs
the distribution of t̃µ, an approximation of which is given in Sec. 3.4.

Also similar to the case of tµ, values of µ both above and below µ̂ may be excluded by a
given data set, i.e., one may obtain either a one-sided or two-sided confidence interval for µ.
For the case of no nuisance parameters, the test variable t̃µ is equivalent to what is used in
constructing confidence intervals according to the procedure of Feldman and Cousins [8].

2.3 Test statistic q0 for discovery of a positive signal

An important special case of the statistic t̃µ described above is used to test µ = 0 in a class
of model where we assume µ ≥ 0. Rejecting the µ = 0 hypothesis effectively leads to the
discovery of a new signal. For this important case we use the special notation q0 = t̃0. Using
the definition (11) with µ = 0 one finds

6

Figure 9.2: Illustration of the definitions of the p−value and the significance Z [203]. Left plot shows the
relation between tµ and p−value. Right plot show the relation between p−value and the significance Z.

leads to an increased event yield. Let us consider two important cases of the test statistic
tµ, the test of the null hypothesis and setting upper limit setting under the alternative
hypothesis.

Test statistic under the background-only hypothesis

Consider the class of the models with expected µ ≥ 0, which are tested under the
background-only (b) hypothesis µ = 0. If the b hypothesis is rejected, it effectively
means a signal discovery. The test statistic in this case takes the form:

q0 ≡ t0 =

{
−2 lnλ(0), µ̂ ≥ 0

0 µ̂ < 0
. (9.12)

The µ̂ < 0 condition rejects the b hypothesis, but due to the decrease in the event yield
it rather points to some systematic error than to the presence of the signal. The p−value
indicates the level of the disagreement between the data and the b hypothesis and is
defined from the Eq. 9.8 as:

p0 =

∞∫
qobs
0

f(q0|µ = 0)dq0, (9.13)

where f(q0|µ = 0) denotes the PDF of the test statistic q0 under the b hypothesis.

Test statistic in case of upper limit setting

Assume that now one wants to set an upper limit on the signal strength µ for a certain
signal model under the s+ b hypothesis. The corresponding test statistic then takes the
form:

qµ =

{
−2 lnλ(µ), µ̂ ≤ µ

0 µ̂ > µ
, (9.14)

Here, since the µ is the upper limit of an estimator µ̂, the observed data with µ̂ > µ is
not taken into account. This makes it impossible to reduce this defition to the definition
of the test statistic in Eq. 9.12 by setting µ = 0. Here the p−value indicates the level of
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the agreement between the data and the s+ b hypothesis, defined identically to Eq. 9.8.

9.1.2 Approximation of test statistic in large sample limit

To calculate the p−value for either b or s + b hypothesis, one needs to obtain the cor-
responding distribution of the test statistic, f(q0|µ = 0) and f(qµ|µ). Moreover if the
data leads to a different strength parameter than being tested, µ0 6= µ, the corresponding
p−value and the expected significance are calculated based on the different distribution
of the test statistics, f(qµ|µ0).
Since the statistical model is highly compex due to the large number of parameters with
the non-linear dependencies, the exact computation of the above-mentioned distributions
for the test statistics become non-triviala and extremely resource-intensive, especially
for a large size of the data sample. Thus, in the limit of large sample size, one can
use the asymptotic expressions of the test statistic and the correspoding distrubutions,
determined by Wilks [204] and Wald [205].
Consider the test of the strength parameter µ under two hypotheses, b with µ = 0 and
s + b with µ = 1. Assume that the data correspond to a signal strength µ0. Then,
according to Wald [205], for the case of a single parameter of interest µ in the limit of the
large sample size N , the test statistic can be approximated by the following expression:

tµ = −2 lnλ(µ) =
(µ− µ̂)2

σ2
+O(1/

√
N), (9.15)

where µ̂ is Gaussian distributed with the mean µ0 and the standard deviation σ. Here σ
is calculated from the covariance matrix of the estimators of all parameters of the model,
Vij = cov

[
θ̂i, θ̂j

]
, where θi, θj ∈ (µ,θ). According to Wilks [204], the test statistic in the

form of Eq. 9.15 leads to the PDF of the test stastics for a single parameter µ, which
follows the non-central χ2 distribution:

f(tµ|Λ) =
1

2
√

2πtµ

[
e
− 1

2

(√
tµ+

√
Λ
)2

+ e
− 1

2

(√
tµ−

√
Λ
)2
]
, (9.16)

where Λ = (µ−µ0)2

σ2 is the non-centrality parameter. In case of the multiple parameters of
interest, one can generalise Eq. 9.15 and 9.16 by taking:

tµ = (θ̂ − θ)TV −1(θ̂ − θ)

Λ = (θ0 − θ)TV −1(θ0 − θ),
(9.17)

where θ̂ are the MLEs of the NPs θ, which are Gaussian distributed with the mean
θ0 along with the inverse covariance matrix V −1

ij = E
[
∂2 lnL
∂θi∂θj

]
, where E denotes the

mathematical expectation.
The search for the new physics often results in a fairly small data sample after requiring
all selection criteria. The asymptotic approximation in the large sample limit appears to
provide accurate results even in case of small samples. For a very small samples one can
always use the Monte Carlo samples to obtain the required distributions.
Eq. 9.17 needs to be solved to estimate the median value of the test statistic tµ and
the covariance matrix V . One can consider the special data set, called the Asimov data
set [203], where all statistical fluctuations are neglected and all MLEs are assumed to be
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the true values of the corresponding parameters, θ̂i = θ0,i. Then for the Asimov data set,
the likelihood ratio, the test statistic and the standard deviation from Eq. 9.15 take the
form:

λA(µ) =
LA(n

obs|µ, ˆ̂θ(µ))
LA(nobs|µ0,θ0)

tAµ = (θ0 − θ)TV −1(θ0 − θ) = Λ

σ2
A =

(µ− µ0)
2

tAµ
.

(9.18)

The important case of using the Asimov data is when one wants to find the median
exclusion significance for the hypothesis µ > 0, given that the data suggests the case of
no signal present, µ0 = 0. In this case then:

tA0 =
µ2

σ2
A

, Zmedian =
√
tA0 . (9.19)

9.1.3 CLs test

Assume that the test statistic qµ is constructed in a way to distinguish between the s+ b
and the b hypotheses. Then, according to the Eq. 9.8 and Eq. 9.10, the corresponding
p−values for each hypothesis, given the observed value of test statistic qobs

µ , are the
following:

ps+b =

∞∫
qobs
µ

f(qµ|s+ b)dqµ

pb =

qobs
µ∫

−∞

f(qµ|b)dqµ,

(9.20)

where example distributions f(qµ|s + b) and f(qµ|b) are shown in Figure 9.3a. The
standard CLs+b test of the s + b hypothesis states that the signal model is excluded at
the 1− α = 95% CL if ps+b < α = 0.05.
The problems with the CLs+b method appear, when the search probes the signal models
to which it has no or very low sensitivity. This corresponds to the case, when the expected
number of signal events is much lower that of the background, and the distributions of the
test statistic strongly overlap, as shown in Figure 9.3b. Then if the observed data reveals a
downward fluctuation with the respect to the b hypothesis, the hypothesis will be rejected.
But in the case of low sensitivity one expects to have the rejection probability close to 0.
This is achieved by introduces the penalty term 1− pb to the CLs+b test, which accounts
for the downward fluctuations that can make data appear not background-like [206]:

CLs ≡
ps+b

1− pb
. (9.21)

In case of widely separated distributions pb � 1 and the penalty is small. In opposite
case, the penalty term 1 − pb decreases, significantly increasing overall p−value of the
s + b rejection and making it more difficult to reject H1 hypothesis that one in fact is
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ATLAS Statistics Forum
5 July, 2011

The CLs method: information for conference speakers

This note provides a brief description of the CLs procedure used for setting upper limits.
More information can be found in the original references for the method [1]. This is one of the
three methods for setting limits mentioned in the Review of Particle Physics by the PDG [2],
and has been widely used in HEP in recent years. The primary motivation for using CLs at
this time in ATLAS is to allow for comparison with other experiments (CMS and Tevatron).

As with all (frequentist) upper limits, those from the CLs method are desiged to be greater
than the true value of the parameter with a probability at least equal to the stated confidence
level (CL), taken by convention to be 95%. The CLs method is conservative in the sense that
this coverage probability can, depending on the true value of the parameter, be greater than
95% (see below).

Upper limits from the CLs procedure are the same as those from the Bayesian method in
two important special cases, namely, for limits on the mean value of a Poisson or Gaussian
distributed measurement. In both cases, a Bayesian limit based on a constant prior for the
mean leads to the same limit as CLs.

Background information

We assume that the analyst has constructed a test statistic q used to distinguish between the
hypothesis that the data contain signal and background (s + b) and that of background only
(b). These correspond to the distributions f(q|s + b) and f(q|b), as indicated in Fig. 1. For
the moment we leave open the details of how the test statistic q is defined.
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Figure 1: Distributions of the test vari-
able q under the s+b and b hypotheses (see
text).

Suppose the actual data result in a value qobs of the test variable. The p-value of the s+ b
hypothesis is defined as the probability, under assumption of this hypothesis, to find a value
of q with equal or lesser compatibility with the s + b model relative to what is found with
qobs. As the background-only distribution f(q|b) is here shifted to the right, one takes the
p-value of s+b to be the probability to find q greater than or equal to qobs, under assumption
of the s + b hypothesis, i.e.,

1

(a)

ps+b = P (q ≥ qobs|s + b) =
∫

∞

qobs

f(q|s + b) dq . (1)

In a similar way, one takes the p-value of the background-only hypothesis to be

pb = P (q ≤ qobs|b) =
∫ qobs

−∞

f(q|b) dq . (2)

In what is called the “CLs+b” method, one carries out a standard statistical test of the
s + b hypothesis based on its p-value, ps+b. The signal model is regarded as excluded at a
confidence level of 1 − α = 95% if one finds

ps+b < α , (3)

where, e.g., α = 0.05. A confidence interval at confidence level CL = 1−α for the rate of the
signal process can be constructed from those values of the rate s (or cross section) that are
not excluded, and the upper limit sup is the largest value of s not excluded. By construction,
the interval [0, sup] will cover s with a probability of at least 95%, regardless of the value of
s.

The problem with the CLs+b procedure is that one will exclude, with probability close to
α (i.e, 5%) hypotheses to which one has little or no sensitivity. This corresponds to the case
where the expected number of signal events is much less than that of background. Such a
scenario is illustrated in Fig. 2, and corresponds to having the distributions of q under both
the b and s + b hypotheses almost overlapping with each other.

If, for example, the expected numbers of signal and background events are s and b,
respectively, and one has s ≪ b, then if the observed number of events has a sufficient
downward fluctuation relative to s + b (which is approximately equal to b), then this value
of s will be excluded. In the limit where s ≪ b, one might want intuitively this exclusion
probability to go to zero, but in fact in the CLs+b procedure it approaches α = 5%. Given
that one carries out many tests for different signal models, it is not desirable that one out of
twenty searches where one has no sensitivity should result in exclusion.

q
-10 -8 -6 -4 -2 0

f(q
)

0

0.1

0.2

0.3

0.4

0.5

obs
q

f(q|s+b)
f(q|b)

s+b
p

b
p

Figure 2: Distributions of the test vari-
able q under the s + b and b hypotheses in
an example where one has very little sen-
sitivity to the signal model.

To protect against excluding models to which one has little or no sensitivity, in the CLs

procedure a signal model is regarded as excluded if one finds

2

(b)

Figure 9.3: Distributions of the test statistic under the s+b and b hypotheses for the different sensitivities
to the signal model [206]. Figure (a) corresponds to the high sensitivity case. Figure (b) corresponds to
the low sensitivity case. Notations f(q|0) and f(q|1) in Figure (a) correspond to notations f(q|b) and
f(q|s+ b) in Figure (b), respectively.

not sensitive to. Since the CLs p−value is always larger that of the CLs+b, the CLs test
excludes less signal models, and the corrresponding upper limits are weaker. Thus, CLs

method is conservative.



Chapter 10

Systematic Uncertainties

The Emiss
T + V (qq) and Emiss

T + h(bb̄) analyses are sensitive to the different biases coming
from the experimental measurements and Monte Carlo modeling of the signal and back-
ground processes. These biases are described in terms of the systematic uncertainties.
The systematic uncertainties, referred to as experimental uncertainties, represent a vari-
ety of experimental effects related to the reconstruction, identification and calibration of
objects used in Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses. The systematic uncertainties,

referred to as theoretical uncertainties, stands for the theoretical aspects of the signal and
background modelling. These uncertainties contribute both to the overall event yield and
shape of distributions of the key variables, such as the mass of the Higgs boson candidate
in the Emiss

T + h(bb̄) analysis and Emiss
T in the Emiss

T + V (qq) analysis. The former referrs
to as normalisation uncertainties, while the latter to as shape uncertainties.
This chapter provides a general description of all sources of the systematic uncertainties
considered in both analyses. The experimental and theoretical uncertanties are discussed
in Chapters 10.1 and 10.2, respectively. The resulting performance and impact of sys-
tematic uncertainties on the search results are discussed in Chapters 12.1.1 and 12.1.2.

10.1 Experimental systematic uncertainties

Experimental systematic uncertainties are estimated using auxiliary measurements per-
formed by the combined performance (CP) groups for all reconstructed objects. A con-
cised summary of all experimental uncertainties is given in Table 10.1.

10.1.1 Luminosity

The measurement of the total integrated luminosity is used to normalise the Monte Carlo
(MC) event yields to those measured in data. An uncertainty of 2.1% and 3.4% on the
total integrated luminosity is applied to the MC event yields in the Emiss

T + V (qq) and
Emiss

T + h(bb̄) analysis, respectively.

10.1.2 Emiss
T trigger uncertainty

The Emiss
T trigger uncertainty consists of two components. The statistical component,

denoted as METTrigStat, is taken as the 1σ uncertainty on the Emiss
T trigger scale factor

fit. The second component, denoted as METTrigSyst, is estimated as the largest variation,
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which corresponds to the dependence of the Emiss
T trigger efficiency on the event topology.

A detailed information about the corresponding uncertainties is given in Chapter 5.2.4.

10.1.3 Small−R jet and track jet uncertainties

The uncertainties related to the reconstruction, calibration and b−tagging of the small−R
jets are one of the dominant in the Emiss

T + h(bb̄) analysis.
Jet energy calibration uncertainties in the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses,

which include jet energy scale (JES) uncertainties, are sub-dominant comparing to other
uncertainties. Therefore, to reduce the complexity of the statistical model, a strongly
reduced set of four JES nuisance parameters, which represents all JES uncertainties, is
introduced [200]. One NP stands for the non-closure uncertanty on η intercalibration,
while the remaining JES uncertainties are combined into three NPs. These NPs represent
low-pT regime, where JES uncertainty is large due to the pile-up, medium-pT regime with
small JET uncertainty and high-pT regime, where JES uncertainty is very large due to the
lack of statistics 1, as illustrated in Figure 6.8 in Chapter 6.2.3. A single NP represents a
jet energy resolution (JER) uncertainty [207]. The corresponding analysis tools to derive
and implement JES and JER calibration and uncertanties are provided by the JetEtmiss
CP group [208].
Another class of the jet uncertanties is related to the b−tagging of the small−R and track
jets. As will be shown in Chapter 12.1.2, the impact of these uncertainties is dominant
comparing to other small−R jet uncertainties and one of the dominant comparing to
all other uncertainties in the Emiss

T + h(bb̄) analysis. The uncertainty on the b−tagging
efficiency is derived separately for small−R jets in the resolved regime and for track-jet
ghost-associated to the large−R jet in the merged regime. Each uncertainty is represented
by the three NPs, which account for uncertainties on the efficiency scale factors for
b−tagged, c−tagged and light-tagged jets [179, 180]. The corresponding analysis tools to
derive and implement the b−tagging scale factors and uncertanties are provided by the
Flavour Tagging CP group [209].

10.1.4 Large−R jet uncertainties

The uncertainties related to the calibration and kinematics of the large−R jets are treated
differently in the Emiss

T +V (qq) and Emiss
T +h(bb̄) analyses according to their impact on the

total systematic uncertainty. Since the Emiss
T + V (qq) analysis uses the priority-merged

selection, as described in Chapter 7.1, the corresponding large−R jet uncertainties dom-
inate comparing to other systematic uncertainties. A single group of the three NPs
represents the uncertainties related to the energy, mass and substructure variable Dβ=1

2

resolutions of jets reconstructed using the anti-kT algorithm with the R = 1.0 radius
parameter [210]. Other three groups of four NPs each represent the uncertainties on the
combined mass, substructure variable Dβ=1

2 and pT of the large−R jets. These four NPs
stand for the difference between the data and MC simulation (Baseline), the fragmenta-
tion modelling (Modelling), the tracking reconstruction efficiency, fake rate and bias in
the q/pT distribution (Tracking), and the total statistical uncertainty of the measurement
of a given kinematic variable (TotalStat) [210]. The jet mass, pT and substructure vari-

1This is illustrated by the impact of the small−R jet uncertainty, which grows to 10% for the models
with hard Emiss

T spectrum (see Chapter 12.1.2) and become one of the donimant uncertainties.
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able scales are considered as uncorrelated. The JES uncertainties are treated indentically
to the small−R jets.
Since no priority-merged selection is used in the Emiss

T + h(bb̄) analysis, large−R un-
certainties become sub-dominant comparing to other uncertainties, as will be shown in
Chapter 12.1.2. Thus, a simplified set of four NPs, which stands for the combined base-
line, modelling, tracking and total statistical uncertainties on the jet mass and pT , is
implemented.
The corresponding analysis tools to derive and implement large−R uncertanties are pro-
vided by the JetEtmiss CP group [208].

10.1.5 Emiss
T uncertainties

As discussed in Chapter 6.4.1, Emiss
T is comprised of the hard term, which incorporates

the contributions from the reconstructed objects, and the soft term, which incorporates
all tracks not associated to any reconstructed object. The uncertainties on the former
are estimated by propagating the uncertainties related to the contributing reconstructed
objects. The uncertainties related to the Emiss

T soft term are estimated using the analysis
tools provided by the JetEtmiss CP group [211]. They are not included in some of the MC
samples used in the Emiss

T + h(bb̄) analysis and thus are neglected for the current version
of the analysis. For the Emiss

T +V (qq) analysis, four independent NPs represent the Emiss
T

soft term uncertainty. The two of them are related to the resolution uncertainties in the
projection of the Emiss

T track soft term perpendicular and parallel to the hadronic recoil
system. The remaining NPs stands for the scale uncertainties on the Emiss

T track soft and
jet terms.

10.1.6 Electron uncertainties

Besides the uncertainties on the energy scale and resolution of the reconstructed electrons,
the uncertanties on the correction scale factors for the electron reconstruction, identifica-
tion, isolation and trigger efficiencies are implemented in both analyses. The correction
scale factors are calculated as SF ≡ εData/εMC, where ε represents the efficiency, in the
2`CR in bins of pT and η using W → eν, Z → ee and J/ψ → ee samples. The analy-
sis tools to calculate and implement the correction scale factors and the corresponding
uncertainties are provided by the Electron CP group [212, 213].

10.1.7 Muon uncertainties

Additionally to the uncertainties on the pT scale and resolution of the reconstructed
muons, the uncertanties on the correction scale factors for the muon efficiencies similar to
that for the electrons are introduced in both analyses. The scale factors are introduced for
the muon reconstruction, identification, isolation, track-to-vertex and trigger efficiencies.
The systematic uncertainties on the correction scale factors are derived in the 2`CR using
Z → µµ and J/ψ → µµ samples. The corresponding analysis tools are provided by the
Muon CP group [214, 215].
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Systematic uncertainty Description Analysis
(if different name in Emiss

T + h(bb̄) analysis)
Data

Luminosity Total integrated luminosity both
Large−R jets

JET_Comb_Baseline_Kin
Jet energy scale
(jet mass and pT scales fully correlated)

Emiss
T + h(bb̄)

JET_Comb_Modelling_Kin Emiss
T + h(bb̄)

JET_Comb_TotalStat_Kin Emiss
T + h(bb̄)

JET_Comb_Tracking_Kin Emiss
T + h(bb̄)

FATJET_JER Jet energy resolution Emiss
T + V (qq)

FATJET_JMR Jet mass resolution Emiss
T + V (qq)

FATJET_D2R Substructure variable Dβ=1
2 resolution Emiss

T + V (qq)
FATJET_Weak_Comb_Baseline_mass

Jet mass scale
(jet mass, pT and Dβ=1

2 /τ32 scales uncorrelated)

Emiss
T + V (qq)

FATJET_Weak_Comb_Modelling_mass Emiss
T + V (qq)

FATJET_Weak_Comb_Tracking_mass Emiss
T + V (qq)

FATJET_Weak_Comb_TotalStat_mass Emiss
T + V (qq)

FATJET_Weak_Rtrk_Baseline_D2
Substructure variable Dβ=1

2 scale

(jet mass, pT and Dβ=1
2 /τ32 scales uncorrelated)

Emiss
T + V (qq)

FATJET_Weak_Rtrk_Modelling_D2 Emiss
T + V (qq)

FATJET_Weak_Rtrk_Tracking_D2 Emiss
T + V (qq)

FATJET_Weak_Rtrk_TotalStat_D2 Emiss
T + V (qq)

FATJET_Weak_Rtrk_Baseline_pT
Jet pT scale

(jet mass, pT and Dβ=1
2 /τ32 scales uncorrelated)

Emiss
T + V (qq)

FATJET_Weak_Rtrk_Modelling_pT Emiss
T + V (qq)

FATJET_Weak_Rtrk_Tracking_pT Emiss
T + V (qq)

FATJET_Weak_Rtrk_TotalStat_pT Emiss
T + V (qq)

Small−R jets
JET_SR1_GroupedNP_i Jet energy scale (split into 3 components) both
JET_SR1_JET_EtaIntercalibration_NonClosure Non-closure in jet response for 2.4 < |η| < 2.5 both
JET_JER_SINGLE_NP Jet energy resolution both
FT_EFF_Eigen_Light_i (FT_EFF_Eigen_L_i) b−tagging efficiency for small−R jets

(i, j, k = 0, 1, 2, 3)

both
FT_EFF_Eigen_C_j both
FT_EFF_Eigen_B_k both
FT_EFF_extrapolation

b−tagging efficiency extrapolated to high jet pT
both

FT_EFF_extrapolation_from_charm both
Track jets

FT_EFF_Eigen_Light_i (FT_EFF_Eigen_L_i) b−tagging efficiency for small−R jets
(i, j, k = 0, 1, 2, 3)

both
FT_EFF_Eigen_C_j both
FT_EFF_Eigen_B_k both
FT_EFF_extrapolation

b−tagging efficiency extrapolated to high jet pT
both

FT_EFF_extrapolation_from_charm both
Electrons

EG_SCALE_ALL Energy scale both
EG_RESOLUTION_ALL Energy resolution both
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR Identification efficiency both
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR Reconstruction efficiency both
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR Isolation efficiency both

Muons
MUON_MS Muon pT resolution from the muon system both
MUON_ID Muon pT resolution from the inner detector both
MUON_SCALE Muon pT scale both
MUON_ISO_SYS Isolation effiecincy both
MUON_ISO_STAT both
MUON_EFF_SYS Reconstruction and identification efficiency

(pT > 15 GeV)
both

MUON_EFF_STAT both
MUON_EFF_SYS_LOWPT Reconstruction and identification efficiency

(pT < 15 GeV)
both

MUON_EFF_STAT_LOWPT both
MUON_TTVA_STAT Track-to-vertex association both
MUON_TTVA_SYS both

Missing transverse momentum
MET_JetTrk_Scale both
MET_SoftTrk_ResoPerp both
MET_SoftTrk_ResoPara both
MET_SoftTrk_Scale both

Trigger efficiency
METTrigStat

Emiss
T trigger efficiency both

METTrigSyst both
EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR Electron trigger efficiency both
MUON_EFF_TrigSystUncertainty Muon trigger efficiency both
MUON_EFF_TrigStatUncertainty both

Table 10.1: Summary of the experimental systematic uncertainties considered in the Emiss
T + V (qq) and

Emiss
T + h(bb̄) analyses.



10.2 Theoretical systematic uncertainties 121

10.2 Theoretical systematic uncertainties

10.2.1 Background shape uncertainties

The background shape uncertainties account for the different modelling parameters in the
MC simulation related to the matrix element calculation, fragmenation and hadronisation
processes, parton shower evolution, initial and final state radiation, etc. This class of
uncertanties is assigned to the main background procceses, such as W+ jets, Z + jets,
tt̄ and single-top. Both analyses incorporate the background modelling studies, as well
as estimation of the corresponding systematic uncertainties, performed for the V h(bb̄)
analysis [216, 217]. The uncertainties are provided on the modelling of the pT distribution
of the vectors bosons (pVT ) and on the mass of the W/Z and h boson candidates (mjj/mJ).
The list of the background shape uncertainties is given in Table 10.2.

V + jets modelling uncertainties

The uncertainties on the pVT = pT (E
miss
T , l) (pVT = pT (l, l)) and mjj/mJ are derived in

the 1µCR (2`CR), where the latter is enriched with Z + jets events at high purity. An
estimation procedure relies on the paricle-level comparisons of the distributions with
varied scales normalised to unity area to isolate the shape information in the following
samples:

• Nominal Sherpa 2.2.1 MC samples, which are default for the V + jets processes
(see Section 5.1), to the Sherpa 2.1 MC samples to assess the acceptance uncer-
tainties.

• Nominal Sherpa 2.2.1 MC samples to the MadGraph + Pythia MC samples.

• Nominal Sherpa 2.2.1 MC samples to the data in the high purity CR for Z + jets.

The largest variation relative to the nominal distribution is then parametrised by an ana-
lytical function, symmetrised to get up and down variations and taken as ±1σ modelling
uncertainty on the shape of a given distribution.
For the Emiss

T +h(bb̄) analysis, the V + jets modelling uncertainties are considered indepen-
dent of the jet flavour content, meaning that a single NP represents a given uncertainty.
However, for the Emiss

T + V (qq) analysis each V + jets modelling uncertainty is described
by the six independent NPs, which represent the V + ll, V + cl and V + bb compo-
nents. The motivation for this flavour splitting is driven by the fact that the V + jets
flavour components can have different pVT and mjj distributions due to the different con-
tributing diagrams and corresponding partonic luminosities 2. The details about the
flavour splitting and its impact on the final search results are discussed in Ref. [218] and
[Suchek2017:EB].

tt̄ and single-top modelling uncertainties

The uncertainties on the pVT ≡ pT (E
miss
T , l) and mjj/mJ of the hadronically decaying W

boson candidate are derived in the 1µCR. The particle-level comparisons of the distribu-
tions, similar to those for V + jets, are used to estimate the tt̄ and single top modelling

2E.g., the dominant process that contributes to the V + bb production is the gluon splitting, g → bb̄,
while the dominant contributing diagrams to the V + ll production are q → qg and g → qq̄.
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uncertainties. To decouple impacts of the matrix element calculation, fragmentation
modelling and production of radiation, the following distributions are compared:

• tt̄: nominal Powheg + Pythia 8 to the Powheg + Pythia 8 with varied level
of radiation, Powheg + Herwig 7 and MadGraph + Pythia 8 [216, 217].

• single-top: nominal Powheg + Pythia 6 to the Powheg + Pythia 6 with
varied level of radiation, Powheg + Herwig++ and MadGraph5_aMC@NLO
+ Herwig++ [216, 217].

The largest variation relative to the nominal distribution is parametrised, symmetrised
and taken as a ±1σ modelling uncertainty on the shape of a given distribution.

Systematic uncertainty Description Analysis
(if different name in Emiss

T + h(bb̄) analysis)
Theory

SysWMbb The W modeling uncertainty on mjj Emiss
T + h(bb̄)

SysWPtV The W modeling uncertainty on pVT Emiss
T + h(bb̄)

SysZMbb The W modeling uncertainty on mjj Emiss
T + h(bb̄)

SysZPtV The Z modeling uncertainty on pVT Emiss
T + h(bb̄)

SysMbbWShapeOnly_Wl The W + ll modeling uncertainty on mjj Emiss
T + V (qq)

SysMbbWShapeOnly_Wcl The W + cl modeling uncertainty on mjj Emiss
T + V (qq)

SysMbbWShapeOnly_Whf The W + bb modeling uncertainty on mjj Emiss
T + V (qq)

SysWPtV_Wl The W + ll modeling uncertainty on pVT Emiss
T + V (qq)

SysWPtV_Wcl The W + cl modeling uncertainty on pVT Emiss
T + V (qq)

SysWPtV_Whf The W + bb modeling uncertainty on pVT Emiss
T + V (qq)

SysMbbZShapeOnly_Zl The Z + ll modeling uncertainty on mjj Emiss
T + V (qq)

SysMbbZShapeOnly_Zcl The Z + cl modeling uncertainty on mjj Emiss
T + V (qq)

SysMbbZShapeOnly_Zhf The Z + bb modeling uncertainty on mjj Emiss
T + V (qq)

SysZPtV_Zl The Z + ll modeling uncertainty on pVT Emiss
T + V (qq)

SysZPtV_Zcl The Z + cl modeling uncertainty on pVT Emiss
T + V (qq)

SysZPtV_Zhf The Z + bb modeling uncertainty on pVT Emiss
T + V (qq)

SysTTbarMBB The top modeling uncertainty on mjj both
SysTTbarPTV The top modeling uncertainty on pVT both
SysStoptMBB The single-top modeling uncertainty on mjj

both
SysStopWtMBB both
SysStoptPTV The top modeling uncertainty on mjj

both
SysStopWtPTV both
SysVVMbbME The single-top modeling uncertainty on mjj

Emiss
T + V (qq)

SysVVMbbPSUE Emiss
T + V (qq)

SysVVPTVME The diboson modeling uncertainty on pVT
Emiss

T + V (qq)
SysVVPTVPSUE Emiss

T + V (qq)

Table 10.2: Summary of the background shape uncertainties for the W+ jets, Z + jets, tt̄, single-top
and diboson processes considered in the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses. The V + jets shape

uncertainties for the Emiss
T +V (qq) analysis are split into three independent nuisance parameters according

to the different jet flavour composition.

10.2.2 Background normalisation and acceptance uncertainties

Background normalisation uncertainties are implemented in terms of global normalisaiton
parameters. Some of the background normalisation parameters are freely floating, mean-
ing that the corresponding backgrounds can be constrained from the fit to the observed
data without any prior knowledge. These include V+HF (V + bb, bc, bl, cc), tt̄ for both
analyses and V+LF jets for the Emiss

T + V (qq) analysis, where HF and LF stands for the
heavy and light flavour jets.
Other normalisation parameters are constrainted within uncertainties that are estimated
from the theoretical expectations. The background normalisation parameters are allowed
to vary within the following normalisation uncertainties [219, 220]:
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• V + ll: 10% (Emiss
T + h(bb̄) only)

• V+HF(0`)CR/V+HF(2`)CR: 20% (Emiss
T + h(bb̄) only)

• V + cl: 30%

• V + bc/V + HF, V + bl/V + HF, V + cc/V + HF ratios: 20% (30%) each for
the Emiss

T + h(bb̄) (Emiss
T + V (qq)) analysis.

• Single-top production: 4.4%, 4.6% and 6.2% for the t−channel, s−channel and
Wt associated production.

• Diboson production: 25%, 26% and 20% for WW , WZ and ZZ processes.

• V + ll, tt̄ (resolved regime): 20% each (Emiss
T + V (qq) only).

• SM Vh production: 50% uncertainty on the combined Wh and Zh normalisation
(Emiss

T + h(bb̄) only).

10.2.3 Signal acceptance uncertainties

These uncertainties are related to the experimental acceptances of the Emiss
T +V (qq) and

Emiss
T +h(bb̄) signal models due to the modelling of the corresponding signal productions.

The uncertainties are estimated by varying the modelling parameters of the MadGraph
+ Pythia simplified vector mediator and Z ′-2HDM samples and comparing the results
for a set of the mass points using the signal event selection reproduced at particle level.
The following variations of the signal modelling parameters are considered:

• PDF variations: These are estimated by replacing the nominal NNPDF2.3LO
PDF set with MSTW2008LO PDF and CTEQ6L1 PDF sets and considering the
largest variation relative to the nominal PDF [221].

• Scale variations: These includes variations of the renormalisation and factorisa-
tion scales. The default values in MadGraph MC generator are dynamically set
to m2

T + p2T , where mT and pT stand for the transverse mass and momentum of the
final state particles, respectively. For the Emiss

T +V (qq) signal models, an additional
initial state radiation scale is introduced. The scales are changed coherently up and
down by a factor of 2 on event-by-event basis [222].

• Tune variations: These include the variations of the initial state radiation, final
state radiaton and multi-parton interactions. These variations are parametrised by
a set of the tune variations, which provide the maximal coverage for the effects of
underlying events, jet substructure and additional jet production. [223].





Chapter 11

Analysis strategy

In this chapter several ways of presentation and interpretation of the final results of the
Emiss

T + V (qq) and Emiss
T + h(bb̄) searches are discussed. Generally speaking, there are

a couple of approaches considered to search for a Dark Matter (DM) production at the
LHC. One approach is to consider a well-motivated theoretical model, which predicts a
sizeable amount of DM production for a given final state and is potentially available for
observation at the LHC but which is not clearly excluded yet. In case of the excess in
data over the SM prediction, indicating for the new physics, this model can be tested in
terms of capability to describe a given excess. In case of no observational evidence of the
DM production, the exclusion limits on the parameters of a given model can be derived.
This is discussed in details in Section 11.1.
In case one wants to avoid any model assumptions in order to probe a variety of different
models with a given signature, the generic limits on the production cross-section are
derived. All details about the interactions between the SM and DM sectors are dropped
and only the generic features of the Emiss

T + X final state are exploited. This allows
setting upper limits on the generic quantities, which do not require any knowledge about
the specific model, such as the visible cross-section of X+DM events. On a top of this,
such limits can be set both on the detector and parton (particle) levels, which makes it
convenient for theorists to check the validity of their models for a given final state. All
details are discussed in Section 11.2.
The general standards and recommendations for the benchmark models and correspond-
ing interpretations for the DM searches at LHC come from the LHC Dark Matter Work-
ing Group [224]. It brings together theorists and experimentalists to discuss and develop
well-motivated models of the DM production with a corresponding set of assumptions
and requirements. The guidelines of this chapter are Ref. [73, 112, 225].

11.1 Model-dependent approach

When experimentalists talk about setting limits on a particular model, they mostly mean
reducing the available phase-space of its parameters through considering experimental
search results. Depending on the model of DM production, these parameters can be
masses of the DM particles, mediators and their couplings to the SM and DM particles,
other possible new particles with their own mixing angles and couplings. In this Section
the interpretation of search results is discussed in terms of the simplified s−channel medi-
ator models of Emiss

T +V (qq) production and Z ′-2HDM model of Emiss
T +h(bb̄) production.

These models are described in details in Section 3.4.
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11.1.1 Choice of model parameters for simplified vector and axial-
vector mediator models

The simplified s−channel mediator models has four degrees of freedom, which are the
masses of the mediator mmed and DM particles mχ, as well as the mediator couplings
to the SM sector gq and to the DM sector gχ. The choice of the couplings for the DM
simplified models for the LHC Run-2 is the same for all Emiss

T + X and dijet searches.
This was recommended by the LHC DM Working Group to provide a comparison between
complementary exclusion limits across all DM searches performed at ATLAS and CMS
for a given DM simplified model. The following baseline coupling scenarios are used to
produce exclusion limits for the Emiss

T + X and dijet searches depending on the type of
the mediator:

• Vector mediator (V1): gq = 0.25, gl = 0, gχ = 1.

• Axial-vector mediator (A1): gq = 0.25, gl = 0, gχ = 1.

The choice of the quark coupling gq is mainly motivated by the dijet constrains from the
LHC and complementarity of the Emiss

T + X and dijet searches. The universality of the
vector and axial-vector mediator couplings to the quarks is discussed in Section 3.4.1.1.
The lepton couplings gl are set to zero to avoid any impact of dilepton searches in terms
of these models. It would insignificantly increase the mediator width, while bringing
in constraints from measurements of the Drell-Yan processes that would unnecessarily
restrict the model space.
As more data is collected, the LHC searches for the DM become more sensitive to the
models with small production cross-section. This is the motivation to consider other
scenarios with smaller quark couplings and non-zero lepton couplings. Smaller quark
couplings are used to check the overall impact of the couplings on the final exclusion
limits due to the re-scaling of the cross-sections with the coupling strengths and possible
changes in kinematics. Non-zero lepton couplings are used to study the impact of dilepton
searches in these models.

• Vector mediator (V2): gq = 0.1, gl = 0.01, gχ = 1
The lepton coupling is chosen to be small, gl � gq. This is the case when the vector
mediator couples only to quarks and DM particles at tree level. The couplings to
leptons are generated from the mixing between the SM Z boson and vector mediator
Z ′ at loop-level [226]. The exact value gl = 0.1gq is chosen to reach comparable
sensitivities of dijet and dilepton searches in terms of a given simplified model.

• Axial-vector mediator (A2): gq = 0.1, gl = 0.1, gχ = 1
A representative scenario with equal quark and lepton couplings for the simplified
models with axial-vector Z ′ boson [227]. It reveals the typical impact of searches
for di-lepton resonances in these models. The size of the lepton coupling gl is chosen
to be large enough to obtain a sizeable the relative width Γmed/mmed. This helps
to assess the magnitude of the interference effects between the possible dilepton
resonant signal and the SM Drell-Yan background.

Another important advantage of fixing the couplings of the s−channel mediator models
is that the final LHC results can be compared to the corresponding limits from the direct
and indirect measurements, as well as to the relic density calculations.
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11.1.2 Choice of model parameters for Z ′-2HDM model

Z ′-2HDM model has in total five free parameters, which are the ratio of VEVs of two
Higgs doublets tan β, the mediator coupling gz, the mass of the mediator mmed, the mass
of the DM particles mχ and the mass of the pseudoscalar scalar mA. The masses of the
heavy scalars H and H± are fixed to 300 GeV, and the aligment limit sin(β − α) = 1
is considered from the constraints on the parameters of the Z ′-2HDM model discussed
in Section 3.4.1.2. Following the same constraints, the lower bound on the mass of the
pseudoscalar scalar mA is 300 GeV. The branching ratio of the A0 → χχ is taken as
100%.
Additional studies has been performed for the Run 1 Emiss

T + h(bb̄) search [228] to reveal
the impact of the free parameters on the kinematic distributions. In case of the on-shell
production of pseudoscalar scalar A0, mA > 2mχ, variations of tan β and in the DM mass
mχ have no significant impact on the kinematic distributions. According to Eq. 3.22, the
width of the Z ′ → hA0 decay is suppressed by a factor of 1/ tan2 β in the limit of large
tan β. For tan β < 1 the decay width start to grow due to the increasing allowed limit
on gz from the electroweak constraints until tan β ≈ 0.6, where the dijet limits take over,
as discussed in [113]. Similarly, changes in gz do not significantly affect the kinematic
distributions.
Given all above-mentioned, the parameters of the model are set to the values of gz = 0.8,
tan β = 1.0 and mχ = 100 GeV. The choice of the DM mass mχ guarantees the on-shell
A0 → χχ decay.

11.1.3 Exclusion limit setting in mass-mass plane

The results of search for new physics can be interpreted in terms of the exclusion lim-
its at 90% and 95% confidence level (CL) on the signal strength µ, defined a ratio of
the cross-section measured in data to the theory cross-section, for a given model of new
physics. Such limits are usually introduced in the phase-space of two model parame-
ters, while others are fixed to the well-motivated values. In case of Emiss

T + V (qq) and
Emiss

T + h(bb̄) analyses, these parameters are the mediator masse mmed and DM mass mχ

(mass of pseudoscalar mA) for simplified s−channel mediator models (Z ′-2HDM model).
Figure 11.1 illustrates 95% exclusion limits for a simplified model with a vector media-
tor obtained for a hypothetical LHC measurement. Such plot contains observed (with
the corresponding uncertainties) and expected limits, as well as the values of the mass
parameters where the expected relic density is consistent with the observed density from
cosmological observations.
Generally speaking, one can consider three main kinematic regions for such a limit plot:

On-shell region: In this regime mmed > 2mχ (mmed > mh+mA) for the Emiss
T +V (qq)

simplified models (Emiss
T + h(bb̄) Z ′-2HDM model). For the Emiss

T + V (qq) models, the
mediator can decay to a pair of the DM particles, giving the Emiss

T +X final state, or to a
pair of quarks, which is the subject of the dijet searches. The energy scale of SM particle,
which originates from the ISR, is driven by the mass of mediator mmed. For Z ′-2HDM
model, the energy scale of the h boson is driven by the mass of mediator mmed and mass
of pseudoscalar scalar mA. The mass of DM particles mχ has no significant impact on the
kinematic distributions, meaning that no fine scan along mχ is required. In this region
LHC provides the most stringent limits for the Emiss

T +X searches.
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Figure 1: 95% CL exclusion contours in the mass-mass plane for a simplified model with a

vector mediator, Dirac DM and couplings gq = 0.25 and g

DM

= 1. The black solid (dashed)

curve shows the median of the observed (expected) limit, while the yellow curves indicate

an example of the uncertainties on the observed bound. A minimal width is assumed and

the excluded parameter space is to the bottom-left of all contours. The dotted magenta

curve corresponds to the parameters where the correct DM relic abundance is obtained

from standard thermal freeze-out for the chosen couplings. DM is overproduced to the

bottom-right of the curve. The shown LHC results are intended for illustration only and

are not based on real data.

when interpreting supersymmetry searches at the LHC. The parameter space shown in the

mass-mass plots can be divided into three regions:

On-shell region: The on-shell region, M
med

> 2m
DM

, is the region where LHC searches

for MET signatures provide the most stringent constraints. The production rate

of the mediator decreases with increasing M

med

and so does the signal strength in

mono-jet searches. In this region the experimental limits and the signal cross sections

depend in a complex way on all parameters of the simplified model, and it is therefore

in general not possible to translate the CL limit obtained for one fixed set of couplings

gq and g

DM

to another by a simple rescaling procedure.

O↵-shell region: In the o↵-shell region, M
med

< 2m
DM

, pair-production of DM parti-

cles turns o↵ and the constraints from MET searches rapidly lose power. The cross

sections become proportional to the combination g

2

q g
2

DM

of couplings, so that in prin-

ciple the LHC exclusions corresponding to di↵erent coupling choices can be derived by

simple rescalings. Deviations from this scaling are observed on the interface between

on-shell and o↵-shell regions M

med

' 2m
DM

[32]. Note that for M
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Figure 11.1: Hypothetic 95% exclusion limits in the grid of the DM and mediator masses (mχ,mmed) for
a simplified model with a vector mediator. The shown limits serve for the illustrative purpose only. The
black solid and dashed curves show the hypothetical observed and expected limits. The yellow curves
show the hypothetical uncertainties on the observed limit. The dotted magenta curve stands for the
(mχ,mmed) points for which the expected relic density, calculated using MadDM [229], is consistent with
the observed density Ωh2 = 0.12 from the WMAP [27] and Planck [26] measurements. The region on
the right of the curve corresponds to higher predicted relic abundance. The chunks of the parameter
phase-space covered by the exclusion lines are excluded.

The limits and the signal cross-sections for the Emiss
T + V (qq) simplified models have a

complex dependence on all model parameters, σ ∼ g2qg
2
χ/Γ

total for the fixed mmed and
mχ, where Γtotal denotes the total decay width of mediator with partial widths defined
in Eq. 3.17. This means that in general it is not trivial to re-scale limits from one set
of couplings gq and gχ to another. According to Eq. 3.22, the signal cross-sections for
Z ′-2HDM model scales with the model parameters as [gz cosα cos β]2.

Transition region: In this regimemmed ≈ 2mχ (mmed ≈ mh+mA) for the Emiss
T +V (qq)

simplified models (Emiss
T + h(bb̄) Z ′-2HDM model). The rate of DM production (hA0

production) is resonantly enhanced. Here, the signal cross-sections and the kinematic
distributions depend much stronger on the mass parameters, which requires finer scan
along both mχ (mA) and mmed [230].

Off-shell region: In this regime mmed < 2mχ (mmed < mh + mA) for the Emiss
T +

V (qq) simplified models (Emiss
T + h(bb̄) Z ′-2HDM model). Here, the mediator decays are

highly suppressed and Emiss
T +X searches loose their exclusion power. The corresponding

production cross-sections are strongly suppressed by a factor of m2
med/Q

2, where Q2

denotes the momentum transfer of the process. The signal cross-sections of Emiss
T +V (qq)

simplified models become proportional to the couplings, σ ∼ g2qg
2
χ, meaning that the

limits for other set of couplings can be easily obtained by simple re-scaling procedure.
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11.1.3.1 Emiss
T + V (qq) exclusion limits

95% CLs limits are obtained using the combined profile likelihood fit described in Chap-
ter 9. As was mentioned in Secion 11.1.3, in case of simplified models of the DM pro-
duction, the kinematic distributions in the on-shell region have no strong dependence on
the DM mass mχ. This means that the kinematic acceptances and efficiencies are similar
for the models with different DM mass mχ. Thus, one just need to re-scale the limit
on the signal strength µ as a function of the DM mass mχ for the fixed mediator mass
mZ′ by the ratio of the cross-section. An interpolation procedure is used to build smooth
continuos exclusion contours. It is based on the following relation:

µ =
Npp→Z′→χχ

L × σpp→Z′→χχ ×A× ε
, (11.1)

where Npp→Z′→χχ is the limit on the signal yield, L is the corresponding luminosity,
σpp→Z′→χχ is the production cross-section of a given simplified model, and A× ε defines
the kinematic acceptance and the selection efficiency in the signal region. As was discussed
before, for a fixed mZ′ , A×ε is assumed to be similar for the signal models across different
mχ values. Therefore, the signal strength depends only on the production cross-section for
a given mass point (mχ,mmed). Under the narrow width approximation, the production
cross-section for a given mχ value can be expressed as a product of the total production
cross-section σpp→Z′→χχ and the branching ratio of the Z ′ → χχ decay:

σpp→Z′→χχ(mχ,mZ′) = σpp→Z′→χχ(mZ′)× BZ′→χχ(mχ) , (11.2)

where the branching ratio depends on mχ as described in Eq. 3.17. Thus, the signal
strength for a given (mχ,mZ′) can be expressed in terms of the production cross-section
and the branching ratio of the Z ′ → χχ decay at the mass point (mχ = 1 GeV,mZ′):

µpp→Z′→χχ(mχ,mZ′) = σpp→Z′(mχ = 1 GeV,mZ′)× BZ′→χχ(mχ)

BZ′→χχ(mχ = 1 GeV)
. (11.3)

This re-scaling is performed in mZ′ steps of 100 GeVand in mχ steps of 50 GeV. The
linear interpolation is used between the nominal and re-scaled points to retrieve the upper
limit on the signal strength as a function of mZ′ for fixed mχ and as a function of mχ for
fixed mZ′ . The points on the exclusion limit curve are defined as the crossing points of
the upper limit curves for fixed mχ and for fixed mZ′ and th µ = 1 line, which represents
the signal strength under the signal-plus-background hypothesis. The model with a set of
(mχ,mZ′) parameters is excluded at 95% confidence level if its upper limit on µ is below
the µ = 1 line.

11.1.3.2 Emiss
T + h(bb̄) Exclusion limits

95% CLs limits are obtained from the combined profile likelihood fit described in Chap-
ter 9. The exclusion limit setting procedure for Emiss

T +h(bb̄) search is different comparing
to the Emiss

T +h(bb̄) search. Limits are calculated in terms of the production cross-section
σpp→hχχ ×B(h→ bb̄) for different (mZ′ ,mA) of Z ′-2HDM model. The pseudoscalar A0 is
assumed to decay only to a pair of DM particles, B(A→ χχ) = 100%.
In contrast to the Emiss

T +V (qq) search, the Emiss
T +h(bb̄) limits on σpp→hχχ×B(h→ bb̄) for

one parameter set (mZ′ ,mA) cannot be translated to the limits for another parameter set
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by simple re-scaling procedure. This is due to the stronger dependence of Emiss
T spectrum

on the mass parameters of the model. First, the limits on σpp→hχχ × B(h → bb̄) are
translated to the limits on the total production cross-section σpp→hχχ by dividing out the
SM branching ratio of h→ bb̄ decay, B(h→ bb̄) = 0.571. The shape of the exclusion limits
in the mass-mass plane are derived based on the mass points (mZ′ ,mA), at which the
theoretical cross-section is equal to the expected limit. The linear interpolation between
the fully simulated mass points (mZ′ ,mA) is used to reveal an approximate dependence of
theoretical cross-section and exclusion limits on the mediator mass mZ′ and psedoscalar
mass mA. The crossing points of the theoretical cross-section curve and the expected
limit curve as functions of one of the masses, mA or mZ′ , when another mass is fixed,
are determined. A linear interpolation between the resulting crossing points is used to
arrive to the smooth exclusion limit contour [231]. The interpolation curve is defined as
a function of one of two masses, mA or mZ′ , while another mass is fixed.

11.2 Generic limits

In addition to the exclusion limits for the specific DM model described in Sections 11.1.3.2
and 11.1.3.1, the results are interpreted in terms of generic upper limits on the visible
detector-level cross-section σvis of the production of the W/Z+DM and h+DM events.
The interpretation of the search results in terms of the generic limits provides a powerful
tool for phenomenologists to check a wide range of the models with a given final state.
In case of the generic limits, any extra model assumptions for the generic limits should be
avoided or at least minimised. Only back-to-back topology of the final state is explicitly
used. The SM nature of the W , Z and Higgs bosons is assumed 1, meaning that one
can use the SM branching ratios of their decays and in particular the distributions of the
invariant mass of the products of SM W , Z and Higgs boson decays, mjj/mJ . Since the
shape of Emiss

T spectrum is highly dependent on a given signal model, generic limits are
set in the regions of Emiss

T individually, after passing all selection requirements described
in Chapter 7.

11.2.1 Statistical model for generic limits

Generally, the statistical model used for the generic limit setting is identical to those for
the model-dependent interpretation, except one major difference that to set the limits in a
given range of Emiss

T , this and only this range is analysed in the signal region. The stastical
setup for the Emiss

T + V (qq) and Emiss
T + h(bb̄) generic limit setting can be summarised as

follows:

Signal region: A single Emiss
T range is used at a time in the statistical setup of both

analyses. The high purity and low purity regions (see Section 7.7) are considered together
for a given Emiss

T range to improve sensitivity of the Emiss
T + V (qq) analysis.

Control regions: Since one does not expect any signal contamination in the control
regions, all regions of Emiss

T are simultaneously analysed in the 1µCR and 2`CR to better
constrain backgrounds.

1An observation of the h → bb̄ decay was announced in August this year by ATLAS [232] and
CMS [233] experiments.
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All regions: Regions with 0, 1 and 2 b−tags are considered to improve sensitivity to
the W → q′q̄ (0/1 b−tag regions), Z → cc̄ (1 b−tag region) and Z → bb̄ (2 b−tag region)
decays in the signal region. The fine granularity of regions of Emiss

T for the Emiss
T + V (qq)

standard setup leads to the limited statistics for both signal and background processes
in the regions of high Emiss

T . Therefore, the regions above Emiss
T > 300 GeV are merged,

resulting in the six regions of Emiss
T for the generic limit setting procedure: [150, 200) GeV,

[200, 250) GeV, [250, 300) GeV, [300, 400) GeV, [400, 600) GeV, [600, 1500) GeV. This
ensures the numerical stability and reduces the magnitude of statistical fluctuations in
the observed limits. The Emiss

T + h(bb̄) setup for generic limit setting shares the same
b−tag regions and regions of Emiss

T with the standard analysis setup.

11.2.2 Detector-level generic limits

Main assumptions: back-to-back final state topology,
SM decays of W/Z and h bosons independent of the signal model assumptions

Use branching ratios of SM boson decays,
assume mjj/mJ distributions and b−tag multiplicities

Need models to describe generic kinematics ⇒ use sig-
nal models of W/Z+DM and h+DM production

Main model dependence
(shape of Emiss

T distribution)

limits in regions of Emiss
T

Residual model dependence
(shape of Emiss

T distribu-
tion in region of Emiss

T )

the weakest exclusion
limit in region of Emiss

T

Upper limits on σvis,W/Z+DM and σvis,h+DM at detector level

σvis,W/Z+DM ≡ σpp→W/Z × BW/Z→qq̄ × (A× ε)(Emiss
T )

σvis,h+DM ≡ σpp→h × Bh→bb̄ × (A× ε)(Emiss
T )

Figure 11.2: Overview of generic limit setting procedure at detector level.

The Emiss
T +V (qq) and Emiss

T +h(bb̄) analyses explicitly require the distributions of mjj/mJ

and b−tagging multiplicity in the statistical model to obtain sensitivities to theW/Z+DM
and h+DM events. This means that generic models of W/Z+DM and h+DM production
need to be considered for these observables in case of generic limit setting. The Monte
Carlo (MC) simulated samples for the simplified vector mediator models and Z ′-2HDM
models are used in this case to model mjj/mJ distribution and b−tagging multiplicity.
Despite the fact that limits are set in separate regions of Emiss

T , the residual dependence
is introduced through the dependence on the event kinematics that originates from the
shape of Emiss

T distribution in a single region of Emiss
T . Figure 11.3 illustrates a strong

dependence of Emiss
T distributions on the mass parameters of Emiss

T +h(bb̄) 2HDM+a model.
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The 2HDM+a models with the masses ma = 450 GeV and ma = 350 GeV significantly
contribute to a representative region of Emiss

T , while having drastically different shapes of
Emiss

T distribution. This leads to the different signal acceptances and selection efficiencies,
especially close to the edges of the region, where the shape differences are the largest.
This can have a sizeable impact on the distributions of key variables, such as mjj/mJ

and b−tagging multiplicity. To reduce this residual dependence, a range of signal models
with different mass parameters, (mχ,mZ′) or (mZ′ ,mA), is considered in a given region
of Emiss

T , and the parameter set with the weakest expected limit is taken. An overview
of detector-level generic limit setting is shown in Figure 11.2. The choice of the mass
parameters is motivated by a sizeable contribution of the signal model in a given region
of Emiss

T to avoid large statistical fluctuations in the observed limits. This results in the
requirement of at least 500 signal events per region of Emiss

T for the Emiss
T +V (qq) analysis,

which is relaxed to 200 events in the highest region of Emiss
T due to the lower MC statistics.

For the Emiss
T + h(bb̄) analysis this requirement is set to 100 events per region of Emiss

T .
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Figure 11.3: Comparison of the normalised Emiss
T distributions for the Emiss

T +h(bb̄) 2HDM+a model for
different masses of the light pseudoscalar ma for a fixed mass of the heavy pseudoscalar mA = 700 GeV.
The solid black lines show the edges of representative region of Emiss

T .

The final limits are set on the following detector-level observables:

σvis,W+DM(E
miss
T ) ≡ σpp→W × BW→q′q̄ × (A× ε)(Emiss

T )

σvis,Z+DM(E
miss
T ) ≡ σpp→Z × BZ→qq̄ × (A× ε)(Emiss

T )

σvis,h+DM(E
miss
T ) ≡ σpp→h × Bh→bb̄ × (A× ε)(Emiss

T ) ,

(11.4)

where BW→q′q̄, BZ→qq̄, and Bh→bb̄ denote the branching ratios of the W → q′q̄, Z → qq̄
and h → bb̄ decays, respectively. A × ε represents the kinematic acceptance times the
experimental efficiencies of the Emiss

T +W (qq), Emiss
T +Z(qq), and Emiss

T + h(bb̄) event se-
lection. A×ε is calculated in each region of Emiss

T separately. To facilitate the comparison
with the visible detector-level cross-sections calculated by theorists, b−tagging multiplic-
ity and mjj/mJ requirements are dropped from the definition of the visible cross-section.
This is done because of the poor modelling of the b−tagging and mjj/mJ distributions in
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parametrised detector simulations. The generic limits are set on the Emiss
T +W (qq) and

Emiss
T + Z(qq) production separately to take advantage from the different sensitivities in

the difference regions of the phase space.

11.2.3 Parton-level generic limits

Theorists can use different detector simulation packages that exist on the market, e.g.
DELPHES [234], to translate their parton-level model prediction to detector level and
compare to the generic limits 2. DELPHES provides a fast simulation of the detector
response, but at the same time it poorly models some relevant detector-level observables,
such as b−tagging multiplicity. Hence, to facilitate comparison of the W+DM, Z+DM
and h+DM model predictions to the generic limits, a range of typical values of A× ε are
provided per region of Emiss

T .
The A× ε in a given region of Emiss

T is defined as follows:

A× ε ≡ Nevt in given region of (Emiss
T )truth and same region of (Emiss

T )reco after reco+selection
Nevt in given region of (Emiss

T )truth before reco+selection .(11.5)

The same procedure is used to reduce the possible residual model dependence of A× ε as
for detector-level limits. The smallest value of A× ε is taken in a given region of Emiss

T ,
which results in the weakest exclusion limit at parton level.
There is no access to the exact value of the denominator in the definition of A × ε due
to the preselection applied at the production stages of the MC signal samples used to set
generic limits. Therefore, A× ε is factorised into a preselection part (A× ε)presel and into
a part after applying the full event selection, (A× ε)sel:

A× ε ≡ (A× ε)presel × (A× ε)sel . (11.6)

(A×ε)sel can be calculated exactly per region of Emiss
T as defined by the following relation:

(A× ε)sel ≡
Nevt in given region of (Emiss

T )truth and same region of (Emiss
T )reco after reco+selection

Nevt in given region of (Emiss
T )truth after preselection and before reco+selection .(11.7)

However, the (A × ε)presel term is hard to be derived due to the Emiss
T > 140 GeV re-

quirement present at the pre-selection stage. For the models with soft Emiss
T spectra, e.g.

Z ′-2HDM models with low mZ′ and mA, or simplified s−channel mediator models with
low mZ′ and mχ, a significant fraction of Emiss

T spectrum fails this requirement, biasing
(A × ε)presel to low values. The Z ′-2HDM models of the Emiss

T + h(bb̄) production pro-
vide Emiss

T spectra, peaking in the different regions of Emiss
T depending on the (mZ′ ,mA)

parameters. This allows to estimate overall (A × ε)presel using Z ′-2HDM models with
hard Emiss

T spectrum, which is not strongly affected by the Emiss
T > 140 GeV requirement.

The simplified vector mediator models provide instead a falling Emiss
T spectrum with the

majority of events populating low region of Emiss
T , as shown in Figure 11.4. It means that

(A×ε)presel is artificially low for this class of models. In this case (A×ε)presel is estimated
based on the parton-level cross-sections for the different sets of (mχ,mZ′) parameters

2The parton level represents the simulation stage before the partons (quarks and gluons) undergo the
processes of hadronisation to form stable particle states.
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Figure 11.4: Comparison of normalised Emiss
T distributions for the Emiss

T + W (qq) simplified vector
mediator model for different mediator masses mZ′ for a fixed DM mass mχ = 1 GeV. The region on the
right of solid black line shows the region of Emiss

T > 140 GeV.

after applying the preselection cut of (Emiss
T )truth > 140 GeV:

(A× ε)presel ≡
Nevt before reco+selection

L · σsignal((Emiss
T )truth > 140 GeV)

. (11.8)

The parton-level cross-sections are derived using MC samples with 20000 events each,
generated using MadGraph5+Pythia 8 event generator. (Emiss

T )truth is calculated after
the parton showering.



Chapter 12

Results

The final stage of every search for the new physics is the interpretation of the results,
when one addresses the main questions about the potential presence of new physics and
the capability of a given model to describe the observed data. The answers on these
two questions are given in terms of the goodness of the fit of the observed data to the
known SM prediction and tests of hypotheses of the additional presence of new physics
models. The main statistical tools to answer these questions are described in details
in Chapter 9. This chapter is aimed to use these statistical tools to provide the exact
answers by interpreting the results of the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches.

The ability of the SM simulations to describe the observed data is discussed in Sec-
tions 12.1.1 and 12.1.2 in terms of the constraints on the sources of the systematic
uncertainties represented through the nuisance parameters. A comparison of the key
kinematic distributions between the observed data and SM backgrounds after the statis-
tical fit is presented in Section 12.1.3. The results of the model hypothesis testing for the
Emiss

T +V (qq) simplified vector mediator and Emiss
T +h(bb̄) Z ′-2HDM models ar described

in Section 12.2.1. And finally, generic limits on the visible cross-section of the production
of W/Z+DM events without any extra signal assumptions are discussed in Section 11.2.2
and in Section 12.3.1 for the production of h+DM events.

12.1 Results in data

12.1.1 Constraints from data on systematic uncertainties

An important figure of merit for the ability of the statistical model to describe the ob-
served data is given by the constraints on the nuisance parameters (NP) that represent
the systematic uncertainties after the fit to data. This performance can be expressed
in terms of the pull of the NP, which quantifies how far the fit to data has to shift the
value of the NP from its prior (expected) value while finding the maximum likelihood
estimator (MLE). The prior value is usually based on additional auxiliary measurements
or specific Monte Carlo studies like the JES calibration.
The pull of NP is defined as (θfit − θ0)/∆θ, where θfit = θ̂ is the MLE of a given NP θ,
θ0 is the expected value of a given NP, and ∆θ is the corresponding prior uncertainty.
The NPs is constrained after the fit to the data if ∆θfit < ∆θ, where ∆θfit denotes the
uncertainty on the fitted value of NP.
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ATLAS Internal Simulation
√
s = 13 TeV, 36.1 fb−1

Emiss
T + h(bb̄)

Asimov data (µ = 0)

Figure 12.1: The nuisance parameter fitted values after the Emiss
T + V (qq) (top) and Emiss

T + h(bb̄)
(bottom) analyses profile likelihood fit to Asimov data assuming no signal, µ = 0.
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Figure 12.2: The nuisance parameter fitted values after the Emiss
T + V (qq) (top) and Emiss

T + h(bb̄)
(bottom) analyses profile likelihood fit to observed data in the sidebands of the discriminating variable
mjj/mJ . The signal strength µ is allowed to float.
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Figure 12.1 illustrates the expected values of NPs and constraints after the Emiss
T +V (qq)

and Emiss
T + h(bb̄) fit to the Asimov data (see Section 9.1.2). Given the definition of

the Asimov data set as having all statistical fluctuations neglected and MLEs of all NPs
assumed to be the expected values, the corresponding pulls of NPs are equal to zero by
construction. The NPs shown at +1 correspond to the free normalisation parameters of
the dominant backgrounds, W+ jets, Z + jets and tt̄. Their values before the fit are set
to 1, corresponding to the prediction. The fit provides strong constraints on the NPs
related to the following systematic uncertainties:

• The modeling uncertainties on the pVT and mbb̄ for V + jets and tt̄ backgrounds:
These uncertainties can be strongly constrained from the 1 lepton CR enriched with
W+ jets and tt̄ processes, and from 2 lepton CR enriched with Z + jets processes.
For the Emiss

T + V (qq) analysis, the fit provides the strongest constraints for the
V + ll component compared to the V + cl and V+HF components due to the much
higher branching ratios of the former. The V + jets contributions are considered
inclusive in the flavour composition for the Emiss

T + h(bb̄) analysis.

• The multijet normalisation uncertainties in the resolved regime: The multijet back-
ground processes mainly populate the regions with low Emiss

T . This means that
the associated normalisation uncertainties can be strongly constrained from the
multijet CRs in the resolved regime of both analyses. For the Emiss

T + h(bb̄) anal-
ysis, the constraints in the 150 GeV < Emiss

T < 200 GeV region are considerably
stronger due to higher rate of the multijet processes in this region comparing to
the higher Emiss

T regions. For the Emiss
T + V (qq) analysis, a strong constraint is

also put on the multijet normalisation in the region with 0 b−tags for the merged
regime. This can be explained by the high sensitivity in this analysis region due
to the priority-merged selection and significant multijet contribution in the SR for
250 GeV < Emiss

T < 350 GeV (see Figure 12.3).

• Z+ bl/Z+ bb ratio uncertainties: For the Emiss
T +V (qq) analysis, the constraints on

the uncertainty on the Z + bl/Z + bb ratio are stronger in the 2 lepton CR, which
is enriched with the Z + jets processes.

• JES uncertainties in the low pT region: They can be constrained due to high statis-
tics in the low Emiss

T region. The constraints become notably weaker in the medium
and higher pT regions with significantly lower statistics.

The correlations between the NPs after the fit to data are shown in Appendix C.
Figure 12.2 illustrates the observed NP value after the Emiss

T +V (qq) and Emiss
T +h(bb̄) fit

to observed data. The values of the observed NPs, which correspond to the normalisation
parameters of the dominant backgrounds, are given in Table 12.1. The fitted values of
the normalisation NPs are consistent with the expectations.
In case of the Emiss

T + V (qq) analysis, the largest pulls of the fitted values of the NPs
1σ are of an order of ±1σ. For the Emiss

T + h(bb̄) analysis, similar global picture is
observed, however the fitted values of the following three NPs are pulled by approximately
1.5σ [220]:

• TTbarPTV: Stands for the shape uncertainty on the reconstructed transverse mo-
mentum of the vector boson, pVT , for the tt̄ background. The large pull of this NP
originates from the Monte Carlo modeling of the Emiss

T spectrum for the tt̄ back-
grounds. It was shown that in case of the SM V h(bb̄) analysis the Emiss

T spectrum
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Nuisance parameter Postfit values
Emiss

T + V (qq) Emiss
T + h(bb̄)

W+HF normalisation 0.92± 0.17 1.00± 0.20
Z +HF normalisation 1.27± 0.09 1.14± 0.07
W+LF normalisation 0.95± 0.04 —
Z +LF normalisation 1.00± 0.04 —
tt̄ normalisation 0.79± 0.03 0.99± 0.03

Table 12.1: Values of the free normalisation parameters of the free dominant backgrounds after the fit
to the observed data in the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses [219, 220]. The abbreviations HF

and LF correspond to respectively heavy and light flavour defined in Section 8.1.

for the tt̄ samples generated with the default Monte Carlo generator is softer than
one in data [217]. The differences in the tt̄ shape variations on the Emiss

T distribution
between the different Monte Carlo generators are small, i.e. they all predict too soft
pVT spectrum. This results in a small TTbarPTV uncertainty that does not cover
the difference to data. The fit compensates this mismodeling with the significant
pull of the value of the TTbarPTV NP.

• ZbbNorm_L0: Stands for the relative normalisation uncertainty of the Z + bb
flavour component in the 0 lepton region with respect to the 2 lepton region. A
significant pull is linked to the low statistics of the heavy flavour components of the
Z + jets backgrounds in the 2 lepton region and an overestimate of the jet activity
in the forward region in the Z + jets samples generated by the Sherpa Monte Carlo
generator.

• ZblZbbRatio_L0: Stands for the relative normalisation of the Z + bl flavour
component with respect to the Z + bb flavour component, inclusive in all b−tag
regions. The tension in tge pull originates from the different acceptances of the
Z + bl and Z + bb components in the 1 b−tag (Z + bl is dominant) and 2 b−tag
(Z + bb is dominant) regions.

12.1.2 Impact of systematic uncertainties

The relevance of the different sources of systematic uncertainties for a given analysis can
be quantified by the evaluating the impact of their corresponding parameters of interest,
which is in this case is the signal strength µ. The impact is defined as a fractional
uncertainty on the fitted signal strength and estimated for three representative scenarious
with low, medium and high Emiss

T spectrum, for each of the two analyses presented in this
thesis.
The impact of a given NP θi on the fitted signal strength is estimated by performing
the fit without the NP of interest, which produces the reduced fitted uncertainty σno θi .
Given that the total uncertainty is calculated as a squared sum of all uncertainties, the
resulting impact of an uncertainty of interest is defined as:

σµ̂ =
√
σ2

total − σ2
no θi

. (12.1)

The NPs are cathegorized in different groups according to their source, e.g. small−R jet
uncertainty combine all uncertainties related to the calibration of small−R jets, such as
jet energy scale and resolution.



140 12. Results

Source Uncertainty on µ = 1 [%]
Simplified vector mediator model

(mχ,mZ′) [GeV]
(1, 200) (1, 600) (1, 2000)

Large−R jets 8.5 19.6 18.8
Small−R jets 3.4 8.3 10.3
Electrons 3.8 9.3 12.0
Muons 5.9 7.1 3.9
Emiss

T 1.3 4.3 6.5
b−tagging (track jets) 3.6 3.8 5.9
b−tagging (small−R jets) 1.6 4.1 2.2
Luminosity 2.7 3.6 3.7

Multijet normalisation 7.3 11.3 10.0
Diboson normalisation 5.1 11.2 12.8
Z + jets normalisation 4.7 9.0 11.7
W+ jets normalisation 2.6 3.5 4.6
tt̄ normalisation 2.7 1.2 3.2

Signal modeling 7.1 8.8 10.4
V + jets modeling 3.8 9.7 13.6
tt̄ modeling 2.2 3.7 3.3
V + jets flavour composition 1.2 2.9 2.9
Diboson modeling 0.9 1.9 2.1

Background MC stat. 9.8 18.0 24.4

Data stat. 6.6 20.8 45.3
Total syst. 20.9 40.1 49.4
Total 21.9 45.2 67.0

Table 12.2: Breakdown of expected signal strength uncertainties for representative Emiss
T + V (qq) sim-

plified vector mediator models with a dark matter mass mχ = 1 GeV and different vector mediator
masses, representing kinematic regimes with low, medium and high Emiss

T . Only the largest systematic
uncertainties are shown. Numbers are taken from [48] and not calculated by the author.

Table 12.2 shows the impact of the dominant sources of uncertainty on the Emiss
T +V (qq)

signal strength. It can be understood as follows:

• The total systematic uncertainty dominates over the statistical uncertainty, mean-
ing that the Emiss

T + V (qq) analysis is systematically limited.

• The uncertainties with the largest impact correspond to finite Monte Carlo statistics
and calibration of the large−R jets. The latter is expected since the priority-merged
selection is used, reflecting the fact that the most of the sensitivity comes from the
boosted regime due to drastically decreasing SM backgrounds. This class of un-
certainties has a significant impact on the reconstruction of the W/Z candidate.
The impact of the large−R jet uncertainties grows with the increasing Emiss

T , as the
uncertainties grow with the jet pT ∼ Emiss

T . The large impact of the MC statis-
tics comes from the poor statistics of the Standard Model backgrounds, especially
V + jets, in the region of pT > 500 GeV, and tends to increase with the higher
mediator mass mZ′ .

• Another group of uncertainties with a sizeable impact is related to the normalisa-
tion of the main backgrounds, such as multijet, diboson (WW , WZ and ZZ) and
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Source Uncertainty on µ [%]
Z ′-2HDM model
(mZ′ ,mA) [GeV]

(600, 300) (1400, 600) (2000, 300)

Large−R jets <0.1 1.2 4.7
Small−R jets 1.7 3.8 2.1
b−tagging (track jets) 1.4 11 17
b−tagging (small−R jets) 5.0 3.4 4.7
Luminosity 3.2 4.5 5.4

SM V h(bb̄) normalizaion 2.2 6.9 6.9
Diboson normalisation 1.1 0.7 2.2

V + jets modeling 5.0 5.7 8.2
Signal modeling 3.9 2.9 2.1
tt̄, single-top modeling 3.2 3.0 3.9

Background MC stat. 4.9 11.0 22.0

Data stat. 6 37 61
Total syst. 10 21 36
Total 12 43 71

Table 12.3: Breakdown of expected signal strength uncertainties for representative Emiss
T +h(bb̄) Z ′-2HDM

simplified model with different mass parameters, representing kinematic regimes with low, medium and
high Emiss

T . Only the largest systematic uncertainties are shown. Numbers are taken from [46] and not
calculated by the author.

Z + jets. The large impact of the last two uncertainties comes mainly from the
Z(νν)V (qq̄) and Z(νν)+ jets processes, which represent irreducible backgrounds
with a real Emiss

T and jets in the final state. The Z(νν)V (qq̄) process even provides
a dijet system with the invariant mass within the W/Z mass window. The large
impact of the multijet background comes from the region of Emiss

T . 350 GeV with
no b−jets, in which sizeable signal and multijet contributions are expected.

• A relatively large impact of the electron uncertainties is due to the modeling uncer-
tainties on the electron identification and isolation efficiencies. These uncertainties
have a large impact on the veto of electrons in the SR and estimation of W+ jets
and tt̄ backgrounds in the 1 lepton CR.

• Finally, the last class of uncertainties with a significant impact is related to the
signal and V + jets modeling, reflecting the fact that it is challenging for MC gen-
erators to model the high tail of the pVT distribution. This uncertainty also tends
to increase with the higher mediator mass mZ′ .

Table 12.3 show the impact of the dominant sources of uncertainty for the Emiss
T + h(bb̄)

analysis that can be understood as follows:

• Unlike the Emiss
T + V (qq) analysis, the Emiss

T + h(bb̄) analysis is statistically limited
in the region of Emiss

T & 300 GeV.

• The uncertainty with one of the largest impacts in both resolved and merged regimes
is related to finite Monte Carlo statistics. This is again linked to the limited
statistics of the Standard Model backgrounds, especially V + jets, in the region
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of pT > 500 GeV. This uncertainty tends to increase with the higher mediator mass
mZ′ .

• The uncertainty with the impact comparable to those of MC statistics correspond
to b−tagging of small−R jets in the resolved regime and track jets in the merged
regime. Since two b−quark jets are expected in the final state, the uncertainties
related to the b−tagging have a significant impact on the reconstruction of the
h candidate. The impact grows rapidly with the higher Emiss

T due to the large
uncertainties on the b−tagging data-to-MC efficiency scale factors at the high pT ∼
Emiss

T region [179].

• Another groups of uncertainties with a sizeable impact correspond to the V+jets
modeling and SM V h(bb̄) normalisation. The former originates from the MC mis-
modeling of the high tail of the pVT distribution. The latter originates mainly from
the irreducible Z(νν)h(bb̄) background that completely mimicks the signal final
state. Both uncertainties tend to become larger with the higher mediator mass
mZ′ .

12.1.3 Distributions after the fit to data

Figure 12.3 and 12.4 show the Emiss
T distributions after the fit to data, referred to as

post-fit distributions, in the signal regions of the Emiss
T + V (qq) analysis with different

number of b−tags after the simultaneous fit of all regions to observed data. In general,
there is a good agreement between the observed data and the SM backgrounds. A small
excess in the observed data over the SM backgrounds is observed in the signal region with
1 b−tag in the 450 GeV < Emiss

T < 800 GeV range for the resolved regime, as shown on
the top right plot in Figure 12.4. This excess cannot be assigned to the signal W/Z+DM
production, otherwise the same kind of excess would show up in the 0 and 2 b−tag
regions, which is not seen in the post-fit plots in the corresponding b−tag regions. Since
no excess is observed in the mass sideband regions, as shown in Figure 12.6, it also cannot
be assigned to MC mismodeling. Thus, this excess is rather a statistical fluctuation in
data.
Figure 12.5 shows the post-fit distributions of the invariant mass of the Higgs boson
candidate in the signal region of the Emiss

T + h(bb̄) analysis with 2 b−tags. The post-
fit distributions in the signal region of the Emiss

T + h(bb̄) analysis with 1 b−tags is
shown in Appendix E. The observed data is in the good agreement with the SM back-
grounds, except the small statistical fluctuation in the observed data in the Emiss

T region
of 350 GeV < Emiss

T < 500 GeV for 2 b−tags around mjj of 95 GeV.
The post-fit distributions of the muon charge and signal yield in the 1µCR and 2`CR are
shown in Appendices D and F.
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Figure 12.3: The observed (dots) and expected (histograms) distributions of Emiss
T in the Emiss

T + V (qq)
signal region for the merged regime after the fit to observed data. Plots are shown separately for the
(a) 0b-HP, (b) 0b-LP, (c) 1b-HP, (d) 1b-LP, and (e) 2b-tag event categories. The abbreviations HP and
LP correspond to respectively the high- and low-purity analysis regions in the merged topology. The
red dashed line shows the expected DM signal coming from the simplified vector mediator model with
(mχ,mZ′) = (1, 600) GeV. The total background uncertainty is shown as a hatched band. The total
background contribution before the fit to data is shown as a dotted blue line.
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Figure 12.4: The observed (dots) and expected (histograms) distributions of Emiss
T in the Emiss

T + V (qq)
signal region for the merged regime after the fit to observed data. Plots are shown separately for the
(a) 0 b−tag, (b) 1 b−tag and (c) 2 b−tag event categories. The red dashed line shows the expected
DM signal coming from the simplified vector mediator model with (mχ,mZ′) = (1, 600) GeV. The total
background uncertainty is shown as a hatched band. The total background contribution before the fit
to data is shown as a dotted blue line.
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Figure 12.5: The observed (dots) and expected (histograms) distributions of the invariant mass of the
Higgs boson candidates in the Emiss

T + h(bb̄) signal region with 2 b−tags after the fit to observed data.
Plots are shown separately for the (a) (150, 200) GeV, (b) (200, 350) GeV, (c) (350, 500) GeV and (d)
(500,∞) Emiss

T regions. The red dashed line shows the expected DM signal coming from the Z ′-2HDM
simplified model with (mZ′ ,mA) = (1400, 600) GeV. The total background uncertainty is shown as a
hatched band. The total background contribution before the fit to data is shown as a dotted blue line.
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Figure 12.6: The observed (dots) and expected (histograms) distributions of Emiss
T in the mass sidebands

of the Emiss
T +V (qq) 0 lepton region after the fit to observed data. Plots are shown for the (a) 0b-D2, (b)

1b, (c) 0b-noD2, (d) 1b-noD2 and (e) 2b-resolved event categories, where D2 (noD2) cathegory includes
events that passed (failed) Dβ=1

2 requirement. The total background uncertainty is shown as a hatched
band. The total background contribution before the fit to data is shown as a dotted blue line.
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12.2 Exclusion limits on specific new physics models
As shown in Section 12.1, no evidence of the W/Z+DM and h+DM production is found
in the observed data. In case of no evidence for the production of the new physics, the
results of the search can be interpreted in terms of either the limits on the specific signal
model of the DM production, or generic limits the visible production cross-section, as
described in Chapter 11. In this Section, the key results in terms of both interpretations
for the Emiss

T + V (qq) and Emiss
T + h(bb̄) analyses are discussed in details.

12.2.1 Model-dependent limits

A detailed discussion about a exclusion limit setting for a specific physics model is given
in Section 11.1. The exclusion limits are set in the mass-mass plane of (mχ,mZ′) and
(mZ′ ,mA) parameters for the Emiss

T + V (qq) simplified vector mediator and Emiss
T + h(bb̄)

Z ′-2HDM models, respectively. A given signal model is considered as excluded at 95%
confidence level (CL) if the corresponding CLs value is less than 0.05 (see Section 9.1.3).
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Figure 12.7: Linear interpolation of the Emiss
T +V (qq) upper limits on the signal strength as a function of

mZ′ for fixed mχ = 1 GeV (left) and as a function of mχ for fixed mZ′ = 10 GeV (right). The observed
(expected) limit is shown as a black solid (dashed) line. The ±1σ (±2σ) expected limits are shown
as yellow (green) filled area. The dashed-dotted line denotes the µ = 1 line. The model parameters
(mχ,mZ′) are excluded to the left of the crossing point of the exclusion curve and the µ = 1 line.

Figure 12.7 shows upper limits on µW/Z+DM as a function of the mediator mass mZ′

and DM mass mχ for a fixed mχ = 1 GeV and mZ′ = 10 GeV, respectively. The set
of (mχ,mZ′) parameters are excluded at 95% confidence level if the upper limit on the
signal strength is below the µ = 1 line.
The final exclusion limits on the W/Z+DM, W+DM and Z+DM production in the
(mχ,mZ′) plane for a simplified vector mediator model are shown in Figures 12.9 and
12.8. The observed limits are consistent with the expected limits within uncertainties. For
a given choice of the couplings, the simplified vector mediator models with the mediator
masses mZ′ up to 650 GeV and the DM masses mχ up to 250 GeV are excluded at
95% CL, improving the previous 2015 Emiss

T + V (qq) results [235] by 15 − 30%. The
wiggle shape of the exclusion limit curve near the kinematic limit originates from the
large interpolation steps of 100 GeV in the direction of the constant DM mass mχ. The
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Figure 12.8: Exclusion limits on theW+DM (left) and Z+DM (right) production for the simplified vector
mediator model in the (mχ,mZ′) plane. Other model parameters are fixed to gq = 0.25 and gχ = 1. The
observed (expected) limit curves are shown as a black solid (dashed) line. The ±1σ (±2σ) uncertainties
on the expected limits are shown as filled green (yellow) band. All cross-sections are obtained using the
leading order level. The dotted magenta curves stands for the (mZ′ ,mA) points for which the expected
relic density, calculated using MadDM [229], is consistent with the observed density Ωh2 = 0.12 from the
WMAP [27] and Planck [26] measurements. The region on the right of the curve corresponds to higher
predicted relic abundance.
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Figure 12.9: Exclusion limits on theW/Z+DM production for the simplified vector mediator model in the
(mχ,mZ′) plane. Other model parameters are fixed to gq = 0.25 and gχ = 1. The observed (expected)
limit curve is shown as a black solid (dashed) line. The ±1σ (±2σ) uncertainty on the expected limits
is shown as filled green (yellow) band. All cross-sections are obtained at leading-order. The dotted
magenta curve stands for the (mZ′ ,mA) points for which the expected relic density, calculated using
MadDM [229], is consistent with the observed density Ωh2 = 0.12 from the WMAP [27] and Planck [26]
measurements. The region on the right of the curve corresponds to higher predicted relic abundance.

kinematic acceptances and efficiencies are similar in the direction of increasing DM mass
mχ, meaning the upper limits are also similar in that direction. This explains sharp
falling edges of the observed and expected limit curves in the region of 650 − 700 GeV.
The Emiss

T + V (qq) limits are totally dominated by the Emiss
T +W (qq) limits.
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Figure 12.10: Linear interpolation of the upper limits on the Z ′-2HDM production cross-section in the
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The observed (expected) limit curve is shown as a black solid (dashed) line. The ±1σ uncertainties on
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ATLAS results for 2015 data at

√
s = 13 TeV [45] is shown as a dashed-dotted line.

Figure 12.10 illustrates the interpolated theoretical cross-section curves and upper limit
curves, as well as the corresponding crossing points, for fixed mA = 400 GeV and for fixed
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mZ′ = 1200 GeV.
The final Z ′-2HDM exclusion contour in the (mZ′ ,mA) phase space is shown in Fig-
ure 12.11. The observed limits are consistent with the expected limits with uncertainties.
For a given choice of the Z ′-2HDM model parameters, the mediator masses mZ′ up to
2.6 TeV and the pseudoscalar masses mA up to 600 GeV are excluded at 95% CL, sig-
nificantly improving the exclusion limits from the previous versions of the Emiss

T + h(bb̄)
analysis [44, 45]. The exclusion limits degrades for the mediator masses mZ′ above
1.5 TeV. One reason is that track jets associated to the largeR jet from the h→ bb̄ decay
tend to merge in the regions of very high boost, which leads to the loss in sensitivity in
the regions with 2 b−tags. Another reason is the reduced sensitivity in the regions of low
Emiss

T due to the hard Emiss
T spectrum of Z ′-2HDM models in the region of high masses.

12.2.2 NLO rescaling of Emiss
T + V (qq) model-dependent limits

The Emiss
T +V (qq) exclusion limits for the simplified vector mediator model shown in the

previous section are calculated using the MC signal samples generated at leading-order
(LO), since no MC simulations were available at next-to-leading-order (NLO). Meantime,
other searches, such as Emiss

T + j [30], Emiss
T + γ [236], and Emiss

T + Z [237], set limits for
the same model but using the signal samples generated at NLO [112]. It means that the
current Emiss

T + V (qq) limits cannot be directly compared to other Emiss
T + X and dijet

searches, as shown on the summary plot in Ref. [238]. Therefore, a rescaling procedure
is introduced to obtain the limits for the simplified vector mediator model at NLO using
already exisiting limits at LO. It also allows to obtain the limits at NLO for the different
coupling strengths and types of the mediator, such as axial-vector mediator. More details
on the Emiss

T + V (qq) rescaling procedure are in the summary paper of the ATLAS DM
searches at the LHC [49, 50]. The procedure is summarised below.
The MC samples at NLO are generated using MadGraph5_aMC@NLO+Pythia 8
MC generator [148, 239] with the DMsimp [240] implementation of the simlified model
at NLO. The parton distribution function set used is NNPDF3.0 at NLO with αs =
0.118 [143]. The vector mediator signal samples at LO that are used to obtain the
existing Emiss

T + V (qq) limits are rescaled to NLO for the following four coupling and
mediator scenarios, as discussed in Section 11.1.1:

• Vector mediator (V1): gq = 0.25, gl = 0, gχ = 1.

• Axial-vector mediator (A1): gq = 0.25, gl = 0, gχ = 1.

• Vector mediator (V2): gq = 0.01, gl = 0.1, gχ = 1.

• Axial-vector mediator (A2): gq = 0.1, gl = 0.1, gχ = 1.

The impact in change from the LO and NLO and to other coupling strengths is estimated
using the particle-level 1 (truth-level) information from the generated MC samples. More
precisely, the rescaling is based on the change in the total cross-section, σ, and the
kinematic acceptance times efficiency, A × ε. The latter is estimated using the particle-
level distributions of the final state kinematic variables, such as Emiss

T .

1The particle level represents the simulation stage, at which stable particles with a life-time τ > 10µs
and reconstructed jets after the processes of parton showering and hadronisation are considered.
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The change in the cross-section is expressed by k−factor kσ that is defined as a ratio of
the cross-section for a given scenario at NLO to the cross-section for the V1 scenario at
LO used to calculate the existing limits:

kV1,V2,A1,A2
σ ≡ σV1,V2,A1,A2

NLO /σV1
LO . (12.2)

Figure 12.12 shows the kσ scale factors for the V1 and A1 scenarios at NLO. The observed
cross-sections for both scenarios at NLO are around 30 − 40% larger than the value for
the corresponding scenarios at LO, except the off-shell region for A1 scenario, where the
cross-section at NLO decreases. A similar behaviour is observed in the Emiss

T + Z(ll)
search [49, 50]. The uncertainty on the kσ scale factors are from finite MC statistics and
shown to be at the sub-percent level (see Figure G.1 in Appendix G). The kσ plots for
other scenarios are quantatively similar, as shown in Appendix G.
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Figure 12.12: The kσ scale factors for simplified vector (top) and axial-vector (bottom) mediator models
of the Emiss

T +W (qq) (left) and Emiss
T +Z(qq) (right) production are shown in the (mχ,mZ′) plane. The

dashed black line shows the kinematic limit mZ′ = 2mχ. Only the mass points where fully simulated
MC sampls exist are shown.

The kinematic A × ε is defined as a ratio of the number of generated events after the
truth-level selection to the total number of generated events:

A× ε ≡ N truth
evt after truth-level selection

total N truth
evt

, (12.3)

where the truth selection is presented in Table 12.4.
The A × ε values are calculated at particle level using MC distributions generated for
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Region Resolved regime Merged regime

0 lepton

Baseline selection
Veto electrons with pT > 7 GeV for |η| < 2.47

Veto muons with pT > 7 GeV for |η| < 2.7

∆φ(Emiss
T ,p

W/Z
T ) > 6π/9

Emiss
T > 150 GeV Emiss

T > 250 GeV
≥ central 2j ≥ 1J

pj1T > 45 GeV
2(3)∑
i=1

pjiT > 120(150) GeV

∆φ(j1, j2) < 7π/9

Table 12.4: Summary of the Emiss
T + V (qq) truth-level event selection used to derive A× ε for the NLO

re-scaling procedure. Details about the event selection at detector level are discussed in Chapter 7.

the same (mχ,mZ′) points as the fully simulated MC samples used for the existing limit
setting at LO. Figure 12.13 illustrates the comparison of the V1 Emiss

T distributions of the
Emiss

T +W (qq) production at LO and NLO for the (mχ,mZ′) = (1, 100) GeV mass point.
The difference increases from ∼ 10% in the low Emiss

T region to almost 100% in the Emiss
T

region above 200 GeV with the poor MC statistics.
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Figure 12.13: Comparison of the normalised Emiss
T distributions for the Emiss

T +W (qq) simplified vector
mediator model at LO and NLO for the set of (mχ,mZ′) = (1, 100) GeV parameters is shown. The
distributions of the models at LO (NLO) are shown in blue (red). The signal model samples at LO and
NLO are generated with MadGraph5 and MadGraph5_aMC@NLO, respectively.

The change in the A × ε is expressed by the k−factor kA×ε that is defined as a ratio of
the A × ε for a given scenario at NLO to the A × ε for the V1 scenario at LO used to
calculate the existing limits:

kV1,V2,A1,A2
A×ε ≡ (A× ε)V1,V2,A1,A2

NLO /(A× ε)V1
LO . (12.4)
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Figure 12.14 shows the kA×ε scale factors with the corresponding uncertainties for the
V1 and A1 scenarios at NLO. The difference between the A × ε at LO and NLO is not
larger than 15% for the vector scenario and axial-vector scenatio in the on-shell region
with an absolute uncertainty of up 4%. The off-shell axial-vector scenarios show large
difference in A × ε up to 50% in the region of low (mχ,mZ′) masses. Similar behaviour
is observed in the Emiss

T + Z(ll) search [49, 50]. The kA×ε plots for other scenarios are
shown in Appendix G.
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Figure 12.14: The kA×ε scale factors (left) and corresponding uncertainties (right) for for the Emiss
T +

W (qq) (top) and Emiss
T + Z(qq) (bottom) simplified vector mediator models (V1) are shown in the

(mχ,mZ′) plane. The dashed black line shows the kinematic limit mZ′ = 2mχ. Only the mass points
where fully simulated MC sampls exist are shown.

The final rescaling factor kNLO that is used to rescale the limits on the signal strength is
defined as a product of the cross-section and A× ε scale factors:

kV1,V2,A1,A2
NLO = kV1,V2,A1,A2

σ × kV1,V2,A1,A2
A×ε . (12.5)

The MC signal samples of the Emiss
T +W (qq) and Emiss

T +Z(qq) production can be generated
only separately. However, the Emiss

T + V (qq) limits are dominated by the Emiss
T +W (qq)

limits, as shown in Figures 12.9 and 12.8. Given that the final rescaling factors kNLO for
the Emiss

T +W (qq) and Emiss
T +Z(qq) production are consistent within uncertainties, one

can use Emiss
T +W (qq) factors to rescale the Emiss

T + V (qq) limits from LO to NLO.
Figure 12.15 illustrates the combined Emiss

T +V (qq) limits for the V1 and A1 scenarios at
NLO. The limit curve for the V1 scenario almost reaches the kinematic limit mZ′ = 2mχ,
excluding the signal models with the mediator mass up to 830 GeV. The alignment of
the limit curve along the kinematic limit can be explained by the moderate dependence
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Figure 12.15: Exclusion limits on the V+DM production for the simplified vector (left) and axial-vector
(right) mediator models at NLO in the (mχ,mZ′) plane. The coupling strengths are fixed to gq = 0.25
and gχ = 1. The observed (expected) limit curves are shown as a black solid (dashed) line. The ±1σ
(±2σ) uncertainties on the expected limits are shown as filled green (yellow) band. All cross-sections
are obtained at next-to-leading-order. The dotted magenta curves stands for the (mZ′ ,mA) points for
which the expected relic density, calculated using MadDM [229], is consistent with the observed density
Ωh2 = 0.12 from the WMAP [27] and Planck [26] measurements. The region on the right of the curve
corresponds to higher predicted relic abundance.
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Figure 12.16: Linear interpolation of the Emiss
T + V (qq) upper limits on the signal strength for the V1

(left) and A1 (right) scenarios at NLO as a function of mZ′ for fixed mχ = 1 GeV. The observed
(expected) limit is shown as a black solid (dashed) line. The ±1σ (±2σ) expected limits are shown
as yellow (green) filled area. The dashed-dotted line denotes the µ = 1 line. The model parameters
(mZ′ ,mA) are excluded in the part of the phase space, in which the theoretical cross-section is larger
than the upper limit.

of the decay width of the mediator on the DM mass mχ (see Eq. 3.17 in Section 3.4.1.1).
Given the large branching ratio and µ ∝ BZ′→χχ dependence, the signal strength naturally
decreases close to the kinematic limit as the decay width goes to zero. However, BZ′→χχ

for the axial-mediator model decreases more strongly than for the vector mediator model
with increasing mχ (see Eq. 3.17 in Section 3.4.1.1). It manifests itself in much stronger
deviation of the limit curve from the kinematic limit relative to the vector mediator
model.
The behavior of the observed limit for both scenarios in the range of mediator masses
700 GeV < mZ′ < 900 GeV can be explained by the shape of the observed limits for a
fixed DM mass mχ = 1 GeV shown in Figure 12.15. The observed limit curve happens to
be almost flat in the range of mediator masses 700 GeV < mZ′ < 900 GeV and very close
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to µ = 1 due to the statistical fluctuations in data. The branching ratios of the Z ′ → χχ
decay are very similar for the mχ . mZ′ . Since the interpolation is performed along the
lines of the fixed mediator mass, this flat behaviour translates to the shape of the observed
limits in the (mχ,mZ′) plane in the range of mediator masses 700 GeV < mZ′ < 900 GeV.
One cannot exclude any models for the V2 and A2 scenarios due to the small signal
cross-sections that result from the small coupling strengths.
Figures 12.17 show summary figures of the regions of the (mχ,mZ′) plane for the simplified
vector mediator model with V1 coupling scenario and axial-vector mediator model with
A1 coupling scenario excluded at 95% CL by various Emiss

T +X and dijet searches for the
DM at ATLAS. The Emiss

T + V (qq) exclusion limits at NLO, shown in Figure 12.15, are
included in this figure. The summary figures show larger exclusion power of the Emiss

T + j
and Emiss

T + γ limits relative to the Emiss
T + V (qq) limits for the s−channel mediator

model. In case of the Emiss
T + j search, this is related to the larger rate of events with

gluon radiation comparing to the electroweak radiation ofW/Z bosons due to the different
coupling strengths, αs � αEW . In case of the Emiss

T + γ search, the couplings are similar,
αem ∼ αEW , but the lower SM backgrounds and absence of the photon decay, meaning
that effective branching ratio is 100%, lead to larger exclusion power of Emiss

T + γ limits.
However, for a model where W or Z boson comes from the hard interaction rather than
from the ISR, such as 2HDM+a model, the Emiss

T + V (qq) search would provide better
sensitivity than the Emiss

T + j search, as discussed in Section 3.4.1.3. At the same time,
the mediator can always decay back to a pair of quarks, leading to the dijet signature
for the simplified s−channel mediator models. The width of the Z ′ → qq̄ decay does not
depend on the DM mass mχ and mediator coupling strength to the DM particles gχ. This
leads to the limits on the dijet production that are set in the phase space of mediator
mass mZ′ and coupling strength gq. Given the fixed gq = 0.25 and no dependence on mχ,
the dijet exclusion limit curves in (mχ,mZ′) plane take the form of the lines of a constant
mediator mass mZ′ .
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Figure 12.17: Summary plot of the regions in the (mχ,mZ′) plane for the simplified vector (top) and
axial-vector (bottom) mediator models with respectively V1 and A1 coupling scenarios at NLO excluded
at 95% CL by a set of ATLAS Emiss

T +X and dijet searches for the DM production [50]. The Emiss
T +V (qq)

exclusion limits, shown in Figure 12.15, are represented by the solid magenta contour. The exclusion
limits are derived using data collected in 2015 and 2016 at

√
s = 13 TeV. The limits from the dijet

searches are obtained from the limits on the Gaussian-shaped resonances, as described in Ref. [241].
The dotted black curve shows the kinematic limit of the on-shell mediator decays into DM. The dashed
black curve labeled "Thermal relic" stands for the (mZ′ ,mA) points for which the expected relic density,
calculated using MadDM [229], is consistent with the observed density Ωh2 = 0.12 from the WMAP [27]
and Planck [26] measurements. The regions on the right of the lower curves and on the top of the upper
curve correspond to higher predicted relic abundance. Excluded regions that are in tension with the
perturbative unitary considerations [227] are indicated by the shaded area in the upper left part.
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12.3 Generic limits
The generic limit setting procedure is discussed in great details in Section 11.2. This
Section is aimed to discuss the key results of the generic limit setting.

Generic limits on production of W +DM and Z +DM events

The limits on the visible production cross-section σvis,W+DM and σvis,Z+DM for a range of
the simplified vector mediator models in the lowest and highest Emiss

T regions are shown
in Tables 12.5 and 12.6. The limits in other Emiss

T regions are given in Appendix H.
The relative variations in the expected limits on the Z +DM production are on average
larger comparing to the variations for W + DM production, amounting to respectively
50% and 15% in the lowest Emiss

T region. This difference comes from the sensitivity
to the regions with different selection efficiency. The highest sensitivity to the W + DM
events comes from the regions with 0 b−tags, which are characterised by the high selection
effeciency. Meantime, the highest sensitivity to the Z+DM events comes from the regions
with 2 b−tags, where the statistical fluctuations are larger due to the small selection
efficiency. The difference between relative variations is the largest in the regions of low
Emiss

T , and decreases with the increasing Emiss
T . inrelative variations become comparable

in the regions of high Emiss
T due to the generally low MC statistic . The largest relative

variations in a given Emiss
T region are in range of 15%-50% (25-50%) for the W + DM

(Z +DM) production.
The resulting generic limits on the visible cross-sections σvis,W+DM and σvis,Z+DM in re-
gions of Emiss

T correspond to the weakest expected limits in Tables 12.5, H.1, H.2, H.3,
H.4 and 12.6. They are shown in Figures 12.18 and 12.19 and summarised in Tables 12.7
and 12.8. The observed limits are consistent with the expected limits within uncertain-
ties. As a general trend, the generic limits on Z + DM production are stronger than
the limits on the W + DM production, since the Z + DM events mostly populate the
analysis regions with 2 b−tags with the highest sensitivity due to the very low SM back-
grounds. The limits become stronger with increasing Emiss

T due to the drastically falling
SM backgrounds in the regions of high Emiss

T . Small excesses in the generic limits can
be linked to the corresponding excesses in the post-fit distributions presented in Sec-
tion 12.1.3. For instance, the ∼ 1.7σ excess in limits on Z + DM production in the
region of 300 GeV ≤ Emiss

T 400 GeV can be traced back to the small excesses in observed
data in the same Emiss

T region for events in the resolved regime with 1 and 2 b−tags (see
Figure 12.4) and in the merged regime with 2 b−tags (see Figure 12.3).
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Figure 12.18: Upper limits at 95% CL on the visible cross-section of theW+DM events in regions of Emiss
T

after the full Emiss
T + V (qq) event selection except the b−tagging and W candidate mass requirements.

The observed (expected) limits are shown as solid (dashed) black lines. The ±1σ (±2σ) uncertainties
on the expected limits are shown as green (yellow) filled bands. The observed limits are consistent with
the expected limits within uncertainties.
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Figure 12.19: Upper limits at 95% CL on the visible cross-section of the Z + DM (right) events in
regions of Emiss

T after the full Emiss
T + V (qq) event selection except the b−tagging and Z candidate mass

requirements. The observed (expected) limits are shown as solid (dashed) black lines. The ±1σ (±2σ)
uncertainties on the expected limits are shown as green (yellow) filled bands. The observed limits are
consistent with the expected limits within uncertainties.
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150 GeV ≤ Emiss
T < 200 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 100 — — 155.58+60.94

−43.48 204.11
1 200 — — 187.62+73.49

−52.43 250.87
1 300 580.67+227.45

−162.26 657.68 159.83+62.61
−44.66 208.73

1 400 623.57+244.26
−174.25 716.11 170.44+66.76

−47.63 223.56
1 500 615.83+241.23

−172.09 705.44 155.62+60.96
−43.49 204.71

1 600 647.46+253.62
−180.93 737.28 168.62+66.05

−47.12 223.42
1 700 609.29+238.66

−170.26 716.72 158.43+62.06
−44.27 207.61

1 800 587.20+230.01
−164.09 676.21 157.86+61.83

−44.11 204.96
1 900 625.64+245.07

−174.83 723.59 173.02+67.77
−48.35 226.84

1 1000 — — 163.67+64.11
−45.74 214.67

1 2000 627.94+245.97
−175.48 713.03 144.17+56.47

−40.29 182.40
10 10 601.72+235.70

−168.15 688.74 — —
10 100 555.08+217.43

−155.11 632.11 163.78+64.15
−45.77 215.30

10 10000 598.46+234.42
−167.24 705.86 201.14+78.79

−56.21 266.76
1000 10 651.44+255.17

−182.04 742.92 147.16+57.64
−41.12 187.96

1000 1000 635.07+248.76
−177.47 739.16 154.63+60.57

−43.21 195.58
1000 1995 634.04+248.36

−177.18 728.61 172.05+67.40
−48.08 225.51

150 10 624.47+244.61
−174.51 730.63 133.20+52.18

−37.22 172.08
150 295 624.72+244.71

−174.57 717.79 208.25+81.57
−58.19 276.51

150 1000 584.57+228.98
−163.36 666.57 225.28+88.24

−62.95 313.14
50 10 613.04+240.13

−171.31 697.14 180.56+70.73
−50.46 241.86

50 95 599.74+234.92
−167.59 671.86 200.74+78.63

−56.10 274.73
50 300 617.83+242.01

−172.65 694.22 134.61+52.73
−37.62 176.97

500 10 653.26+255.89
−182.55 754.60 188.08+73.67

−52.56 261.43
500 995 609.07+238.58

−170.20 709.43 152.11+59.58
−42.51 199.82

500 2000 582.38+228.12
−162.74 663.90 179.03+70.13

−50.03 240.20
500 10000 632.49+247.75

−176.75 724.68 163.52+64.05
−45.70 224.04

Table 12.5: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [150, 200) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points as
indicated in the first column. The largest relative variation in the Emiss

T +W (qq) (Emiss
T +Z(qq)) expected

limits is 15% (50%). The weakest exclusion limits on the Emiss
T +W (qq) and Emiss

T +Z(qq) production in
a given Emiss

T region correspond to the (mχ,mZ′) = (500, 10) GeV (red) and (mχ,mZ′) = (1501000) GeV
(blue) points, respectively.
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600 GeV ≤ Emiss
T < 1500 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 400 2.54+1.00

−0.71 4.58 — —
1 500 1.91+0.75

−0.53 3.14 1.88+0.74
−0.52 2.60

1 600 3.06+1.20
−0.86 5.12 1.82+0.71

−0.51 1.81
1 700 2.23+0.87

−0.62 4.31 2.58+1.01
−0.72 3.00

1 800 2.26+0.89
−0.63 3.98 2.22+0.87

−0.62 2.47
1 900 2.52+0.99

−0.71 4.40 2.08+0.81
−0.58 2.40

1 1000 2.35+0.92
−0.66 4.57 1.93+0.76

−0.54 2.45
1 2000 2.54+1.00

−0.71 5.10 2.19+0.86
−0.61 2.20

10 10000 2.35+0.92
−0.66 3.81 2.08+0.82

−0.58 2.43
1000 10 2.65+1.04

−0.74 4.63 2.04+0.80
−0.57 2.19

1000 1000 2.30+0.90
−0.64 3.95 2.26+0.88

−0.63 2.73
1000 1995 2.57+1.01

−0.72 4.66 2.00+0.79
−0.56 1.95

150 1000 2.28+0.89
−0.64 3.87 2.13+0.84

−0.60 2.45
500 10 2.51+0.99

−0.70 4.42 1.86+0.73
−0.52 1.75

500 995 2.22+0.87
−0.62 4.09 1.99+0.78

−0.56 2.33
500 2000 2.34+0.92

−0.65 4.04 2.08+0.82
−0.58 2.13

500 10000 2.32+0.91
−0.65 4.10 2.12+0.83

−0.59 2.71

Table 12.6: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [300, 400) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points as
indicated in the first column. The largest relative variation in the Emiss

T +W (qq) (Emiss
T +Z(qq)) expected

limits is 45% (35%). The weakest exclusion limits on the Emiss
T +W (qq) and Emiss

T +Z(qq) production in
a given Emiss

T region correspond to the (mχ,mZ′) = (1, 2000) GeV (red) and (mχ,mZ′) = (1, 700) GeV
(blue) points, respectively.

W+DM production
Emiss

T region [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] A× ε

[150, 200) 653+256
−182 755 20%

[200, 250) 163+64
−45 185 20%

[250, 300) 50+19
−14 43 30%

[300, 400) 36+14
−10 41 45%

[400, 600) 12.6+5.0
−3.5 9.7 55%

[600, 1500) 3.1+1.2
−0.9 5.1 55%

Table 12.7: Upper limits at 95% CL on the visible detector-level cross-section σvis,W+DM and A× ε from
a range of the Emiss

T +W (qq) simplified vector mediator models, as shown in Tables 12.5, H.1, H.2, H.3,
H.4, 12.6 and 12.12 per region of Emiss

T . The numbers in the last column are rounded to 5% precision.
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Z+DM production
Emiss

T region [GeV] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb] A× ε

[150, 200) 225+88
−63 313 20%

[200, 250) 60+23
−16 69 20%

[250, 300) 29+11
−8 39 30%

[300, 400) 18+7
−5 31 45%

[400, 600) 9.1+2.5
−2.6 9.2 50%

[600, 1500) 2.6+1.0
−0.7 3.0 55%

Table 12.8: Upper limits at 95% CL on the visible detector-level cross-section σvis,Z+DM and A× ε from
a range of the Emiss

T + Z(qq) simplified vector mediator models, as shown in Tables 12.5, H.1, H.2, H.3,
H.4, 12.6 and 12.12 per region of Emiss

T . The numbers in the last column are rounded to 5% precision.
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Generic limits on production of h+DM events

The limits on the visible production cross-section σvis,h+DM for a range of Z ′-2HDM models
in the lowest and highest Emiss

T regions are shown in Tables 12.9 and 12.10. The limits in
other Emiss

T regions are given in Tables I.1 and I.2 in Appendix I. The relative variations in
the expected limits on the h+DM production are low in the resolved regime, amounting to
10-15%, and drastically increase up to 70% in the merged regime. This can be explained
by the larger regions of Emiss

T comparing to the Emiss
T + V (qq) analysis and very high MC

statistics for the signal models that contribute in the region of Emiss
T < 500 GeV, which

drastically fall for the 1 and 2 b−tags in the event in the region of Emiss
T > 500 GeV.

Emiss
T + h(bb̄), 150 GeV ≤ Emiss

T < 200 GeV
(mZ′ ,mA) [GeV] σexp

vis,h+DM [fb] σexp
vis,h+DM [fb] -2σ [fb] -1σ [fb] +1σ [fb] +2σ [fb]

400 400 18.342 19.124 9.845 13.216 25.527 34.220
600 200 12.931 14.463 6.940 9.317 17.996 24.125
600 400 16.984 17.015 9.116 12.238 23.637 31.687
600 600 12.686 11.380 6.809 9.141 17.656 23.669
800 300 14.436 19.182 7.748 10.402 20.091 26.934
800 500 12.205 12.713 6.551 8.794 16.985 22.770
800 600 12.659 11.985 6.794 9.121 17.618 23.618
800 700 13.295 13.258 7.136 9.580 18.503 24.805
1000 800 13.211 13.731 7.091 9.519 18.386 24.648

Table 12.9: Upper limits at 95% CL on σvis,h+DM in the [150, 200) GeV region of Emiss
T . The limits are

calculated using a range of Z ′-2HDM models with the (mZ′ ,mA) points as indicated in the first column.
The largest relative variation in the Emiss

T + h(bb̄) expected limits is 10%. The weakest expected limit in
a given Emiss

T region corresponds to the (mZ′ ,mA) = (400, 400) GeV point (red).

Emiss
T + h(bb̄), 500 GeV ≤ Emiss

T <∞
(mZ′ ,mA) [GeV] σexp

vis,h+DM [fb] σexp
vis,h+DM [fb] -2σ [fb] -1σ [fb] +1σ [fb] +2σ [fb]

1200 300 0.706 0.739 0.379 0.508 0.982 1.316
1400 600 0.710 0.745 0.381 0.511 0.988 1.324
1800 800 0.767 0.797 0.412 0.553 1.067 1.431
2000 300 0.942 0.956 0.506 0.679 1.311 1.757
2200 300 1.038 1.055 0.557 0.748 1.445 1.937
2400 600 1.065 1.070 0.571 0.767 1.482 1.986
2600 400 1.335 1.349 0.716 0.962 1.858 2.491
2800 200 1.599 1.607 0.858 1.152 2.225 2.983
3000 300 1.766 1.730 0.948 1.272 2.457 3.294

Table 12.10: Upper limits at 95% CL on σvis,h+DM in the [500,∞) GeV region of Emiss
T . The limits are

calculated using a range of Z ′-2HDM models with the (mZ′ ,mA) points as indicated in the first column.
The largest variation in the Emiss

T + h(bb̄) expected limits is 70%. The weakest expected limit in a given
Emiss

T region corresponds to the (mZ′ ,mA) = (3000, 300) GeV point (red).

The resulting generic limits on the visible cross-section σvis,h+DM in a given Emiss
T region

that correspond to the weakest expected limits in Tables 12.9, I.1, I.2 and 12.10 are
shown in Figure 12.20 and summarised in Table 12.11. No significant deviation from the
expected limits is observed. The generic limits become stronger with increasing Emiss

T

due to the rapidly falling SM backgrounds in the regions of high Emiss
T . Generally, the

generic limits on the h+DM production are much stronger comparing to the W+DM and
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Z+DM limits, since the h+DM events mostly contribute to the analysis regions with 2
b−tags with very low SM backgrounds.
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Figure 12.20: Upper limits at 95% CL on the visible cross-section of the h+DM production in regions of
Emiss

T after the full Emiss
T +h(bb̄) event selection except the b−tagging and h candidate mass requirements.

The observed (expected) limits are shown as solid (dashed) black lines. The ±1σ (±2σ) uncertainties
on the expected limits are shown as green (yellow) filled bands. The observed limits are consistent with
the expected limits within uncertainties.

h+DM production
Emiss

T region [GeV] σexp
vis,h+DM [fb] σobs

vis,h+DM [fb] A× ε

[150, 200) 18.3+7.2
−5.1 19.1 15%

[200, 350) 10.5+4.1
−2.9 13.1 35%

[350, 500) 1.7+0.7
−0.5 2.4 40%

[500,∞) 1.8+0.7
−0.5 1.7 55%

Table 12.11: Upper limits at 95% CL on the visible detector-level cross-section σvis,h+DM and A×ε from
a range of Z ′-2HDM models, as shown in Tables 12.9, I.1, I.2, 12.10 and 12.14 per region of Emiss

T . The
numbers in the last column are rounded to 5% precision.

12.3.1 Particle-level limits

A detailed description of the A × ε definition and calculation procedure is given in Sec-
tion 11.2.3. Tables 12.12 and 12.13 show the resulting (A × ε)sel and (A × ε)presel for
a range of the Emiss

T +W/Z(qq) simplified vector mediator models. The corresponding
numbers for the Emiss

T + h(bb̄) Z ′-2HDM models are given Table 12.14. Since (A× ε)presel

is a Emiss
T -specific quantity, its value is averaged over all Emiss

T regions. The variations of
the (A×ε)sel values in all Emiss

T regions are less than 20%. As discussed in Section 11.2.3,
the preselection criteria of Emiss

T > 140 GeV pushes (A× ε)presel to the artificially low val-
ues for the models with the soft Emiss

T spectrum, such as Emiss
T + V (qq) simpliied models

with (mχ,mZ′) = (10, 10) GeV and (mχ,mZ′) = (10, 100) GeV mass parameters. The
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significant fraction of the Emiss
T is then rejected after requiring Emiss

T > 140 GeV. The
(A× ε)presel is estimated to be in the range of 82%-93% (74%-92%) for the Emiss

T +W (qq)
(Emiss

T +Z(qq)) simplified models. The A× εsel increases with higher Emiss
T , as the signal

selection efficiency increases as well.
The resulting A × ε defined in a given Emiss

T region is defined as the smallest A × ε
value for the range of signal models that corresponds to the weakest parton-level generic
limit. The final values of A × ε together with the corresponging generic limits on the
visible production cross-section of W+DM, Z+DM and h+DM events are presented in
Tables 12.7, 12.8 and 12.11.

Emiss
T +W (qq) simplified vector mediator models

(mχ,mZ′)
(A× ε)sel in range of Emiss

T /GeV
(A× ε)presel[150, 200) [200, 250) [250, 300) [300, 400) [400, 600) [600, 1500)

1 2000 28.0% 29.1% 35.8% 54.6% 62.4% 66.5% 93.0%
10 10 29.9% 26.9% – – – – 76.5%
10 100 30.7% – – – – – 78.3%
10 10000 27.0% 28.8% 37.2% 53.4% 66.6% 67.3% 86.8%
1000 10 27.0% 28.2% 38.3% 55.7% 64.8% 70.3% 89.3%
1000 1000 27.9% 29.6% 40.0% 54.4% 62.2% 69.5% 91.9%
1000 1995 28.8% 27.9% 37.9% 55.2% 63.9% 69.7% 90.3%
150 10 27.7% 32.3% – – – – 87.0%
150 295 29.5% – – – – – 83.9%
150 1000 28.2% 30.6% 37.0% 52.2% 68.1% 64.1% 87.4%
50 10 28.0% – – – – – 83.0%
50 95 29.0% 31.4% – – – – 82.0%
50 300 29.7% 31.0% – – – – 84.0%
500 10 29.5% 27.3% 43.2% 53.3% 65.3% 65.3% 89.4%
500 995 28.7% 30.7% 36.9% 53.7% 61.5% 65.1% 89.6%
500 2000 27.6% 28.4% 39.3% 54.8% 64.2% 69.7% 89.2%
500 10000 28.9% 26.5% 38.3% 56.5% 63.5% 68.7% 89.3%

Table 12.12: The (A×ε)sel values per Emiss
T region for the different (mχ,mZ′) points of the Emiss

T +W (qq)
simplified vector mediator model. The (A× ε)presel values averaged over all Emiss

T regions are shown in
the last column. The (A × ε)presel is calculated using the cross sections generated with MadGraph5
after applying the preselection requirement of Emiss

T > 140 GeV. (A × ε)presel appears to be artificially
low for the models with very soft Emiss

T , where a significant fraction of the Emiss
T spectrum is rejected with

the Emiss
T > 140 GeV requirement. Long dashes indicate the models, which have less than 500 events

in a given Emiss
T region. For the last Emiss

T region the requirement is relaxed to 200 events. The models
with the (mχ,mZ′) = (1, 200− 1000) GeV are excluded from the A× ε calculation, as the corresponding
MC samples contain additional filters on the numbers of b−tags in the event (BVeto and BFilter).
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Emiss
T + Z(qq) simplified vector mediator models

(mχ,mZ′)
(A× ε)sel in range of Emiss

T /GeV
(A× ε)presel[150, 200) [200, 250) [250, 300) [300, 400) [400, 600) [600, 1500)

1 100 26.3% – – – – – 73.8%
1 2000 26.4% 27.2% 37.1% 52.7% 59.3% 69.0% 92.1%
10 100 27.0% – – – – – 78.1%
10 10000 24.5% 28.4% 38.9% 49.3% 60.6% 65.8% 90.1%
150 10 27.1% 30.8% – – – – 85.2%
150 295 28.3% – – – – – 81.1%
150 1000 27.4% 28.4% 36.8% 50.0% 62.7% 65.2% 88.2%
50 10 28.9% – – – – – 81.8%
50 95 26.2% – – – – – 74.9%
50 300 26.4% – – – – – 76.4%
500 10 25.2% 28.4% 36.5% 52.8% 60.5% 65.8% 92.2%
500 995 24.6% 29.4% 36.4% 52.7% 58.3% 65.7% 87.8%
500 2000 23.8% 27.3% 34.1% 53.8% 61.4% 67.4% 90.9%
500 10000 27.3% 28.3% 39.3% 51.5% 65.2% 65.8% 90.4%
1000 10 25.4% 28.3% 36.1% 55.0% 62.0% 66.2% 88.5%
1000 1000 25.3% 28.1% 35.5% 54.6% 63.0% 64.7% 91.3%
1000 1995 26.2% 26.0% 35.2% 53.9% 61.0% 66.3% 91.1%

Table 12.13: The (A×ε)sel values per Emiss
T region for the different (mχ,mZ′) points of the Emiss

T +Z(qq)
simplified vector mediator model. The (A× ε)presel values averaged over all Emiss

T regions are shown in
the last column. The (A × ε)presel is calculated using the cross sections generated with MadGraph5
after applying the preselection requirement of Emiss

T > 140 GeV. (A × ε)presel appears to be artificially
low for the models with very soft Emiss

T , where a significant fraction of the Emiss
T spectrum is rejected with

the Emiss
T > 140 GeV requirement. Long dashes indicate the models, which have less than 500 events

in a given Emiss
T region. For the last Emiss

T region the requirement is relaxed to 200 events. The models
with the (mχ,mZ′) = (1, 200− 1000) GeV are excluded from the A× ε calculation, as the corresponding
MC samples contain additional filters on the numbers of b−tags in the event (BVeto and BFilter).
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(mZ′ ,mA)
(A× ε)sel in range of Emiss

T /GeV
(A× ε)presel[150, 200) [200, 350) [350, 500) [500,∞)

200 200 33% 52.6% 57.4% 69.9% 57.6%
200 300 34.3% 54.6% 57.4% 66.9% 72.9%
200 400 33.5% 54.4% 58.5% 71.4% 79.6%
400 200 13.1% 14.3% 9.8% 4.6% 10.1%
400 300 16.5% 27.4% 38.1% 50.3% 28.1%
400 400 19.4% 42.2% 52.9% 68.8% 36.7%
400 500 16.5% 37.5% 51.4% 71.7% 32.3%
600 200 31.7% 54% 39.6% 16.7% 82.1%
600 300 37.1% 41.3% 25.2% 19.5% 62.2%
600 400 26.4% 26% 12.6% 15.2% 17.1%
600 500 34.7% 39.5% 19.3% 20.4% 43.1%
600 600 34.9% 42.6% 25.1% 25.2% 50.2%
800 200 26.7% 54.2% 54.6% 19.3% 92.3%
800 300 26.7% 59.2% 52% 26.3% 91.4%
800 400 30.8% 59.7% 47% 16% 86.3%
800 500 36.8% 52.9% 37.6% 20.3% 71.6%
800 600 35.9% 52.8% 36.3% 16.7% 52.9%
800 700 35.9% 54.2% 42.9% 19.4% 70.6%

1000 300 24.9% 48.9% 65.3% 44.9% 95.8%
1000 400 25% 51.6% 63.9% 32.3% 93.7%
1000 500 25% 55.2% 59.1% 26.9% 92%
1000 600 28.9% 58.6% 56.7% 21.9% 88.8%
1000 700 34.3% 57.3% 58% 23.2% 81.2%
1000 800 33.6% 56.2% 59.8% 24.7% 78%
1200 300 22.2% 45.8% 53.8% 68.8% 97.4%
1200 400 19% 46.4% 56.4% 64.4% 97.1%
1200 500 23.8% 48% 61.7% 58.7% 95.2%
1200 600 22.8% 50.8% 63.7% 51.4% 95.2%
1200 700 28.1% 54.7% 62.3% 46.1% 93.8%
1200 800 32.4% 56.4% 61.9% 50.3% 90.9%
1400 300 14.5% 40.4% 45.9% 73.9% 98.1%
1400 400 15.4% 42.5% 47.7% 73.3% 98%
1400 500 19.6% 43.1% 50.1% 72.4% 96.4%
1400 600 19.2% 46.2% 54.5% 70.3% 97.5%
1400 700 25% 48.6% 58.6% 67% 95.3%
1400 800 28.1% 51.3% 60.1% 65.3% 95.8%
1600 300 23.5% 38.6% 42.2% 75.9% 98.4%
1600 400 20.6% 41.9% 44.1% 76% 97.1%
1600 500 14.4% 41.2% 44.5% 75.3% 97.2%
1600 600 20.2% 43.1% 46.9% 74.6% 97.3%
1600 700 21.1% 42.8% 50.7% 73.3% 96.8%
1600 800 23.9% 46.6% 54.2% 72.3% 97.6%
1800 300 13.6% 37% 38.3% 76.9% 98.7%
1800 400 18.3% 35.3% 41.9% 77.2% 97.3%
1800 500 18.5% 39.8% 42% 76.7% 98.7%
1800 600 23% 39.1% 44.2% 76.3% 98.5%
1800 700 20.4% 38.5% 44.8% 76.1% 97.2%
1800 800 24.4% 44.6% 48.4% 75.3% 98.3%
2000 300 14.7% 32.2% 41.2% 78.2% 97.5%
2000 400 7.3% 32.3% 38.8% 78.3% 97.4%
2000 500 15.5% 36.7% 39% 77.8% 97.8%
2000 600 17.9% 34.9% 41.7% 77.6% 97.7%
2000 700 18.9% 38.5% 41.3% 77.1% 99.7%
2000 800 24.5% 39.8% 44.4% 76.5% 97.3%
2200 300 42.4% 38.6% 38.6% 78.9% 97.6%
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2200 400 7.5% 36.7% 40.9% 78.6% 97.9%
2200 500 34.8% 34.9% 39.8% 78.4% 98.9%
2200 600 16.1% 36% 39.2% 78.4% 97.5%
2200 700 12.4% 37.5% 42% 78.2% 97.7%
2200 800 15.5% 37.3% 42.8% 77.8% 98.7%
2400 200 19.5% 30.9% 36.7% 79.4% 99%
2400 300 11.7% 32.2% 35.1% 78.7% 98%
2400 400 6.8% 27.8% 37.2% 79.3% 97.7%
2400 500 9% 29.9% 34.5% 78.6% 98.9%
2400 600 12.6% 29.8% 39.3% 78.8% 98.3%
2400 700 2.7% 38.5% 40.7% 78.4% 97.6%
2400 800 30.1% 33.7% 41.5% 78.3% 98.2%
2600 200 9% 40.3% 38.9% 79.1% 99%
2600 300 0% 45.6% 40.7% 79.3% 99.1%
2600 400 23.5% 30.6% 34.8% 79.2% 99%
2600 500 15.6% 32.6% 35% 79.3% 97.7%
2600 600 5.2% 37% 36.5% 79.3% 98.5%
2600 700 24.4% 36.2% 44.2% 78.6% 99%
2600 800 12.3% 34.2% 37.3% 79.1% 99%
2800 200 34.9% 28.5% 41.3% 79.4% 99.1%
2800 300 7% 28.1% 36.9% 79.5% 97.8%
2800 400 0% 28.8% 37.8% 79.8% 97.7%
2800 500 42.5% 37.5% 37.6% 79.2% 99%
2800 600 10.3% 29% 36.5% 79.4% 99.1%
3000 200 19.4% 26% 33.1% 80% 97.8%
3000 300 27.5% 26.5% 30.6% 79.5% 99%
3000 400 40% 24.5% 36.2% 79.5% 99.1%
3000 500 0% 17.3% 38.8% 79.2% 99%
3000 600 5.6% 25.2% 37.3% 79.7% 99.1%

Table 12.14: The (A × ε)sel values per Emiss
T region together with the (A × ε)presel averaged over all

Emiss
T regions for the different (mZ′ ,mA) points of the Emiss

T + h(bb̄) Z ′-2HDM model. Note that due
to the preselection criteria of Emiss

T > 140 GeV, the (A × ε)presel appears to be artificially low for the
models with very soft Emiss

T , where a significant fraction of the Emiss
T spectrum is rejected after the

Emiss
T > 140 GeV requirement. Thus, the (A × ε)presel for these models is considered to in the 90-99%

range as for the models with a hard Emiss
T spectrum away from the 140 GeVthreshold.
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Conclusions

Dark Matter composes a significant part of the visible Universe. Despite a solid cosmo-
logical evidence, its nature, properties and interaction with the Standard Model sector is
still to be unraveled. A wide range of different models beyond the Standard Model (SM)
are able to provide the production of the dark matter (DM) particles that is consisent
with the observed DM relic density [26, 27] and can be probed at the LHC. One class of
these models predicts the associated production of the DM and SM particles. This thesis
presents two searches for the DM particles from this class, one produced in association
with the hadronically decaying Standard Model vector bosons (Emiss

T + V (qq)) and other
with the Standard Model Higgs boson h, decaying to a bb̄ pair (Emiss

T + h(bb̄)).
Both searches are performed using 36.1 fb−1 of the proton-proton collision data at

√
s =

13 TeV collected with the ATLAS detector in 2015 and 2016 [46, 48]. They share similar
final state, which contains pair of jets and missing transverse energy, Emiss

T , characterised
by the boost of the decay products of Emiss

T > 150 GeV. This enables the joint description
of both analyses in the scope of this thesis.
In preparation of the interpretation of the final search results, the performance of the
Emiss

T triggers used in both analyses for the different periods of data taking has to be
studied. Due to the non-ideal Emiss

T response in the detector, the Emiss
T triggers are not

fully efficient in the 150 GeV < Emiss
T < 250 GeV region covered by the resolved topology.

Studies are performed both in data and Monte Carlo (MC) simulations using the 1µ
control regions. It is shown that Monte Carlo simulation provides up to 10% lower Emiss

T

trigger efficiencies than those in data. To correct for this discrepancy, the scale factors are
developed to correct the Emiss

T trigger efficiency in MC. The scale factors are obtained as
functions of the reconstructed Emiss

T from the fit to the ratio of the Emiss
T trigger efficiency

in data to those in MC.
The most important part of every search for the new physics is to interpret the final search
results in terms of the discovery of the new physics and capability of a certain model
to describe a potential discovery. The first interpretation is addressed by comparing
the distributions of the Emiss

T variable and invariant mass of the decay products for the
Emiss

T +V (qq) and Emiss
T +h(bb̄) searches, respectively, in observed data and SM predictions

after the statistical fit to observed data. Both distributions show no significant excess in
the observed data over the SM predictions. The second interpretation is given in terms
of the upper limits on the production cross-section times the branching ratio of the SM
hadronic boson decay 1, σvis,W/Z+DM × BW/Z→qq̄ and σvis,h+DM × Bh→bb̄, are set at 95%

1The branching ratios of the W → qq̄, Z → qq̄, and h → bb̄ decays are taken as BW→qq̄ = 0.674,
BZ→qq̄ = 0.699 and Bh→bb̄ = 0.571, respectively
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confidence level (CL) in the (mχ,mZ′) and (mZ′ ,mA) plane, respectively. The simplified
vector mediator model, in which the DM is produced via the s−channel Z ′ mediator with
the coupling parameters gq = 0.25 and gχ = 1.0, is considered in the Emiss

T +V (qq) search.
The simplified Z ′-2HDM model with the parameters gZ′ = 0.8, tan β = 1, mχ = 100 GeV,
and mH = mH± = 300 GeV is considered in the Emiss

T + h(bb̄) search. The limits are set
in the (mχ,mZ′) and (mZ′ ,mA) plane for the Emiss

T + V (qq) and Emiss
T + h(bb̄) searches,

respectively. The mediator masses mZ′ are excluded up to 650 GeVfor the dark matter
masses mχ of up to 250 GeV. This is consistent with uncertainties with the expected
exclusion limits on the mZ′ mass of up to 700 GeVfor mχ of up to 230 GeV. The mediator
masses mZ′ are excluded up to 2.6 TeVfor the pseudoscalar masses mA of up to 0.6 TeV,
which is consistent with the expected limits on the mZ′ mass of up to 2.5 TeVfor mA of
up to 0.6 TeV. Both limits are significantly improved relative to the previous versions of
the analyses [45, 235].
In addition to the model-dependent upper limits, the model-independent representation
is introduced for the first time for both analyses. The generic upper limits on the visible
cross-section ofW/Z/h+DM events at 95% CL (LRMDs) are presented in separate regions
of the Emiss

T variable to avoid any model assumptions. Limits are calculated at the
detector- and particle-levels, where the latter provides a possibility for phenomenologists
to check various models of the DM production with a given final state. The detector-
level LRMDs for the W+DM, Z+DM, and h+DM events at 95% CL are in the range of
5.1− 755 fb, 3.0− 313 fb, and 1.7− 19.1 fb respectively, depending on the Emiss

T region.
The strongest LRMDs are set in the regions of high Emiss

T due to the drastically falling
SM backgrounds. The h+DM and Z+DM final states show the strongest limits as they
mainly populate the regions with 2 b−tags, which provide the highest sensitivity due to
the very low SM backgrounds. The particle-level LRMDs in a given Emiss

T bin are set by
dividing out the acceptance times efficiency, A × ε, from the detector-level limits. The
resulting A× ε values for the Emiss

T +W/Z(qq) and Emiss
T + h(bb̄) models are in range of

20− 55% and 15− 55%, respectively, depending on the Emiss
T region.
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Validation plots for data-driven Emiss
T

trigger scale factors
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Figure A.1: Validation plots of Emiss
T trigger efficiencies and corresponding scale factors as func-

tion of offline Emiss
T,nomu measured in Emiss

T + V (qq) analysis. The data-to-MC scale factor corrections
are applied for Emiss

T > 150 GeV. Plots for HLT_xe70 (top left), HLT_xe90_mht_L1XE50
(top right), HLT_xe100_mht_L1XE50 OR HLT_xe110_mht_L1XE50 (bottom left) and
HLT_xe110_mht_L1XE50 (bottom right) triggers are shown in data and MC for 1 lepton con-
trol region. Plots are shown for all b−tagged analysis regions together. MC is dominated by W+ jets
and tt̄ events.
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Figure A.2: Validation plots of Emiss
T trigger efficiencies and corresponding scale factors as func-

tion of offline Emiss
T,nomu measured in Emiss

T + h(bb̄) analysis. The data-to-MC scale factor corrections
are applied for Emiss

T > 120 GeV. Plots for HLT_xe70 (top left), HLT_xe90_mht_L1XE50
(top right), HLT_xe100_mht_L1XE50 OR HLT_xe110_mht_L1XE50 (bottom left) and
HLT_xe110_mht_L1XE50 (bottom right) triggers are shown in data and MC for 1 lepton con-
trol region. Plots are shown for all b−tagged analysis regions together. MC is dominated by W+ jets
and tt̄ events.
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Figure B.1: Different variations of scale factors for HLT_xe70 trigger as function of offline Emiss
T,nomu

measured in Emiss
T + h(bb̄) analysis. Figure (a) shows comparison between scale factors derived for

W+ jets only and tt̄ only MC samples. Figure (b) shows comparison between the nominal scale factor fit
starting from 120 GeV and the fit starting from 100 GeV. Figure (c) shows comparison between the scale
factors derived for all b−tagged analysis regions together and for ≥ 1 b−tagged analysis regions. The
nominal fit corresponds to the Emiss

T bins of 2 GeV. The fits for W+ jets MC samples, tt̄ MC samples
and for the extended fit range from 100 GeV corresponds to the Emiss

T bins of 4 GeV, while the fit for
≥ 1 b−tagged analysis regions corresponds to the Emiss

T bins of 10 GeV. This is done due to the lack of
statistics.
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Figure B.2: Different variations of scale factors for HLT_xe90_mht_L1XE50 trigger as function of
offline Emiss

T,nomu measured in Emiss
T + h(bb̄) analysis. Figure (a) shows comparison between scale factors

derived for W+ jets only and tt̄ only MC samples. Figure (b) shows comparison between the nominal
scale factor fit starting from 120 GeV and the fit starting from 100 GeV. Figure (c) shows comparison
between the scale factors derived for all b−tagged analysis regions together and for ≥ 1 b−tagged analysis
regions. The nominal fit corresponds to the Emiss

T bins of 2 GeV. The fits for W+ jets MC samples, tt̄
MC samples and for the extended fit range from 100 GeV corresponds to the Emiss

T bins of 4 GeV, while
the fit for ≥ 1 b−tagged analysis regions corresponds to the Emiss

T bins of 10 GeV. This is done due to
the lack of statistics.
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Figure B.3: Different variations of scale factors for HLT_xe100_mht_L1XE50 OR
HLT_xe110_mht_L1XE50 trigger as function of offline Emiss

T,nomu measured in Emiss
T + h(bb̄)

analysis. Figure (a) shows comparison between scale factors derived for W+ jets only and tt̄ only MC
samples. Figure (b) shows comparison between the nominal scale factor fit starting from 120 GeV and
the fit starting from 100 GeV. Figure (c) shows comparison between the scale factors derived for all
b−tagged analysis regions together and for ≥ 1 b−tagged analysis regions. The nominal fit corresponds
to the Emiss

T bins of 2 GeV. The fits for W+ jets MC samples, tt̄ MC samples and for the extended fit
range from 100 GeV corresponds to the Emiss

T bins of 4 GeV, while the fit for ≥ 1 b−tagged analysis
regions corresponds to the Emiss

T bins of 10 GeV. This is done due to the lack of statistics.
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Figure B.4: Comparison between scale factors in regions with 0 b−tags and in regions with
≥ 1 b−tags as function of offline Emiss

T,nomu measured in Emiss
T + V (qq) analysis. Plots for

HLT_xe70 (top left), HLT_xe90_mht_L1XE50 (top right),HLT_xe100_mht_L1XE50 OR
HLT_xe110_mht_L1XE50 (bottom left) and HLT_xe110_mht_L1XE50 (bottom right) triggers
are shown in data and MC for 1 lepton control region. Scale factors in regions with 0 b−tags are shown
in red. Scale factors in regions with ≥ 1 b−tags are shown in blue.
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Correlation of nuisance parameters
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Figure C.1: Correlation of the nuisance parameters after for the Emiss
T + V (qq) combined binned profile

likelihood fit to the observed data under the background-only hypothesis, µ = 0.
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Figure D.1: The observed (dots) and expected (histograms) distributions of Emiss
T in the 1µCR of the

Emiss
T + V (qq) analysis after the fit to observed data for the merged regime. Plots are shown separately

for the (a) 0b-MW, (b) 0b-SB, (c) 1b-MW, (d) 1b-SB, (e) 2b-MW and (f) 2b-SB event categories. Here,
the abbrevaitions MW and SB stand for the mass window and mass sideband, respectively. The total
background uncertainty is shown as a hatched band. The total background contribution before the fit
to data is shown as a dotted blue line.
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Figure D.2: The observed (dots) and expected (histograms) distributions of Emiss
T in the 1µCR of the

Emiss
T + V (qq) analysis after the fit to observed data for the resolved regime. Plots are shown separately

for the (a) 0b-MW, (b) 0b-SB, (c) 1b-MW, (d) 1b-SB, (e) 2b-MW and (f) 2b-SB event categories. Here,
the abbrevaitions MW and SB stand for the mass window and mass sideband, respectively. The total
background uncertainty is shown as a hatched band. The total background contribution before the fit
to data is shown as a dotted blue line.
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Figure D.3: The observed (dots) and expected (histograms) distributions of Emiss
T in the 2`CR of the

Emiss
T + V (qq) analysis after the fit to observed data for the merged regime. Plots are shown separately

for the (a) 0b-MW, (b) 0b-SB, (c) 1b-MW, (d) 1b-SB, (e) 2b-MW and (f) 2b-SB event categories. Here,
the abbrevaitions MW and SB stand for the mass window and mass sideband, respectively. The total
background uncertainty is shown as a hatched band. The total background contribution before the fit
to data is shown as a dotted blue line.
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Figure D.4: The observed (dots) and expected (histograms) distributions of Emiss
T in the 2`CR of the

Emiss
T + V (qq) analysis after the fit to observed data for the resolved regime. Plots are shown separately

for the (a) 0b-MW, (b) 0b-SB, (c) 1b-MW, (d) 1b-SB, (e) 2b-MW and (f) 2b-SB event categories. Here,
the abbrevaitions MW and SB stand for the mass window and mass sideband, respectively. The total
background uncertainty is shown as a hatched band. The total background contribution before the fit
to data is shown as a dotted blue line.
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E. Distributions in Emiss

T + h(bb̄) 0 lepton signal region, 1 b−tag, after the fit
to data
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Figure E.1: The observed (dots) and expected (histograms) distributions of the invariant mass of the
Higgs boson candidates in the Emiss

T + h(bb̄) signal region with 1 b−tag after the fit to observed data.
Plots are shown separately for the (a) (150, 200) GeV, (b) (200, 350) GeV, (c) (350, 500) GeV and (d)
(500,∞) Emiss

T regions. The red dashed line shows the expected DM signal coming from the Z ′-2HDM
simplified model with (mZ′ ,mA) = (1400, 600) GeV. The total background uncertainty is shown as a
hatched band. The total background contribution before the fit to data is shown as a dotted blue line.
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Figure F.1: The observed (dots) and expected (histograms) distributions of the muon charge in the 1µCR
of the Emiss

T + h(bb̄) analysis with 2 b−tags after the fit to observed data. Plots are shown separately
for the (a) [150, 200) GeV, (b) [200, 350) GeV, (c) [350, 500) GeV and (d) [500,∞) regions of Emiss

T . The
total background uncertainty is shown as a hatched band. The total background contribution before the
fit to data is shown as a dotted blue line.
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Figure F.2: The observed (dots) and expected (histograms) distributions of the muon charge in the 1µCR
of the Emiss

T + h(bb̄) analysis with 1 b−tag after the fit to observed data. Plots are shown separately for
the (a) [150, 200) GeV, (b) [200, 350) GeV, (c) [350, 500) GeV and (d) [500,∞) regions of Emiss

T . The
total background uncertainty is shown as a hatched band. The total background contribution before the
fit to data is shown as a dotted blue line.
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Figure F.3: The observed (dots) and expected (histograms) distributions of the muon charge in the 2`CR
of the Emiss

T + h(bb̄) analysis with 2 b−tags after the fit to observed data. Plots are shown separately
for the (a) [150, 200) GeV, (b) [200, 350) GeV, (c) [350, 500) GeV and (d) [500,∞) regions of Emiss

T . The
total background uncertainty is shown as a hatched band. The total background contribution before the
fit to data is shown as a dotted blue line.
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Figure F.4: The observed (dots) and expected (histograms) distributions of the muon charge in the 2`CR
of the Emiss

T + h(bb̄) analysis with 1 b−tag after the fit to observed data. Plots are shown separately for
the (a) [150, 200) GeV, (b) [200, 350) GeV, (c) [350, 500) GeV and (d) [500,∞) regions of Emiss

T . The
total background uncertainty is shown as a hatched band. The total background contribution before the
fit to data is shown as a dotted blue line.





Appendix G

NLO rescaling: k−factors and
uncertainties
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Figure G.1: The uncertainty on the kσ scale factors for simplified vector (top) and axial-vector (bottom)
mediator models of the Emiss

T + W (qq) (left) and Emiss
T + Z(qq) (right) production are shown in the

(mχ,mZ′) plane. The dashed black line shows the kinematic limit mZ′ = 2mχ.
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Figure G.2: The kA×ε scale factors (left) and corresponding uncertainties (right) for the Emiss
T +W (qq)

(top) and Emiss
T +Z(qq) (bottom) simplified axial-vector mediator models (A1) are shown in the (mχ,mZ′)

plane. The dashed black line shows the kinematic limit mZ′ = 2mχ.
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Upper limits on σvis,W+DM and
σvis,Z+DM for simplified vector mediator
models in bins of Emiss

T
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H. Upper limits on σvis,W+DM and σvis,Z+DM for simplified vector mediator

models in bins of Emiss
T

200 GeV ≤ Emiss
T < 250 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 200 144.65+56.66

−40.42 167.73 57.22+22.41
−15.99 65.86

1 300 142.49+55.82
−39.82 163.11 59.52+23.32

−16.63 68.95
1 400 144.35+56.55

−40.34 163.95 50.65+19.84
−14.15 58.55

1 500 146.51+57.39
−40.94 168.39 46.67+18.28

−13.04 53.70
1 600 149.46+58.54

−41.76 166.51 45.83+17.95
−12.81 52.90

1 700 145.04+56.81
−40.53 164.78 51.85+20.31

−14.49 59.93
1 800 156.13+61.16

−43.63 174.52 50.86+19.92
−14.21 58.79

1 900 151.16+59.21
−42.24 171.53 51.77+20.28

−14.47 58.87
1 1000 148.97+58.35

−41.63 164.48 52.01+20.37
−14.53 59.94

1 2000 160.40+62.83
−44.82 182.94 51.73+20.26

−14.46 60.01
10 10 154.70+60.60

−43.23 177.11 — —
10 10000 148.70+58.25

−41.55 169.03 47.70+18.69
−13.33 56.08

50 95 143.53+56.22
−40.11 150.73 — —

50 300 141.02+55.24
−39.41 159.92 — —

150 10 152.45+59.71
−42.60 169.48 55.51+21.74

−15.51 66.44
150 1000 156.04+61.12

−43.60 179.30 40.32+15.80
−11.27 45.80

500 10 143.95+56.39
−40.23 161.58 48.07+18.83

−13.43 55.37
500 995 162.54+63.67

−45.42 185.45 54.61+21.39
−15.26 61.80

500 2000 153.68+60.20
−42.95 178.53 51.69+20.25

−14.45 59.67
500 10000 156.27+61.21

−43.67 173.07 55.11+21.59
−15.40 63.25

1000 10 156.82+61.43
−43.82 171.65 46.47+18.20

−12.99 53.55
1000 1000 152.96+59.92

−42.74 178.32 39.83+15.60
−11.13 46.02

1000 1995 148.63+58.22
−41.53 174.18 50.56+19.80

−14.13 58.61

Table H.1: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [200, 250) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points
as indicated in the first column. The largest variation in the Emiss

T +W (qq) (Emiss
T + Z(qq)) expected

limits is 15% (40%). The weakest limits on the Emiss
T +W (qq) and Emiss

T + Z(qq) production in a given
Emiss

T bin correspond to the (mχ,mZ′) = (500, 995) GeV (red) and (mχ,mZ′) = (1, 300) GeV (blue)
points, respectively.
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250 GeV ≤ Emiss
T < 300 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 200 — — 25.38+9.94

−7.09 37.49
1 300 49.83+19.52

−13.93 43.02 25.41+9.95
−7.10 34.86

1 400 43.63+17.09
−12.19 41.02 27.63+10.82

−7.72 41.10
1 500 43.11+16.89

−12.05 39.92 23.84+9.34
−6.66 32.38

1 600 42.49+16.64
−11.87 41.17 22.86+8.95

−6.39 28.12
1 700 44.20+17.31

−12.35 42.27 26.43+10.35
−7.39 36.84

1 800 40.96+16.04
−11.45 38.11 25.63+10.04

−7.16 36.56
1 900 41.86+16.40

−11.70 36.56 25.31+9.91
−7.07 36.43

1 2000 38.10+14.92
−10.65 34.85 28.96+11.34

−8.09 39.06
10 10000 40.50+15.86

−11.32 36.68 24.15+9.46
−6.75 32.55

150 1000 46.31+18.14
−12.94 39.24 24.41+9.56

−6.82 30.96
500 10 46.27+18.13

−12.93 47.73 22.08+8.65
−6.17 30.74

500 995 49.72+19.47
−13.89 47.74 27.81+10.89

−7.77 40.57
500 2000 43.17+16.91

−12.06 41.14 21.79+8.54
−6.09 28.56

500 10000 41.04+16.07
−11.47 44.24 25.64+10.04

−7.16 38.18
1000 10 42.88+16.80

−11.98 38.48 23.76+9.31
−6.64 33.39

1000 1000 44.29+17.35
−12.38 44.10 22.88+8.96

−6.39 34.82
1000 1995 46.40+18.18

−12.97 43.86 22.72+8.90
−6.35 29.24

Table H.2: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [250, 300) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points as
indicated in the first column.The largest variation in the Emiss

T +W (qq) (Emiss
T +Z(qq)) expected limits

is 25% (25%). The weakest limits on the Emiss
T +W (qq) and Emiss

T + Z(qq) production in a given Emiss
T

bin correspond to the (mχ,mZ′) = (1, 300) GeV (red) and (mχ,mZ′) = (1, 2000) GeV (blue) points,
respectively.
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H. Upper limits on σvis,W+DM and σvis,Z+DM for simplified vector mediator

models in bins of Emiss
T

300 GeV ≤ Emiss
T < 400 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 300 27.80+10.89

−7.77 36.40 17.69+6.93
−4.94 28.15

1 400 26.76+10.48
−7.48 27.57 14.43+5.65

−4.03 24.12
1 500 29.10+11.40

−8.13 31.54 15.82+6.20
−4.42 26.46

1 600 27.30+10.70
−7.63 28.23 14.32+5.61

−4.00 24.52
1 700 25.51+9.99

−7.13 28.76 18.48+7.24
−5.16 31.11

1 800 30.04+11.77
−8.39 35.04 16.28+6.38

−4.55 27.49
1 900 26.81+10.50

−7.49 27.49 16.68+6.53
−4.66 29.22

1 2000 36.09+14.14
−10.08 40.64 17.74+6.95

−4.96 30.20
10 10000 29.64+11.61

−8.28 31.01 13.93+5.46
−3.89 23.29

1000 10 29.53+11.57
−8.25 30.88 17.28+6.77

−4.83 29.75
1000 1000 27.97+10.96

−7.82 30.18 17.23+6.75
−4.81 31.21

1000 1995 33.10+12.97
−9.25 36.46 16.12+6.31

−4.50 27.23
150 1000 30.23+11.84

−8.45 30.01 17.84+6.99
−4.99 30.19

500 10 29.95+11.73
−8.37 33.57 13.51+5.29

−3.78 22.79
500 995 32.02+12.54

−8.95 36.16 15.82+6.20
−4.42 25.82

500 2000 30.86+12.09
−8.62 37.41 17.62+6.90

−4.92 32.78
500 10000 27.43+10.74

−7.66 30.02 17.09+6.69
−4.78 27.71

Table H.3: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [300, 400) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points as
indicated in the first column. The largest variation in the Emiss

T +W (qq) (Emiss
T +Z(qq)) expected limits

is 35% (30%). The weakest limits on the Emiss
T +W (qq) and Emiss

T + Z(qq) production in a given Emiss
T

bin correspond to the (mχ,mZ′) = (1, 2000) GeV (red) and (mχ,mZ′) = (1, 700) GeV (blue) points,
respectively.
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400 GeV ≤ Emiss
T < 600 GeV

Emiss
T +W (qq) Emiss

T + Z(qq)

(mχ,mZ′) [GeV] σexp
vis,W+DM [fb] σobs

vis,W+DM [fb] σexp
vis,Z+DM [fb] σobs

vis,Z+DM [fb]
1 300 11.76+4.61

−3.29 13.23 7.13+2.79
−1.99 6.92

1 400 11.12+4.36
−3.11 8.81 7.95+3.12

−2.22 7.50
1 500 10.18+3.99

−2.85 8.39 8.63+3.38
−2.41 8.17

1 600 11.05+4.33
−3.09 8.82 7.65+3.00

−2.14 7.29
1 700 11.49+4.50

−3.21 9.71 8.07+3.16
−2.26 8.27

1 800 11.09+4.34
−3.10 8.91 8.44+3.31

−2.36 8.30
1 900 10.97+4.30

−3.07 8.89 7.38+2.89
−2.06 7.11

1 1000 — — 8.63+3.38
−2.41 8.04

1 2000 11.76+4.60
−3.28 9.89 8.74+3.42

−2.44 8.44
10 10000 12.32+4.83

−3.44 9.65 7.89+3.09
−2.21 7.39

150 1000 10.58+4.14
−2.96 8.98 7.76+3.04

−2.17 7.63
500 10 11.06+4.33

−3.09 8.64 7.30+2.86
−2.04 6.91

500 995 12.21+4.78
−3.41 10.25 7.68+3.01

−2.14 7.04
500 2000 11.65+4.57

−3.26 9.87 9.08+3.56
−2.54 9.24

500 10000 12.38+4.85
−3.46 9.62 8.69+3.40

−2.43 8.83
1000 10 11.58+4.54

−3.24 9.14 7.51+2.94
−2.10 7.44

1000 1000 10.79+4.23
−3.02 8.94 8.40+3.29

−2.35 7.55
1000 1995 12.64+4.95

−3.53 9.67 8.11+3.18
−2.27 8.42

Table H.4: Upper limits at 95% CL on σvis,W+DM and σvis,Z+DM in the [250, 300) GeV region of Emiss
T .

The limits are calculated using a range of simplified vector mediator models with the (mχ,mZ′) points
as indicated in the first column. The largest variation in the Emiss

T +W (qq) (Emiss
T + Z(qq)) expected

limits is 20% (25%). The weakest limits on the Emiss
T +W (qq) and Emiss

T + Z(qq) production in a given
Emiss

T bin correspond to the (mχ,mZ′) = (1000, 1995) GeV (red) and (mχ,mZ′) = (500, 2000) GeV (blue)
points, respectively.





Appendix I

Upper limits on σvis,h+DM for Z ′-2HDM
models in bins of Emiss

T

Emiss
T + h(bb̄), 150 GeV ≤ Emiss

T < 200 GeV
(mZ′ ,mA) [GeV] σexp

vis,h+DM [fb] σexp
vis,h+DM [fb] -2σ [fb] -1σ [fb] +1σ [fb] +2σ [fb]

400 500 10.495 14.640 5.633 7.562 14.606 19.581
600 200 8.182 10.917 4.391 5.895 11.386 15.264
600 500 10.519 13.115 5.646 7.579 14.639 19.625
800 300 7.869 10.468 4.224 5.670 10.952 14.681
800 500 8.666 11.305 4.651 6.244 12.061 16.168
800 700 8.309 10.838 4.459 5.987 11.563 15.501
1000 400 8.563 11.177 4.596 6.170 11.918 15.977
1000 600 7.966 10.593 4.276 5.740 11.086 14.862
1000 800 8.183 10.718 4.392 5.896 11.389 15.267
1200 800 8.225 11.127 4.415 5.927 11.447 15.346

Table I.1: Upper limits at 95% CL on σvis,h+DM in the [200, 350) GeV region of Emiss
T . The limits are

calculated using a range of Z ′-2HDM models with the (mZ′ ,mA) points as indicated in the first column.
The largest variation in the Emiss

T + h(bb̄) expected limits is 15%. The weakest expected limit in a given
Emiss

T bin corresponds to the (mZ′ ,mA) = (600, 500) GeV point (red).



206 I. Upper limits on σvis,h+DM for Z ′-2HDM models in bins of Emiss
T

Emiss
T + h(bb̄), 350 GeV ≤ Emiss

T < 500 GeV
(mZ′ ,mA) [GeV] σexp

vis,h+DM [fb] σexp
vis,h+DM [fb] -2σ [fb] -1σ [fb] +1σ [fb] +2σ [fb]

800 200 1.453 1.910 0.780 1.047 2.022 2.711
1000 400 1.454 1.904 0.780 1.048 2.024 2.713
1000 600 1.525 2.046 0.818 1.099 2.122 2.844
1200 300 1.682 2.406 0.903 1.212 2.341 3.138
1200 500 1.505 2.023 0.808 1.084 2.095 2.808
1200 800 1.484 1.995 0.797 1.070 2.066 2.770
1200 800 1.484 1.995 0.797 1.070 2.066 2.770
1400 600 1.708 2.418 0.917 1.231 2.378 3.187
1400 800 1.562 2.149 0.839 1.126 2.175 2.915
1600 800 1.701 2.431 0.913 1.226 2.368 3.174

Table I.2: Upper limits at 95% CL on σvis,h+DM in the [350, 500) GeV region of Emiss
T . The limits are

calculated using a range of Z ′-2HDM models with the (mZ′ ,mA) points as indicated in the first column.
The largest variation in the Emiss

T + h(bb̄) expected limits is 10%. The weakest expected limit in a given
Emiss

T bin corresponds to the (mZ′ ,mA) = (1400, 600) GeV point (red).
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