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C H A P T E R 1

Introduction

Modern laser cooling [Cohen-Tannoudji 98a, Phillips 98, Chu 98] and evaporative cool-
ing made it possible to observe in 1995 [Ketterle 02, Cornell 02] the accumulation of a
macroscopic number of alkaline atoms in a single quantum state, called Bose-Einstein
condensation [Einstein 27]. Today, these systems provide a very precise control of the
experimental parameters [Bloch 08]:

• The control of the trapping potential makes it possible to let the atoms evolve in dif-
ferent geometries. This is especially interesting in order to study low-dimensional sys-
tems. For example it was possible to observe a gas of bosons in the Tonks-Giradeau
regime in one dimension (1D) [Kinoshita 04, Paredes 04] and the Berezinskii-Kosterlitz-
Thouless (BKT) transition in two dimensions (2D) [Hadzibabic 06].

• Inter-particle interactions are well controlled by Fano-Feshbach resonances, which
can be controlled by magnetic fields [Chin 10].

• The atomic density profile can be directly imaged, either by measuring the absorption
of a resonant laser traversing the cloud or by measuring the fluorescence emitted by
the illuminated atoms.

Therefore, it is now possible to realize ideal systems, which allow us to simulate complex
theoretical problems from Condensed Matter Physics. Two emblematic examples perfectly
illustrate this possibility: the realization of the Mott transition in the Bose-Hubbard
model, which describes the competition between inter-atomic interactions and hopping in
the lattice [Greiner 02], and the observation of the BEC-BCS crossover, see [Greiner 03,
Bourdel 04] and references therein.

In this context, the group of Pr. Alain Aspect has pioneered another type of quantum
simulators: the study of ultracold atoms in controlled disordered potentials [Clément 05,
Sanchez-Palencia 07, Billy 08]. Studying such disordered systems is of utmost interest:
they lie at the heart of many fundamental phenomena, such as Anderson localization in
disordered electronic conductors [Anderson 58], superfluidity in porous media [Reppy 92],
and possibly high-Tc superconductivity [Goldman 98]. In spite of extensive studies, the
understanding of such systems remains an exciting but formidable task, many issues still
being unresolved or even controversial (see e.g.[Weichman 08, Aspect 09, Lagendijk 09,
Sanchez-Palencia 10, Burmistrov 12]).

When I arrived in the end of 2008, the team had just proven the potential of their
experimental setup with the landmark experiments in which they observed the celebrated
Anderson Localization (AL) in one dimension [Billy 08, Roati 08] shown in Fig. 1.1. AL
is the most emblematic effect of disorder, describing the appearance of localized states
due to interference between many scattering amplitudes associated with the diffusion of
a single quantum particle. Motivated by the success of those experiments we aimed to
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Figure 1.1: Anderson Localization in 1D [Billy 08]. a) A very dilute condensate is
created in a hybrid trap (The magnetic field is present in grey). b) When the magnetic
trap is switched off, the condensate propagates along the optical guide in the presence
of a weak disorder and stops after ∼ 1s. c) Profile in a semilogarithmic scale once the
stationary localized regime has been reached. The exponential decay, emblematic for
AL, is clearly visible.

first refine our understanding of AL in one dimension (1D) and then to transpose the
set-up to the higher dimensional case. In fact, AL depends strongly on the dimension
of the system [Abrahams 79]. A quantum phase transition around a mobility edge is
predicted in three dimensions (3D). This mobility edge corresponds to an energy threshold
separating localized from extended states. Determining the value of that mobility edge
and exploring the critical regime around it remains a challenge for microscopic theory,
numerical simulations, and experiments [Lagendijk 09]. Nowadays, the originally very
abstract concept of AL has even gained some importance for possible applications in
optical fibers [Karbasi 12] and possibly even the optimization of the efficiency of solar
panels [Vynck 12].

Thesis

This thesis was realized in the Atom Optics group, led by Alain Aspect, in Palaiseau. The
results presented in the following were only made possible by the shared effort of all the
team members, that I had the pleasure to work with; most importantly Vincent Josse (our
team leader), Alain Bernard, Kilian Müller (the PhD students) and Patrick Cheinet (the
PostDoc).

At the beginning of my PhD, we substantially improved our setup of a guided atom
laser [Bernard 11]. The first goal was to further study 1D AL by making measurements
analogous to conductance measurements in condensed matter physics. With the improved
apparatus, such studies seemed possible, but we saw a higher possible impact by an in-
vestigation of AL in three dimensions (3D) and in the following focused our work on this
new subject.

To investigate 3D AL, we transposed the successful scheme that allowed for the obser-
vation of one-dimensional Anderson Localization to the three dimensional case. Therefore,
we designed a new magnetic levitation and created a very fine-grained disorder by the co-
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0 s 2 s 4 s 6 s

 Initial Bose Einstein Condensate
Localized part (emerging at long time)

among a di"usive part

Time evolution ( disorder + magnetic levitation to cancel gravity) 

Figure 1.2: Evidence of 3D localization (from [Jendrzejewski 12a]). By monitoring
(via in-situ fluorescence imaging) the time evolution of the atomic density in a strong
disorder, we observe the emergence of a localized fraction among a slowly diffusing part.

herent superposition of two laser speckle fields. At the point where we were finally able
to start our experiments on Anderson Localization in 3D, Alain and Patrick sadly had
to leave our team on their chase for new challenges. Luckily the newest team member
Kilian Müller arrived in this very exciting period. In these experiments, we monitored the
three-dimensional expansion of an initial BEC in the presence of a quasi-isotropic laser
speckle disorder and observed an atomic cloud composed of two components: a localized
and a diffusive part (see Fig. 1.2). The comparison of those experiments to theoretical
predictions led to a close and very fruitful collaboration with our theory team of Marie
Piraud, Luca Pezzé and Laurent Sanchez-Palencia.

Clear as those experiments on AL in 1D and 3D were, none of these experiments
includes a direct evidence of the role of quantum interferences. Interestingly, a first order
manifestation of coherence even in a weak disorder is observable. The interference between
multiple scattering paths leads to the phenomenon of coherent backscattering (CBS),
i.e. the enhancement of the scattering probability in the backward direction, due to
a quantum interference of amplitudes associated with two opposite multiple scattering
paths [Watson 69, Tsang 84, Akkermans 86, Langer 66, Gor’kov 79, Abrahams 79].

In the last part of my PhD we worked on the direct observation of such a CBS peak,
which is a direct signal of the role of quantum coherence in quantum transport in disordered
media. A cloud of non-interacting ultra-cold atoms was launched with a narrow velocity
distribution in an elongated laser speckle disordered potential. Time of flight imaging,
after propagation time t in the disorder, directly yield the momentum distribution shown
in Fig. 1.3. The most important feature for us is the large visibility peak, which builds
up in the backward direction, as it corresponds to the CBS signal.

Outline of the manuscript

• Chapter 2: In this introductory chapter, we start the discussion of the coherent
propagation of waves, i.e. ultracold atoms, in disordered potentials. In this chapter

te
l-0

08
09

29
0,

 v
er

si
on

 1
 - 

8 
Ap

r 2
01

3
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t = 2.5 mst = 1.5 ms
t = 0 ms

0
pi

Coherent Backscattering 

Peak

Intial BEC

Figure 1.3: Coherent backscattering (from [Jendrzejewski 12b]). We monitor the time
evolution of the momentum distribution (via time of flight imaging) of a BEC launched
initially with a narrow velocity distribution. We observe a ring that corresponds to
a redistribution of the momentum directions, due to the scattering on a conservative
disordered potential. In the backwards directions a large visibility peak, corresponding
to the coherent backscattering signal, builds up.

we intend to show the fundamental importance of interference phenomena on the
transport properties of the system, as it can lead to the suppression of transport
known as Anderson Localization. We further provide the larger overview of exper-
imental achievements on AL in the different fields of physics, from classical waves
over condensed matter to ultracold atoms.

• Chapter 3: In this second chapter we present the apparatus, which we constructed
in order to perform experiments on Anderson Localization in 3D. We give an overview
over the experimental techniques used to produce and to control a cloud of ultracold
atoms. We discuss the magnetic levitation and the evaporation in the dipole trap,
which were finished in this PhD, in some detail.

• Chapter 4: At this point we characterize the properties of the disordered light
potential applied to the atoms. It is provided by a speckle potential created by the
diffraction of a laser on a rough surface. We show that this disorder is particularly
well-controlled and understood as we can completely describe it by its well know cor-
relation length and disorder amplitude. Finally, we discuss how a three-dimensional
fine-grained disorder is created by the coherent superposition of two perpendicular
speckle fields.

• Chapter 5: Having presented the essential ingredients of our experiments, we turn
our attention to the most important notions which are necessary for the discussion
of our experiments on 3D AL. In the first part we introduce a phenomenological
description of the disorder strength. The discussion of the celebrated scaling theory
allows us to show that all states are localized in infinite 1D and 2D systems. Further
it demonstrates that there is a mobility edge in 3D between the diffusive high energy
states and the localized low energy states, which are embedded in the strong disorder.
In the second part of this chapter, we discuss the microscopic quantities governing
the quantum transport of ultracold atoms.

• Chapter 6: At this point we have introduced all the tools needed for the discussion
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Introduction 13

of our expansion experiments on 3D Localization. In a first step, we point out the
key points of those experiments in 1D and how we transposed them into our 3D
set-up. We then discuss throughout the rest of the chapter in depth our experiments
on 3D Localization.

• Chapter 7: We end this manuscript with our findings on Coherent Backscattering
of ultracold atoms. After a quick introduction, we explain how we can extract from
the evolution of the momentum distribution of the cloud in the disorder important
transport quantities, like the scattering time and the transport time. We analyze
the time evolution of the Coherent Backscattering signal and end the chapter with
first results on the energy dependance of the different transport quantities.
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C H A P T E R 2

Wave propagation in disorder

Quantum transport differs from classical transport by the crucial role of coherence effects.
In the case of disordered media, it can lead to the complete cancelling of transport when the
disorder is strong enough: this is the celebrated Anderson localization (AL) [Anderson 58].
We briefly discuss how interferences can lead to weak localization, which is a precursor
of AL, and give a short review of some important experiments on the subject. We then
discuss some general properties of AL and the state-of-the-art of the experimental findings
on this fascinating and rapidly evolving subject.

2.1 Interference and disorder

Whenever a monochromatic wave is diffracted, interference patterns arise. For example,
an interference pattern behind a circular aperture exhibits a set of concentric rings, al-
ternating between bright and dark, resulting from constructive or destructive interference
(see Fig. 2.1 a). According to Huygens’ principle, this interference picture is obtained
from the coherent sum over all possible paths through the aperture. The phase associated
with each amplitude is proportional to the path length of the scattered wave divided by
its wavelength λ.

a) b)

Figure 2.1: Diffraction patterns. a) Diffraction pattern of a monochromatic wave on
a circular hole. (Image from [Akkermans 07]) b) The diffraction of a monochromatic
wave on a thick disorder diffuser yields the presented speckle pattern.

Let us now turn to the diffraction of a coherent source by a thin obstacle whose density
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16 Chap 2 - Wave propagation in disorder

fluctuates in space on a scale comparable to the wavelength of the incoming wave. The
resulting interference pattern consists of a random distribution of bright and dark areas,
as seen in Figure 2.1 b), called a speckle. As long as the obstacle is thin enough, a wave
scatters only once in the random medium on its way to the screen. In a thick medium on
the other hand, the wave undergoes multiple scattering. Even after this multiple scattering
the phase associated to each path is well determined, coherence preserved and the speckle
pattern persists.

This interference pattern might be destroyed in different ways. For an incoherent
source, the point sources are out of phases for distances larger than the coherence length
Lφ. When we illuminate the aperture by an incoherent source of coherence length much
smaller than the size of the aperture, the diffraction patterns of the point sources have to
be summed incoherently and the interference pattern on the screen disappears. On the
other hand, it is possible to employ a coherent light source and rapidly move the obstacle
in its plane in a random fashion. In this case, it is the persistence of the detector that
averages over many different displaced diffraction patterns and the interference pattern
disappeares. These are examples of how interference effects may vanish as the information
about the phase gets washed out upon averaging.

2.1.1 Interferences in electron transport in disordered media

The previous idea of wave propagation through a disordered medium also applies to the
transport of electrons in metals. In this case, the impurities in the metal are analogous
to the scatterers in the optical medium, and the quantity analogous to the intensity is
the electrical conductivity. In most cases transport has to be studied for macroscopic
samples, with a size bigger than the coherence length Lφ, where one expects interference
to be washed out. This makes it possible to treat physical phenomena, such as electrical
or thermal transport, employing an essentially classical approach, where we neglect the
interference between different paths. The enormous success of this classical approach,
developed by Drude, led to the belief that coherent effects would be of no importance for
the understanding of transport experiments.

In the 1980s a series of experiments allowed to test these coherence properties for the
transport of electrons in more detail. Webb et al. observed the influence of a homogenous
magnetic field on the conductance of a very fine metal ring [Webb 85]. Changing the
strength of the field changes the relative phase between the top and bottom path through
the ring(see picture 2.2 a). The shift of this relative phase and the resulting modified inter-
ference pattern manifests itself in oscillations of the conductivity . This is the celebrated
Aharonov-Bohm effect [Aharonov 59].

One can also perform the experiment with a cylinder that is much longer than the
coherence length, instead of a thin wire. The measured signal after this cylinder can
then be interpreted as an average over an ensemble of identical, uncorrelated rings from
the experiments by Webb. The experiments by Sharvin and Sharvin, performed in this
configuration, showed (Fig. 2.2 b) that even after this ensemble average the observed signal
was not flat, but oscillating with a period half as long as in the previous experiments. 1

1It is interesting that things went historically the inverse way. In 1981, the observations by Sharvin
and Sharvin were no surprise to the experimentalists and "only" confirmed theoretical predictions of the
weak localization phenomena. In 1985, Webb et al. even argued that a merit of their experiment was to
not observe the effect of this weak localization.
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2.2 From weak localization... 17

a) b)

Figure 2.2: Phase coherence effects in disordered conductors. a) The experiments
by Webb et al. on the conductance oscillations in a thin ring [Webb 85]. The oscillation
period as a function of the flux in the ring is h/e. b) The experiments by Sharvin and
Sharvin in a very long cylinder. Oscillations in conductance through this macroscopic
sample persist, but their frequency has halve to h/2e [Sharvin 81].

Those experiments have shown that quantum interference effects due to disorder can
have important manifestations even on a macroscopic scale after ensemble averaging.

2.2 From weak localization...

To understand the nature of these coherence effects, we will consider the propagation of
a wave in a disordered medium, modeled by an random ensemble of point scatterers. We
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a) b)

Figure 2.3: Propagation in the disorder. a) The initial wave ki enters the disorder
at the point r1. It travels to the endpoint r2 with some amplitude f(r1, r2) and leaves
the disorder with a wave vector kf . b) Schematic representation of the amplitude
f(r1, r2):The propagation from the initial point to the end point can be done on one of
the trajectories aj . On each of them the wave accumulates a phase δj .
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18 Chap 2 - Wave propagation in disorder

are then interested in the amplitude corresponding to the diffraction from the initial plane
wave ki into another wave kf after the propagation in the medium (as shown in Fig. 2.3
a). It may be written in the form

A(kf , ki) =
∑

r1,2

f (r1, r2) ei(ki·r1−kf ·r2) , (2.1)

where f(r1, r2) is the amplitude associated with the propagation from r1 to r2 (Fig 2.3 b)
and without loss of generality ∆φ = (ki · r1 − kf · r2) is the phase difference between the
incoming and outgoing wave. The wave propagates between these endpoints on various
trajectories. Each of these trajectories has a certain amplitude |aj | and an associated
phase δj . We can then express f(r1, r2) as a sum of those different paths

f(r1, r2) =
∑

j

|aj |eiδj (2.2)

Finally, the probability associated to A(kf , ki) is given by

P (kf , ki) = |A(kf , ki)|2 (2.3)

=
∑

r3,4

∑

r1,2

f (r1, r2) f∗ (r3, r4) ei(ki·r1−kf ·r2)ei(kf ·r4−ki·r3) (2.4)

We now have to apply the ensemble average, noted by . . ., over different disorder
realizations to Eq. (2.4). We note that most of the terms in the product f (r1, r2) f∗ (r3, r4)
average to zero due to the random phase accumulated on the different trajectories. The
only contributing terms are those for which the relative phases vanish. This can only occur
for pairs of trajectories, with exactly the same sequence of scattering events, either in the
same or in the opposite direction (Fig. 2.4).

r1
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ki
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f
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r
2

ki

k
f

a) b)

Figure 2.4: Trajectories with vanishing relative phase. a) Both trajectories are
travelled through in the same direction. This contribution is the classical intensity. b)
The trajectories are passed through in opposite directions. This term is at the origin of
the weak localization and the coherent backscattering effect.

This leaves only two contributions to the ensemble-averaged probability. For the co-
propagating path it implies directly that r1 = r3 and r2 = r4, and for the counter-
propagating paths we find r1 = r4 and r2 = r3. Hence, the average probability is given
by

P (kf , ki) =
∑

r1,2

|f(r1, r2)|2(1 + ei(kf +ki)·(r1−r2)) , (2.5)
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2.2 From weak localization... 19

where the ∆φ = (kf + ki) · (r1 − r2) in the second term is the phase difference of the
counter-propagating trajectories. This phase factor depends on the scattering positions
r1,2 and vanishes in general upon ensemble averaging. There are two very interesting and
important exceptions to this.

a) b)k
i

k
i

k
f

k
f

Figure 2.5: The weak localization and coherent backscattering trajectories. a)
The CBS peak appears in the backwards direction. b) The weak localization correction.

• Coherent Backscattering (CBS): Constructive interferences persist, if

kf = −ki . (2.6)

This means that the probability of scattering in the direction opposite to the incident
one, is doubled to any other direction (Fig.2.5 a).2 This phenomena is known as
coherent backscattering is discussed in detail in Ch. 7

• Weak Localization (WL): The other very interesting exception are the terms for
which

r1 = r2 . (2.7)

They correspond to closed multiple scattering trajectories as shown in Fig. 2.5 b).
They probability of return to the origin is therefore enhanced by these quantum
interferences. This increased return probability will diminish the ability of the wave
to travel through the disorder and diminish the conductivity, a phenomena known
as weak localization.

2.2.1 Experiments on weak localization and backscattering

The discussed mechanism of weak localization and coherent backscattering was initially
proposed by several theoretical groups. Interestingly, those ideas were developed in par-
allel in the distinct physical fields we have discussed; in optics [Watson 69, de Wolf 71,
Barabanenkov 73, Tsang 84, Akkermans 86] and at the same time in the context of con-
densed matter physics [Langer 66, Gor’kov 79, Abrahams 79]. In condensed matter, the
weak localization phenomenon (see e.g. [Altshuler 82, Akkermans 07]) is responsible for
the anomalous resistance of thin metallic films [Dolan 79, Bishop 80, Van Den Dries 81]

2Actually, the CBS has a finite width as we will explain in Ch. 7.
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20 Chap 2 - Wave propagation in disorder

and its variation with an applied magnetic field [Bergmann 84]. For example, studies on
the magnetoresistance of thin Mg films showed convincing proof of weak localization (Fig.
2.6 a). In such experiments the applied magnetic field dephases the counter-propagating
paths. This diminishes the effect of WL and leads to the observed decrease of the resis-
tance. It seems very difficult to directly observe CBS of electrons and we are not aware
any experiments on this.

a)
b)

� �� �� � � � � � 	 
 �
R.lOOii�  � � � � �

� � � � �
Figure 2.6: Experiments on WL and CBS. a) Measurements of the magnetoresistance
of Mg films [Bergmann 84]. The magnetic field dephases the loops and diminishes
the effect of the WL, which leads to the observed decrease of the resistance. b) The
backscattered intensity is observed and yields an enhancement factor of 2[Wiersma 95].
The continuous black line is the theoretical prediction for the shape of the CBS peak
[Akkermans 86].

As WL is ubiquitous to wave physics the theoretical predictions triggered considerable
experimental efforts to observe further direct signatures of weak localization in classi-
cal waves. Shortly thereafter, coherent backscattering was observed in optics [Kuga 84,
van Albada 85, Wolf 85]. Still, it took another ten years after the first observation of
coherent backscattering until the doubling of the backscattered amplitude was observed
by Wiersma et al. in 1995 [Wiersma 95] (see Fig. 2.6 b). In the following, CBS of
light has been observed in a numerous situations of multiple scattering: in suspensions
of liquid diffusers [Kuga 84, Wolf 85], on cold atoms [Labeyrie 99], with speckle fields
[van Tiggelen 90], and even with incoherent light like the light from the sun [Okamoto 96,
Lenke 97]. Nowadays, the study of CBS was extended to other systems of classical waves
like acoustics [Bayer 93, Tourin 97] and seismology [Larose 04].

2.3 ... to the suppression of transport - Anderson Localiza-

tion

The presented theoretical and experimental studies are the first order manifestation of
interference effects on quantum (or wave) transport through disorder media. They clearly
showed that quantum transport differs from classical transport by the crucial role of
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2.3 ... to the suppression of transport - Anderson Localization 21

coherence effects. They can even lead to the complete suppression of transport when
the disorder is strong enough: the famous Anderson localization [Anderson 58]. In this
localized regime, the propagation is inhibited and the wave (or quantum particle) remains
localized around its initial position. Anderson showed further that the localized wave
function has a spatial exponential decay from the point of localization with a localization
length ξ.

As so often in physics, the historical development of localization did not follow the logics
of how localization is often presented nowadays. Initially predicted by P.W. Anderson
for spins or electrons in "certain random lattices" in 1958, the importance of AL was
underestimated for a long time. This was probably due to the complexity of the paper
and the absence of a clear physical mechanism giving rise to localization.3

For some years, it was Mott4 and coworkers, who sustained the study of Anderson
Localization. They gave a qualitative criterion of when the localization should arise.
As the influence of the disordered medium is increased, the approach outlined in the
previous section breaks down when the wavelength λdB of the incident wave becomes
of the same order of magnitude as the mean free path l, the typical distance between
successive scattering events. Then the particle is continuously scattered by the disorder
and can not propagate anymore. Effectively, a transition from the diffusive regime to
the strongly or Anderson localized regime, where the transport stops, takes places. The
position of this transition, called mobility edge, is given by the Ioffe-Regel criterion kl ≈ 1
[Ioffe 60].

Only in the 70s and 80s, twenty years after Anderson’s pioneering paper, the interest
in localization increased considerably and our current picture of localization emerged. At
this point, people understood that localization should highly depend on the dimension-
ality of the system. Initial pioneering works by Langer [Langer 66], Wegner [Wegner 76],
Thouless [Thouless 77], and Gorkov [Gor’kov 79] layed then the ground for the scaling the-
ory by Abrahams, Anderson, Licciardello and Ramakrishnan [Abrahams 79]; the so-called
"gang of four". From the scaling theory the importance of interferences for localization
became clearer [Lee 85] and the previously presented experimental investigations on weak
localization started. Further, it was shown in this context that all states are localized in a
one dimensional systems even in the presence of very weak disorder [Landauer 70]. This
is also the case in 2D, although here the localization length increases exponentially when
the influence of disorder decreases.5 In 3D, the behavior is quite different: there is a real
phase transition between a diffusive regime and a localization regime. Here the critical
exponents (s and ν) characterizing the transition can be defined in part by the evolution
of the characteristic parameters of the system around the transition, namely the diffusion
constant and the localization length:

D ∝ |E − EC |s for E ≥ EC (2.8)

ξ ∝ |EC − E|−ν for E ≤ EC , (2.9)

where E is the wave energy and EC the critical energy corresponding to the transi-
tion. In the community there is now general agreement, based on numerical simulations,

3An excellent review on AL in general and its historical evolution can be found in the book "50 years
of Anderson Localization" edited by E. Abrahams [Anderson 10].

4The father of the celebrated Mott transition.
5The possible existence of a mobility edge in 2D, strongly supported by Mott, had been subject of a

long going debate before.
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22 Chap 2 - Wave propagation in disorder

[Kramer 93] that both exponents are s = ν = 1.58. But even 50 years after the pioneering
work of Anderson, there is still no analytical prediction for the position of the mobility edge
and an experimental determination of the critical exponents remains a major challenge.

2.3.1 Experiments on Anderson Localization

Anderson localization has of course been the subject of numerous experimental studies
[Lee 85, Kramer 93]. Originally predicted in the context of condensed matter, the first
studies have been conducted in electronic systems. The study of the consequences of weak
localization were therefore extended to the ones of strong localization regime. Measure-
ments of the conductivity and dielectric susceptibility of 2D disordered semiconductors,
silicon doped [Rosenbaum 83] and AlxGa1−xAs [Katsumoto 87], allowed the first obser-
vations of the metal-insulator transition in the 80’s. However, interactions between elec-
trons and the presence of thermal excitations made quantitative measurements in such
electronic systems very delicate and better controlled systems were needed. One actually
had to wait until 1997 to have experimental evidence for Localization in 1D electronic
conductors [Gershenson 97].

a)

b) c)

� � � � � � � �� �� �� �� � � � � � � �  ! ! "y
y
y

Figure 2.7: Anderson localization of classical waves. Anderson Localization of clas-
sical waves has been observed, for example, with a) photonic crystals [Schwartz 07] b)
ultrasound [Hu 08] and c) light [Wiersma 97].

Since the 90s, Anderson Localization is therefore also studied outside of the field of
condensed matter in other systems, which are easier to monitor (see Fig. 2.7). Being
linked to the presence of interferences, AL is observable in all wave systems: as well clas-
sical as quantum. In particular, the previously mentioned observations of CBS in the
1980s and a proposal of S. John [John 88] in 1988 have stimulated intense research around
Anderson Localization of acoustic or electromagnetic waves, such as µ-waves [Hauser 92]
and light waves [Wiersma 97] (see Fig. 2.7). Although these systems are a priori more
easily controlled, especially because of the absence of interactions, the obtained results
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2.4 Experiments with ultracold atoms 23

were controversial. In such experiments it is difficult to differentiate between the signa-
tures of localization of those of absorption: both lead to an exponential decrease of the
wave function as a function of the thickness of the scattering medium. However, this
problem was overcome by measuring the fluctuations of the transmission [Chabanov 00]
or by studying its dynamics [Chabanov 03, Störzer 06, Lagendijk 09]. Finally, recent ex-
periments in disordered photonic crystals [Schwartz 07, Lahini 08], µ-waves [Laurent 07]
and ultrasound [Hu 08] have directly observed the localized wave functions.

2.4 Experiments with ultracold atoms

Only relatively recently cold atoms have been proposed to study the problem of localiza-
tion [Damski 03]. Ultracold atoms have proven to be a formidable system for the study of
condensed matter physics [Bloch 08]. They allow to implement systems in any dimension;
the control of the interatomic interactions, either by density control or by Feshbach reso-
nances, the possibility to design well-controlled and phonon-free disordered potentials, the
application of synthetic magnetic fields [Lin 09], and the opportunity to measure in situ
atomic density profiles via direct imaging.
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a) b) c)

Figure 2.8: 1D systems showing Anderson localization of ultracold atoms. First
observation on 1D localization of ultracold atoms by a) the Aspect group [Billy 08] b)
the Inguscio group [Roati 08]. c) The Anderson transition was investigated using the
kicked rotor systems in the Garreau group [Chabé 08].

The first experiments, conducted in 2005 [Schulte 05, Fort 05, Clément 05], with a
disorder created by a optical speckle pattern, however, were inconclusive, partly because of
too strong interatomic interactions. Theoretical work that followed [Sanchez-Palencia 07,
Fallani 08, Sanchez-Palencia 08] provided a better understanding of the regime which was
necessary to reach. In 2008, Anderson localization was finally observed in one dimension
(Fig. 2.8) by our team [Billy 08]. In parallel, the Inguscio group in Florence had meanwhile
highlighted the phenomenon in a one-dimensional bichromatic lattice, reproducing the
Aubry-André model, which exhibits a transition to a localized regime [Roati 08].

Cold atoms have also been used to demonstrate Anderson Localization in momentum
space for kicked rotor systems. The Hamiltonian of these systems can be mapped on
the Hamiltonian describing the Anderson localization, by replacing the direct space co-
ordinates by coordinates in momentum space [Casati 89]. With these systems it is also
possible to explore with Anderson Localization in different dimensions by adding kicks at
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24 Chap 2 - Wave propagation in disorder

incommensurable frequencies. The experiments were performed in 1D [Moore 94], and 3D
in the team of Jean-Claude Garreau in Lille [Chabé 08, Lemarié 10, Lopez 12].

2.5 Conclusion - Towards higher dimensions and interacting

bosons

The success of the experiments in 2008 proved the utility of ultracold atoms to investi-
gate disordered systems. It was then the logical next step to use these systems for the
investigation of more complex systems. These efforts focus nowadays on two important
properties: the influence of dimensionality and interactions.

With interactions the simple wave picture breaks down rapidly and the problem gets
extremely difficult to treat. A particular interest has been put on the "dirty bosons"
problem, which is still a major challenge for theory and experiment, see i.e. [Lugan 07,
Paul 07, Falco 09a] and references therein. Especially the conditions for the appearance
of an insulating phase called Bose glass [Giamarchi 88, Fisher 89] remain controversial
[Roux 08, Roscilde 08, Pollet 09, Gurarie 09]. Recently the first experimental results for
disordered, weakly interacting bosons in 1D were published by the groups of Inguscio
[Deissler 10], and of Randall Hulet in Houston [Dries 10]. First experiments on the in-
fluence of disorder on the BKT transition in 2D were presented by the Krub experi-
ment in our group [Allard 12] and the Rolston group in Washington [Beeler 12]. The
observed shift of the critical temperature awaits now to be confronted to different theories
[Lopatin 02, Pilati 08, Pilati 10]. Meanwhile, the group of Brian DeMarco at Urbana has
developed an experimental system to achieve the disordered Bose-Hubbard model, and
thus to probe the regime of strong interactions [White 09, Pasienski 10].

In the non-interacting case, it is extremely interesting to investigate higher dimensions
and target the investigation of the critical region around the mobility edge. First results on
diffusion in 2D where obtained by our the 2D experiment of our group [Robert-de Saint-Vincent 10].
With the kicked rotor system refined measurements of the critical exponents were per-
formed. The measured value of ν = 1.63 ± 0.05 is very close to the expected value
[Kramer 93]. To our knowledge, this is the only experimental observation of the critical
exponents in agreement with numerical predictions up to today. The precise determination
of these critical exponents in a disorder is therefore still an issue for which cold atoms could
be used [Sanchez-Palencia 10], and is one of the objectives of the experiment described in
this manuscript. In 2012, two groups published on the observation of 3DLocalization of
ultracold atoms. We demonstrated evidence for localization of bosons in a speckle disorder
[Jendrzejewski 12a], while the deMarco group reported on studies on the expansion of a
Fermi gas in a very anisotropic disorder [Kondov 11].

The main part of this manuscript is then devoted to our efforts leading towards a precise
investigations of the critical region. We discuss general important notions on Localization
in more detail in Ch. 5 and our experimental findings on Anderson Localization of ultracold
atoms in three dimensions in Ch. 6. Convincing as existing experiments on AL with
ultracold atoms are, they do no provide a direct proof of coherence. We will present in the
last chapter of this manuscript our results on CBS of ultracold atoms [Jendrzejewski 12b],
see Ch. 7, obtained simultaneously with the Labeyrie group in Nice [Labeyrie 12]. Those
experiments provide a first direct observation of phase coherent transport with ultracold
atoms.
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C H A P T E R 3

Production of coherent matter

waves

Bose-Einstein condensates (BEC) of dilute atomic clouds provide unique opportunities for
exploring quantum phenomena on a macroscopic scale. They have first been realized in
1995 in the Boulder group with rubidium atoms [Anderson 95] and only months later in
the Ketterle group at the MIT with sodium atoms [Davis 95a]. In these experiments a
dilute cloud is cooled to temperatures in the nano-kelvin regime. At a critical temperature
the wave packets of the different bosonic atoms overlap and a Bose-Einstein condensate
develops. In such a condensate the lowest energy state gets collectively occupied by a
macroscopic number of atoms. With our experimental apparatus we prepare condensate
with several 104 atoms at some nK as a starting points for our subsequent experiments
with ultracold atoms in a disordered speckle potential.

We begin this chapter with a short introduction to the theoretical description of Bose-
Einstein condensates. We then describe the experimental set-up for the production of the
Bose-Einstein condensate.

3.1 Generalities about Bose-Einstein condensates

In this section we will discuss some important theoretical results about Bose-Einstein
condensates that we will use in the following to describe our experiments. We will only
present some major results here and leave out their derivation. For more details we refer
the reader to the detailled reviews on Bose-Einstein condensates [Dalfovo 99, Ketterle 99,
Castin 01, Leggett 01].

3.1.1 Bose-Einstein condensation and the Gross-Pitaevskii Equation

Bose-Einstein condensation [Dalfovo 99] corresponds the the accumulation of a macro-
scopic number of bosons, integer-spin particles, in the lowest energy state of the quantum
system. Qualitatively, it occurs when the wave packets describing the individual bosons
start to overlap. In other words, the atoms condense in the fundamental state once the
de Broglie wavelength λdB is at the order of magnitude or bigger than the inter-particle
distance d ∼ n−1/3.

D = nλ3
dB ∼ 1 with λdB =

√

2π~2

mkBT
, (3.1)

where D is the phase-space density, m the mass of the atoms, T their temperature and n
is the density of the cloud. In the experiment we work with a three-dimensional harmonic
trap with curvatures ωx,y,z. The phase-space-density in such a harmonic trap is given by
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26 Chap 3 - Production of coherent matter waves

[Dalfovo 99]

D =

(

~ω

kB

)3 N

T 3
, (3.2)

where ω̄ = (ωzωyωz)1/3 and N is the total number of atoms. Then, the condition for
condensation Eq. (3.1) can be translated into a critical temperature

Tc = 0.94
~ω̄

kB
N1/3 . (3.3)

Below the transition temperature the atoms accumulate in the ground state of the trap
and clouds with high atomic densities are obtained. Because of these high densities, in-
teractions via two-body collisions are very frequent and have to be taken into account
for the description of the ground state. These collisions are well characterized by the
scattering length a, which describes the effective size of the atoms for s-wave scatter-
ing [Chikkatur 00]1. In our experiments we use the repulsively interacting 87Rb with a
scattering length of a = 5.3nm.

Because we work with very dilute gases (na3 ¹ 1) , we can use a mean-field description

for the interactions Vint(r) = g · n(r) with the coupling constant g = 4π~2

m a. The evolution
of the wave function ψ(r, t) of such a weakly-interacting condensate with N atoms in an
external potential V (r) is driven by the time-dependent Gross-Pitaevskii Equation

i~
∂

∂t
ψ(r, t) =

[

− ~
2

2m
∆ + V (r) + g|ψ(r, t)|2

]

ψ(r, t) . (3.4)

In the stationary regime, we can write the wave function as ψ(r, t) = φ0(r)e−iµ/~t.
|φ0(r)|2 = n(r) is the spatial density and µ the chemical potential of the condensate,
which describes the increase of the total energy by adding an atom to the condensate with
N atoms. The leads to the stationary Gross-Pitaevskii equation

[

− ~
2

2m
∆ + V (r) + g|φ0(r)|2

]

φ0(r) = µφ0 . (3.5)

The first term on the left-hand side of the equation describes the kinetic energy of the
condensate, the second one its potential energy and the third one the interaction energy.

3.1.2 The Thomas-Fermi Regime

We can estimate the kinetic and interaction energy of a condensate in a harmonic trap
using the size of the harmonic oscillator σ =

√

~/mω

Ekin ∼ N
~

2

2mσ2
(3.6)

Eint = N2 g

2

3

4πσ3
. (3.7)

1 Scattering in higher order orbitals like d and g -wave are negligible in our experiments due to the very
low energies we are working at [Thomas 04, Buggle 04]
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3.1 Generalities about Bose-Einstein condensates 27

When the number of atoms is large N º σ/a, we can neglect the kinetic energy in
comparison to the interaction energy. In this Thomas-Fermi regime, the spatial density
takes the simple form

n(r) = max

(

µ − V (r)

g
, 0

)

(3.8)

ntrap(x, y, z) = max



µ/g −
∑

i=x,y,z

mω2
i

2g
r2

i , 0



 , (3.9)

where the second quantity describes the profile in a harmonic trap. It is an inverted
parabola with radius

rT F,i =

√

2µ

mω2
i

, (3.10)

where i = x, y, z indicates the direction. Via the normalization of n(r) we determine the
chemical potential

µ =
1

2

(

15aN~
2ω̄3

)2/5
m1/5 . (3.11)

We can rewrite the condition for the validity of the Thomas-Fermi approximation as
µ º ~ωi. In our experiment we have typical chemical potentials of µ/h ∼ 50Hz with
trapping frequencies of ωi/2π ∼ 5Hz. Hence, our trapped condensates are in the Thomas-
Fermi regime, where we can neglect the kinetic energy and their interaction energy is given
by [Dalfovo 99]

Eint =
g

2

∫

dr n(r)2 (3.12)

⇒ Eint,T F =
2

7
µ . (3.13)

The most common way to characterize those Bose-Einstein-condensates are the time-of-
flight experiments we are going to present in the following.

3.1.3 Expansion of a BEC: time-of-flight experiments

The experiments presented in this manuscript use the BEC as a source of matter waves
to study their transport properties. The easiest way to let these matter waves propagate,
is to cut the trap suddenly and let the atoms expand freely. During this expansion the
interaction energy Eint is transformed into kinetic energy Ekin. We will use this technique
in order to create a cloud of non-interacting atoms with a certain velocity distribution as
described in the following.

At the beginning of the expansion the kinetic energy is negligible and the only contri-
bution to the total energy, called the release energy, is the interaction energy

Erel = Eint,T F =
2

7
µ . (3.14)

After a time of several 1/ωi, the interaction energy is transformed into kinetic energy. We
thus have created a non-interacting wave packet with a typical energy spread on the order
of µ. Given the simplicity of these so called time-of-flight (TOF) experiments, they are a
commonly used tool to characterize the properties of the condensate.
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28 Chap 3 - Production of coherent matter waves

The dynamics of the condensate can be studied in the framework of the time-dependent
Gross-Pitaevskii equation 3.4. In the approximation of the Thomas-Fermi regime it can
be shown that the condensate is following some scaling laws that we are going to discuss
now.

3.1.3.1 The scaling approach

It was shown that the expansion of a BEC is described by a rescaling of the initial parabolic
shape of the cloud [Kagan 96, Castin 96]. Hence, the atomic density in the direction i
evolves over time with

n(ri, t) =
1

bx(t)by(t)bz(t)
· n(ri/bi(t), 0) (3.15)

with
d2bi(t)

dt2
=

ω2
i

bibxbybz
− ω2

res,ibi(t) , (3.16)

where ωres,i=x,y,z(t) are residual frequencies after the switch-off 2. The bi(t) are the rescal-
ing functions with initial conditions bi(0) = 1 and ḃi(0) = 0.

For very long expansion times, where the size of the expanding cloud is much bigger
than the initial size, the observed profile n(r, t) gives the velocity distribution of the atoms
by n(vi = ri/t) 3. Thus, we can calculate the velocity distribution from Eq. 3.16

n(vx, vy, vz, t) = max

(

15N

8πv̄3

(

1 −
∑

i

v2
i

v2
i,max(t)

)

, 0

)

, (3.17)

where v̄ = (vx,max(t)vy,max(t)vz,max(t))1/3 is the average speed and vi,max(t) = ḃi(t) · rT F,i

is the maximum velocity.
In general, the maximum velocity has to be determined from the equations (3.16). The

analytical solution of these equations are only known in several limiting cases.

3.1.3.2 Ballistic expansion

A common situation is the free expansion, where the residual frequencies are negligible
ωi,res = 0.4

From Eq. (3.16) we see that the typical time scale of the evolution is 1/ωi. After this
time the released energy is given by the total kinetic energy.

Erel(t → ∞) = Ekin,tot(t → ∞) (3.18)

=

∫

dv n(v, t → ∞) · m

2
v2 (3.19)

Using Eq. (3.17) and (3.14), this leads to the relation

Ekin,max =
m

2

∑

i

v2
i,max(t → ∞) = 2µ (3.20)

2In our case coming from the magnetic levitation, see Sec. 3.4.3
3This is not the velocity distribution in the trap. The interaction energy has now been converted into

kinetic energy
4An analytical solution was derived for the case of the release from a very elongated trap in [Castin 96]

.
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3.2 Manipulation of the atoms 29

3.1.3.3 Expansion from an isotropic trap

In our experiment we create a BEC in a quasi-isotropic trap with trapping frequency
ωi Ä ωtrap and negligible residual trapping after the switch-off ωres,i Ä 0. In this case, we
can deduce vmax directly from Eq. (3.20)

mv2
max(t → ∞)

2
=

2µ

3
(3.21)

v2
max =

4µ

3m
(3.22)

This relation allows us in the experiments to measure precisely the chemical potential in
the trap from TOF-experiments as we will discuss in Sec. 3.4.4.

3.2 Manipulation of the atoms

In the previous section we introduced the most important notions on Bose-Einstein con-
densates. In this section, we want to describe how we can manipulate neutral atoms with
magnetic and optical interactions in order to achieve such Bose-Einstein condensates.

3.2.1 Magnetic potentials

The magnetic momentum µ of the atoms is coupled to a static magnetic field B(r) by the
potential Vmag(r) = −µ · B(r). The energy shift induced by this coupling is described by
the Breit-Rabi formula for 87Rb in the 52S1/2 ground-state [Breit 31]:

Emag,± = ±h∆ν

2

√

1 + mF ξ + ξ2 with ξ = 2
µB|B(r)|

h∆ν
, (3.23)

where ∆ν = 6.835GHz is the splitting between the hyperfine levels F = 1 and F = 2. mF

is the quantum number which corresponds to the projection off the magnetic moment on
the local direction of B(r). In this Breit-Rabi formula the potential energy depends only
on the norm of the magnetic field and not its direction, because the spin of the atoms
follows the magnetic field lines adiabatically with the Larmor frequency.

We have pictured the potential energy as a function of the strength of the magnetic
field in Fig. 3.1. For weak magnetic fields the induced Zeeman shift is proportional to the
norm of the magnetic field |B(r)|:

Vmag,Z(r) = gF µBmF |B(r)| (3.24)

where gF is called the Lande factor (gF =1 = −1/2 and gF =2 = 1/2). If the field is
strong the interaction term dominates the hyperfine energies. In this case, the slope is
proportional to the quantum number associated to the fine structure mJ .

3.2.2 Optical potentials

If the atom is interacting with a laser it will experience forces of two different kinds
[Cohen-Tannoudji 98b]. We can mostly understand them in terms of a two-level atom
with a transition frequency ω0/2π and lifetime Γ−1 of the excited state. We note the
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30 Chap 3 - Production of coherent matter waves
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Figure 3.1: The Breit-Rabi diagram for the Rubidium 87 52S1/2 ground state

[Steck 06]. For very low magnetic fields B < 100 G the Zeeman effect describes well
the energy displacement. For higher magnetic fields we need to use the exact formula
Eq. (3.23).

wavelength of the laser λL, its frequency ωL/2π and its intensity I(r). The generalized
detuning of this laser to the atomic transition is then

δ̃ =

(

1

ω0 − ωL
+

1

ω0 + ωL

)−1

(3.25)

Depending on the detuning, the atom experiences different forces:

• Radiation pressure: We consider a laser propagating in z-direction at resonance,
i.e. Γ º δ̃. The atom changes its momentum by ~kLuz at each absorption of a
photon. Once excited, it emits this photon at a rate Γsc which is the lifetime of
the excited state multiplied by the probability that the atom is in an excited state
1
2

s(r)
1+s(r) , where s(r) is the saturation parameter

s(r) =
I(r)/ISat

1 + 4δ̃2/Γ2
(3.26)

and ISat is the saturation intensity (ISat = 1.67mW/cm2 for 87Rb) . As the photon
is emitted in a random direction, the repeated cycle will result in a dissipative force
of the form

Frad(r) =
~kLΓ

2

s(r)

1 + s(r)
uz (3.27)

This dissipative force is used for laser cooling described in Sec. 3.3.2.
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3.2 Manipulation of the atoms 31

• Dipole force: Atoms interacting with an off-resonance laser (Γ ¹ δ̃) experience
primarily a light shift and spontaneous emission becomes negligeable [Dalibard 85].
This light shift leads to the dipole potential, which reads for a two-level atom
[Grimm 00]

VDip(r) = −3πc2

2ω2
0

Γ

δ̃
I(r) (3.28)

This force is particularly useful to design conservative potentials, as it is simply
proportional to the laser intensity I(r). By convenience, the potential can be chosen
to be attractive with a red-detuned laser (ωL < ω0) or repulsive with a blue-detuned
laser (ωL > ω0).

It is sometimes useful to express the spontaneous emission rate in terms of the dipole
potential by

Γsc(r) =
Γ

δ̃

(

ωL

ω0

)3 VDip(r)

~
(3.29)

This relation makes it immediately clear that the influence of spontaneous emission com-
pared to the strength of the the dipole potential becomes negligible at large detuning.

Further, it is in theory necessary for 87Rb atoms to take into account the multi-level
structure of the atoms. In practice, the corrections are almost always negligible for the
detuning we use. The highest deviation to Eq. (3.28), due to the fine structure, is in the
order of 2% for λL = 1070nm .

3.2.2.1 The gaussian beam

The simplest way to create a trap using the dipole potential (3.28) is a far red-detuned
(∆ > 0) focused Gaussian beam [Grimm 00]. The intensity distribution of the focused
Gaussian beam with power P propagating in z-direction is:

I(r, z) =
2P

πw(z)2
exp

(

−2
r2

w(z)2

)

with w(z) = w0

√

1 + (z/zR)2 , (3.30)

where r denotes the radial coordinate, w0 the waist of the beam and zR = πw2
0/λ its

Rayleigh length.
The depth of the potential can be calculated from Eq. (3.28) with the maximal inten-

sity of the beam

U0 = −3πc2

2ω2
0

Γ

δ̃

2P

πw2
0

(3.31)

A development of the intensity distribution shows us that the laser beam creates a har-
monic potential around its focal point. The trapping frequencies are

ωr =

√

4U0

mw2
0

and ωz =

√

2U0

mz2
R

(3.32)

It is worth mentioning that the Rayleigh length zR is typically much bigger than the waist
w0, which means that a trap created by such a simple Gaussian beam is in most cases
very elongated in the z-direction.

Such a gaussian beam is used in our experiment as optical tweezer in order to transport
the atoms (see Sec. 3.3.3). The dimple beam of our crossed dipole trap is a second example
of a gaussian beam used on our experiment (see Sec.3.4.2.1).
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32 Chap 3 - Production of coherent matter waves

3.3 The preparation of a cloud of ultracold atoms

We now continue with a detailed presentation of the experimental setup that allowed us
to create freely expanding matter-waves with ultra-cold atoms. The apparatus, sketched
in Fig. 3.2, was discussed in great detail in the thesis of A. Bernard [Bernard 10]. So we
present only the major steps of the experimental cycle in this manuscript.

Turbo Pump

Oven

Intermediate

 valve Big Zeeman 

slower

Ion pump

Shutter for the

 atomic beam

Isolation valve for 

the science chamber

Small 

Ion pump

Small Zeeman

 slower
Cooling 

chamber

Second 

chamber

Ion pump

Small

 Ion pump

z

y

x

Figure 3.2: The experimental apparatus. We work with an ultra high vacuum
(∼ 10−11 mbar) in the cooling and second chamber to avoid collisions between the
background gas and the ultra-cold atoms during the experimental cycle of ∼ 1min.
First, we slow via the Zeeman slower the Rubidium 87 atoms coming from the oven at
120◦C. Behind the slower the atoms are sufficiently slow to be capture in a magneto-
optical trap. From there they are transferred into a magnetic trap where they are cooled
down to ∼ 1 µK by evaporative cooling. At the end of this stage the atoms are cold
enough to be loaded into the optical tweezer and transported to the second chamber.

• The cooling of the atoms by laser cooling and evaporative cooling in a magnetic trap
is performed in the cooling chamber as discussed in Sec. 3.3.2.

• The cloud is then transported into the second chamber by an optical tweezer, as
detailed in Sec. 3.3.3.

• In the second chamber we charge the atoms in an optical dipole trap (Sec. 3.4.2)
and cool them down to quantum degeneracy. It is a peculiarity of our experiment

te
l-0

08
09

29
0,

 v
er

si
on

 1
 - 

8 
Ap

r 2
01

3



3.3 The preparation of a cloud of ultracold atoms 33

that we can observe the expansion of the cloud after having switched off the trap up
to several hundreds of ms under a magnetic levitation (Sec. 3.4.4).

• The whole setup was built in a way that we can shine in an additional fine-grained
speckle disorder from two perpendicular directions. This well-controlled disorder is
presented in detail in Ch. 4.

In this section we discuss the laser cooling and the evaporative cooling in the magnetic
trap. However, we introduce our imaging system, allowing us to observe the atoms, in the
cooling chamber at first.

3.3.1 Imaging

We characterize the atomic cloud by imaging it at the end of each experimental cycle.
Two different imaging techniques exist: absorption and fluorescence imaging.

-.// 0
1 2

3 2 4 5 6 7 8 7 8 9 :
; < = 6 5 8 > ? 8 @ ? 8 7 8 9 : >

-.// 0
Figure 3.3: Imaging scheme.The cloud is imaged on the camera via an image transport.
a) Absorption imaging: We measure the absorption of the probe beam at resonance by
the atomic cloud. b) Fluorescence imaging: We excite the atoms by the fluorescence
beams and collect their fluorescence.

In both cases we illuminate the cloud by a laser resonant with the transition |F =
2〉 → |F ′ = 3〉 for a short time: 50 µs in our case. Then, we image the cloud on a EMCCD
camera using an imaging system, as shown in Fig. 3.3. This image is directly linked to
the density of the of the atomic cloud, integrated over the imaging axis x:

n2D(y, z) =

∫

n(x, y, z) dx (3.33)

In the cooling chamber, we are using absorption imaging as it is much easier to calibrate
the number of atoms with this imaging method than with fluorescence imaging. In the
second chamber on the other hand, we are using fluorescence imaging in order to detect
very low atomic densities (see Sec. 3.4.1). We refer the reader to the section about imaging
in the great review by Ketterle et al. [Ketterle 99] for a detailed discussion of the available
imaging techniques for ultracold atoms and to the thesis by Alain Bernard [Bernard 10]
for a detailed discussion of the experimental setups.
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34 Chap 3 - Production of coherent matter waves

3.3.1.1 Absorption in the cooling chamber

In the case of absorption imaging (Fig. 3.3 a)), the atoms are illuminated by a colli-
mated probe beam and we measure via the imaging system the shadow created by their
absorption. The detected intensity is then given by the Beer-Lambert law :

I(y, z) = I0(y, z) exp(−σ(δ, I0)n2D(y, z)) . (3.34)

The cross section reads

σ(δ, I0) = C 3λ2

2π

1

1 + 4δ̃2/Γ2

1

1 + s(δ)
, (3.35)

where s(δ) is the saturation parameter (3.26) and C takes into account the multi-level
structure of the atom [Riou 06]. At zero detuning and weak intensities I ¹ ISat the cross
section is approximately constant σ(δ) Ä σ0. We can therefore deduce the column density
by dividing the image of the atomic cloud by a reference image without atoms, taken
directly after the first image

n2D(y, z) =
1

σ0
ln

(

Iref (y, z)

Iat(y, z)

)

(3.36)

We postpone the introduction of the the fluorescence imaging to the presentation of
the imaging setup in the second chamber in Sec. 3.4.1 and continue now the presentation
of our cooling cycle.

3.3.2 Cooling

To obtain a condensate it is necessary to create an atomic cloud at very low temperature
and sufficiently high density. This way it is possible to achieve a phase-space density
nλ3

dB in the order of 1. Because we start at very low phase-space densities (some 10−15)
in the experiment, several consecutive cooling steps are needed, presented in Fig. 3.4.
We distinguish three major steps : laser cooling, transfer in a trap and finally evaporative
cooling. In our case, the evaporative cooling is started in a magnetic trap and then finished
in an optical trap.

Starting point is a jet of atoms, that is extracted from a Rubidium vapor in an oven at
120◦C. This beam of atoms is then laser cooled. For this laser cooling we use laser beams
that are slightly red-detuned to the |F = 2〉 → |F ′ = 3〉 cycling transition of Rubidium
87.5 The different laser cooling techniques which we apply consecutively:

• Zeeman slowing [Phillips 82]. We slow the jet of Rubidium 87 atoms with a
counter-propagating laser beam down to 20 m/s. This allows us to capture the
atoms in a magneto-optical trap.

• Magneto-optical trap (MOT) [Raab 87]. It consists of three pairs of counter-
propagating beams (repumper + trap) and a magnetic gradient. The gradient is
created by a printed circuit, leaving place for the coils of the magnetic trap. The

5 Because the gap between |F ′ = 2〉 and |F ′ = 3〉 is small, the probability that the atoms falls into the
dark state |F = 1〉 is non-negligable . Therefore, we shine in an additional repump beam that is tuned on
the |F = 1〉 → |F ′ = 2〉 transition to each trap beam.
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3.3 The preparation of a cloud of ultracold atoms 35
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Figure 3.4: Path to condensation in the phase-space

ensemble allows us to capture and cool the atoms. We load the MOT with several 109

atoms in 10 s. Its typical temperature is around 500 µK. During the last 500 ms we
increase the detuning of the lasers to 100 MHz in order to increase the confinement.

• Molasses [Lett 88, Dalibard 89]. We switch off the magnetic gradient and cool the
atoms down to 50 µK in 6ms .

• Evaporation in a magnetic trap.[Davis 95b, Petrich 95] At the end of the mo-
lasses we pump the atoms in the |F = 1〉 state which can be trapped magnetically6.
We switch off the laser beams and trap the atoms in the low-field seeking |F =
1, mF = −1〉 state in the magnetic trap of Ioffe-Pritchard type [Fauquembergue 05].
We load ∼ 3 ·108 atoms at T = 280 µK in the trap (Fig. 3.5). We evaporatively cool
the atoms down by effectively lowering the trap depth with a radio frequency field,
a so called rf -knife. This way, we remove the hottest atoms from the cloud and the
remaining atoms rethermalize at a lower temperature7.

After this first cooling cycle we have created a cloud of 6 · 107 atoms at a temperature
of ∼ 1 µK.

3.3.3 Transport with an optical tweezer

Once we have finished the first cooling stage, the atomic cloud is cold enough to be trapped
in the focal region of the optical tweezer, as shown in Fig. 3.6.

6This is done by tuning the laser on the F = 2 → F ′ = 2 transition and switching off the repumper.
The atoms can fall into the |F = 1〉 state and are accumulated in this dark state.

7See Sec. 3.4.2 for a more detailed discussion of evaporative cooling .
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36 Chap 3 - Production of coherent matter waves
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Figure 3.5: Magnetic trap in the cooling chamber Installation of the coils gener-
ating the Ioffe-Pritchard type. At the right, we show the norm of the magnetic field
(proportional to the field felt by the atoms) in the three directions of space.

The beam is taken from a fibered Ytterbium 20W laser at λ = 1070nm (Keopsys). Here
we branch off only 3W for the tweezer, the remaining power is used for the other arm of our
optical dipole trap (see Sec. 3.4.2.1). We pass the beam through a single mode optical fiber
with an efficiency of ∼ 70% to the focalisation optics, which are mounted on a air borne
translation stage (Aerotech ABL80040). The waist of the tweezer is ω0,T weezer = 27 µm
and its Rayleigh length zR = 2.4 mm.

We characterized the tweezer in two different ways. At first we directly observed the
laser profile on a camera, providing the previously mentioned waist and Rayleigh length.
We can also measure the trapping frequencies in the tweezer directly by observing the
dipole oscillation of the atoms in the tweezer (Fig. 3.6 b). We verified the consistency
between the to methods by the relations we obtained for the gaussian beam (3.32).

To load the atoms from the magnetic trap in the tweezer, we ramp the tweezer up to
U0/kB = 100µK in 100 ms and transfer 6 · 106 atoms without measurable heating into the
optical trap. We capture only 10% of the atoms from the magnetic trap in the tweezer
because the elongated axes of the two traps are perpendicular to each other. This is a
heritage of the fact that the magnetic trap was historically designed for experiments with
atom lasers [Guerin 06, Bernard 11].

Finally, we transport the cloud into the second chamber by a displacement of the focal
point of the tweezer [Couvert 08, Gustavson 01]. To transport the atoms we ramp up the
tweezer to its maximum power and translate it within 2.5s by 35cm. This way we obtain
a cloud of 1.5 · 106 atoms at T = 10µK in the second chamber.8

3.4 The second chamber

We have discussed the steps allowing us to transport the atoms into the second chamber,
where we perform later on our experiments on the propagation of ultracold atoms in a
disordered light potential. This second chamber, shown in Fig. 3.7, has several peculiar

8This final temperature is higher than what would be induced by spontaneous emission. We suspect
that it is due to mechanical vibrations of the translation stage during the transport.
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Figure 3.6: The optical tweezer. a) The optical path of the optical tweezer. b) Vertical
and c) horizontal oscillations in the tweezer at a power of ∼ 120 mW. The oscillations
are triggered by a rapid switch of the MOT (vertical) or quadropole (horizontal) coils.
The fit with an damped sinus provides ω⊥/2π Ä 350 Hz and ω||/2π Ä 1.72 Hz.

characteristics, which we are going to discuss in this section.

• We installed two high numerical aperture fluorescence imaging systems around the
second chamber. They allow us to detect clouds with low atomic densities on two
perpendicular optical axes as discussed in Sec. 3.4.1.

• We levitate the freely expanding atoms for several hundred milliseconds with a mag-
netic levitation (Sec. 3.4.3). Having reduced the gravitational potential by several
orders of magnitude, we obtain a clean test environment for expansion in the disor-
der.

• We install a crossed dipole trap in this second chamber in order to cool the atoms
evaporatively. This way we can cool down our atomic clouds to temperatures as
low as ∼ 3 nK, resulting in a Bose-Einstein condensate with a very narrow velocity
distribution.
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38 Chap 3 - Production of coherent matter waves

y

z
x

Figure 3.7: The second chamber. We transport the atoms in this chamber using
the tweezer (horizontal red beam). The cloud is then loaded in the crossed dipole trap
(intersection of red beams). We compensate gravity by a magnetic levitation. This
levitation is done by 3 sets of coils, symbolized by the yellow circles here. We image the
atoms in two perpendicular planes as shown by the two grey cameras. We can shine in
a disordered potential, which is created by two crossed speckle fields (blue beams).

• We installed two perpendicular speckle fields around this second chamber (Ch. 4).
They allow us to create a well-controlled and fine-grained optical speckle disorder,
the cornerstone for our experiments on Anderson Localization.

We are going to present these characteristics in this section, except the speckle disorder
which is discussed separately in the next chamber. We will finish the chapter with a
characterization of the expanding matter-wave cloud with a narrow velocity distribution.

3.4.1 Imaging in the second chamber

As mentioned above, we have chosen to use fluorescence imaging in the second chamber.
In order to do so, we shine in a fluorescence beam, propagating on another axis than the
imaging axis (Fig 3.3 b)). The atoms can absorb the photons and reemit them in all
directions. We collect the fraction of emitted photons that enters into the imaging setup

Iout(y, z) =
Ω

4π

s(δ)

2(1 + s(δ))
Γ~ω0n2D(y, z) , (3.37)

where Ω is the solid angle of collection of the emitted photons. It is proportional to the
numerical aperture NA of our imaging system

Ω

4π
≈ NA2

4
(3.38)
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3.4 The second chamber 39

In this case one single image of the atomic cloud is sufficient to measure the density
of the atomic cloud. In contrast to absorption imaging, it is advantageous to work at
high intensity here I º ISat. In this regime, the detected intensity is independent of
the strength of the fluorescence beams, eliminating a possible source of fluctuations. To
maximize the number of collected photons it is advantageous to work with a big NA.
Additionally, we use an amplified camera to detect a weak flux of photons per pixel, that
is, small atomic densities.

In contrast to absorption imaging it is not possible to relate the detected intensity
directly to a number of atoms. The proportionality constant relating the two has to be
determined by different measurements

• In a first step, we used the number of atoms measured with the absorption in the
first chamber as reference value. Moving the atoms with the optical tweezer into
the second chamber and back into the first chamber, we verified that the number
of atoms before the transport, in the second chamber and after the transport are
consistent.

• It is possible to shine in an absorption beam through the disorder setup. This allows
to have an absorption imaging directly in the second chamber. But as the absorption
beam passes through a diffuser and its intensity varies strongly this gives only an
estimate.

• We can also measure the critical temperature at which a condensed fraction appears
in the atomic cloud as discussed in Sec. 3.4.4. Knowing the frequencies of the trap
at this point it allows to calculate the number of atoms in the cloud with Eq. (3.3).

Combining the results of those independent methods we estimate the error of our calibra-
tion to be ∼ 20%.

Around the second chamber we have installed two identical imaging system, which
allow us to image the atoms in the x and y direction simultaneously, as presented in
Fig. 3.8. For each one, we have a first optical system with a magnification of 2.5. It is
constituted by an aspherical lens (focal distance f1 = 20mm and diameter d = 22mm)
and a doublet lens (f2 = 50mm). The important numerical aperture of the aspherical
lens (NA ∼ 0.5) allows to collect a high number of the photons emitted by fluorescence.
Behind this first image transport we have placed a second one, which is realised by two
lenses of focal distance f3 = 35mm. Between these two lenses we have placed a diaphragm
that allows us to control the effective numerical aperture of our imaging system.

This imaging system allows us to detect atomic clouds of ∼ 50 · 103 atoms and with
a diameter of ∼ 500 µm, meaning that we can detect densities as low as ∼ 0.1at/ µm2.
The resolution of our imaging system should be limited by the diffraction limit ∼ 1 µm.
Experimentally, we measured the resolution as the size of the cloud in the compressed
tweezer, directly after the transport. We obtained a resolution of ∼ 6 µm (see Fig. 3.8).
Moving the camera out of focus, we can estimate the depth of field to be ∼ 100 µm.
The effective numerical aperture is therefore < 0.1 and far from the diffraction limit. A
first reason for this are certainly the aberrations of our imaging system. To be diffraction
limited, we would have to design an objective that takes into account the refraction by
the glass of the second chamber. Second, each atom absorbs and reemits ∼ 50 photons
during the exposure time. This can lead to displacements of the atoms of up to 8 µm
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Figure 3.8: Imaging in the second chamber. a) Scheme of the two imaging systems in
the x and y direction. b) View from top : We only show the upper imaging system here.
The fluorescence beam is rotated by 45◦ with respect to the imaging axis. The first
image transport introduces a magnification of 2.5 in our imaging system. c) Measured
size (red points) of the atomic cloud in the tweezer. Moving the camera out of focus
we measured the depth of field. The blue curve is a fit to the datas using the model of
a gaussian beam (3.30).

during the exposure because of the recoil transferred by the photons. The last obvious
reason is the fact, that the size of each pixel is 3 × 3 µm and thus only slightly smaller
than our resolution. All these limitations our good reasons for the discrepancies between
the diffraction limit and the experimentally observed resolution.

A current project on the experiment is the installation of a diffraction limited micro-
scope, that will allow us to greatly increase the resolution of our imaging system.

3.4.2 Evaporation in an optical dipole trap

In order to cool the transported atoms down to a temperature of several nK while keeping
a reasonable number of atoms (several 104) we recompress the atoms in a crossed optical
dipole trap. Finally, we achieve condensation with an all-optical evaporation.

The mechanism of evaporative cooling is encountered in numerous different situations.
The most common one in every day life is the cooling of a hot cup of coffee. There, we blow
away the hot vapor on the top of the coffee, new vapor is formed and the remaining coffee
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3.4 The second chamber 41

is colder. In general physical terms, we remove the particles with the highest energy from
the system. The system of the remaining particles has a lower average-energy per particle.
Once the system has gone back to thermal equilibrium, it has a lower temperature.

In our case we want to cool the atoms in a dipole trap by removing its hottest members
[Hess 86, Masuhara 88, Davis 95b, Petrich 95]. We use the common approach of doing
this by continuously lowering the depth of the trap [Barrett 01, Kinoshita 05, Beaufils 08,
Gross 08, Clément 09, Brantut 09]. The atoms with the highest energy can escape the
trap and fly away from the trapping region.

3.4.2.1 The crossed dipole trap

The crossed dipole trap consists of the superpositions between a large elongated "dimple"
beam with the optical tweezer.
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Figure 3.9: The dimple beam. a)Optical setup for the creation of the dimple beam.
b)We characterized the dimple by dipole oscillations. The adjustment with a damped sine
yields for ω/2π = 56 Hz (for PDimple = 600 mW) and ω/2π = 22Hz (for PDimple =
150 mW) c) The trapping frequencies as a function of the the power in the dimple.
The red dots are obtained from the fits of the dipole oscillations for different dimple
strengths. The blue curve corresponds to eq. (3.32) for the waists given in the text.

We take this dimple beam off the same laser source as the tweezer (Fig. 3.9 a). It
propagates on the y-axis, perpendicular to the tweezer. We chose to use an elongated
beam with waists of wDimple,x = 180 µm and wDimple,z = 90 µm. This elongation perpen-
dicularly to the tweezer simplifies the crossing of the trap. More importantly, the trapping
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42 Chap 3 - Production of coherent matter waves

due to the dimple is negligible in all directions except the z-axis. This allows us to achieve
an almost spherical optical trap.

We characterized the beam again in a first step by a direct observation on a CCD
camera. We then measured the actual trapping frequencies of the dimple directly by
dipole oscillations (Fig. 3.9 b). We triggered the oscillation by a frequency shift of the
AOM signal, which displaced the center of the beam in the intended direction. For weak
dimple strengths we observed a strong damping of the dipole oscillation. We attribute
this damping to the fact that the atoms explore larger regions of the beam where the
approximation of a harmonic trap breaks down. This strong damping also hinders us from
a direct measurement of the trapping frequencies for the most decompressed configurations
of trapping frequencies less than 20 Hz. Instead, we calculate the trapping frequency from
the measured dimple power via the relation (3.32). We verified that the relation holds for
several powers as shown in Fig. 3.9 c).

3.4.2.2 The evaporation scheme

Before we load the atoms into the trap, we decompress the tweezer down to ωr/2π =
520 Hz, which lowers the temperature of the atoms. Then we ramp up the dimple within
300ms to its maximal power of 8 W. This way we are able to load ∼ 7.6 · 105 atoms at
∼ 5 µK in the trap. For reasons that will become obvious later, we also start the magnetic
levitation (Sec. 3.4.3) before we begin the evaporation.

tweezer

dimple
optical

trap
decompressed

optical trap

tweezer

dimple

x

z y

a) b)

Figure 3.10: The dipole trap. a) The dipole trap described in Sec. 3.4.2.1 is obtained
by the superposition of the optical tweezer and the dimple. b) To create a very decom-
pressed, almost spherical trap we displace the center of the tweezer by 4.5 mm. This
increases the waist of the dipole beam in the trapped region to 60 µm.

The cooling of the atomic cloud is done in two stages. The first stage of the evaporation
takes place in the dipole trap described in the previous section, see also Fig. 3.10 a). This
configuration yields a relatively tight confinement, which leads to high collision rates and
hence to an effective evaporation (Fig. 3.11). As we lower the power of the trapping
beams, the confinement of the trap decreases accordingly and the evaporation becomes
ineffective at some point. To continue the evaporation, it would also be necessary to lower
the power of the tweezer to some µW, which is hard to achieve in practice.

Instead, we reduce the velocity spread of the atomic cloud further by an adiabatic
opening of the trap. To achieve a very decompressed trap we chose to deplace the focal
point of the tweezer by 4.5mm in an intermediate step, see Fig. 3.9 b). This increases the
waist of the tweezer in the trapped region to wtweezer = 60 µm. We finish this second phase
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Figure 3.11: Ramps of the evaporation. We show the characteristics of the trap during
the three phase of the evaporation: a) power of the arms, b) trapping frequencies of
each arm, c) depth of the trap. At the beginning we load the atoms in the trap. In the 1.
phase we evaporate in the normal optical trap. In the 2. phase we decompress the trap
by translating the focal point of the tweezer and finish the cooling in this decompressed
optical trap.

of evaporation after another 2.8s . The parameters of the at the end of the evaporation
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44 Chap 3 - Production of coherent matter waves

and the adiabatic opening are

ωDimple/2π = 3.9 Hz (3.39)

ωT weezer/2π = 5.3 Hz (3.40)

U0/kB = 15 nK (3.41)

At this point we, can also explain the necessity of the levitation during the evaporation.
Without levitation, the optical trap does not only confine the atoms in a certain region it
also holds them against gravity. This induces a sag of the center of the trap yCenter = g/ω2

r .
The trap doesn’t have a minimum if the sag is bigger than w/2, which implies a minimum
depth of the trap of

U0,min =
gmRbw

2
(3.42)

For a trap, with a waist of w = 30 µm this limits the depth of the trap to U0,min/kB =
1.5 µK. With the levitation, we overcome this limitation and have lowered the depth
of the trap by two orders of magnitude more than it would it would have been possible
without the levitation.

3.4.2.3 Characteristics of the cloud during the evaporation

To characterize the cloud, two quantities of the cloud are directly accessible to us during
the evaporation. We can measure the number of atoms N by direct imaging (see Sec.
3.4.1) and the temperature T by time-of-flight (TOF) experiments, which are discussed in
some detail at the end of this chapter (see Sec. 3.4.4). The evolution of the temperature
and the number of atoms is shown in Fig. 3.12 a) and b). From those values and the in-
dependently measured trapping frequencies, we can also calculate the phase-space density
via the relation (3.2) (Fig. 3.12).

Amongst others, the PSD gives us a very convenient way to analyze the efficiency
of our evaporation ramps. In the trap the PSD scales with the number of atoms by a
power-law [Walraven 10, Brantut 09].

D ∝ N−γ (3.43)

We illustrate this evolution of the phase-space-density as a function of the number of atoms
in Fig. 3.13. It nicely shows the power-law dependance. The measured exponent of γ =
2.8 ± 0.3 is in good agreement with the theoretical predictions [Walraven 10, Brantut 09],
which indicates that the evaporation ramps are well optimized.

As mentioned earlier, we characterize the cloud by time-of-flight experiments. Those
ToF experiments require typical time scales of several 1/ω ∼ 50 ms . Such long expansion
times are accessible to us only by the magnetic levitation. Therefore, we will treat the
magnetic levitation before we discuss those expansions in Sec. 3.4.4.

3.4.3 The magnetic levitation

To compensate gravity several approaches are possible. We could have tried to make
a "free-falling" experiment. During the fall the atoms are in the inertial frame as the
experiment without being held against gravity and evolve freely. Several experiments
have taken this approach. At the tower of Bremen the experiment falls for several seconds
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Figure 3.12: Characteristics of the atomic cloud during the evaporation. a) The
temperature measured by time-of-flight experiments. b) The atom number. c) The
phase-space-density deduced from Eq. (3.2)

[van Zoest 10]. The ICE experiment of our group is loaded in a zero-g plane which provides
the possibility to cancel out gravity for 22s [Geiger 11]. An experiment in a satellite is
still in the construction phase [Laurent 06]. All these approaches provide an extremely
clean test environment, but they are in general costly and imply high constraints on the
set-up. As we do not need the high quality of compensation provided by these techniques,
we have chosen a simpler and cheaper approach on our experiment by using a magnetic
levitation.

We compensate gravity with a magnetic gradient field. This introduces additional
gradients in the other directions, as the magnetic field has a conserved flux. So residual
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Figure 3.13: Phase-space-density vs Number of atoms. The red dots are experimen-
tal values. The red line is a fit of the form D = A · N−γ with γ = 2.8 ± 0.3.

inhomogeneities of the field will always persist. However, the atoms are only sensitive to
the amplitude of the magnetic field as the spin of the atoms follows to the direction of
the magnetic field lines at the Larmor frequency. By adding a bias field, we can diminish
the influence of the gradients inthe transverse directions, see Fig. 3.14. Indeed, it can be
shown that residual trapping frequencies in a harmonic approximation are limited by the
following law [Sackett 06]

∑

i

ω2
i ≥ µb′2

2mB0
with b′ =

mg

µ
, (3.44)

where we can calculate µ = ∂E
∂B from Eq. (3.23) .

3.4.3.1 A model of our levitation

Before we discuss the actual experimental implementation of the levitation, we want to
show here the simple idea behind it and that it should actually be limited by (3.44).

The simplest experimental solution is to create the gradient by a pair of coil with
opposed current IG creating a magnetic field [Fauquembergue 07] gradient b′. A second
pair of coils with currents flowing in the same direction will create the necessary bias field
B0 and a curvature b′′. The total field is then

B =
(

B0 + b′′(y2 − r2/2) + b′y
)

ey −
(

b′r/2 + b′′ry
)

er (3.45)

The development of the norm of the magnetic field to second order leads to

B Ä B0 + b′y + y2b′′ + r2

(

b′2

8B0
− b′′

2

)

, (3.46)
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g
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Figure 3.14: Principe of the magnetic levitation. a) The gradient used to compensate
gravity always introduces gradients in the other directions. b) As we are only sensible
to the norm of the field we can reduce the effect by adding an strong bias field B0.

with the associated frequencies

ω2
y = µ/m · 2b′′ and ω2

r = µ/m · (b′2/4B0 − b′′) (3.47)

Thus condition (3.44) is exactly verified in this setup. We deduce from (3.47) that the
residual trapping is isotropic, if we satisfy the condition

b′′ =
b′2

12B0
(3.48)

The magnetic gradient is fixed as it has to cancel out the gravitional potential

b′ =
mg

µ
(3.49)

Using (3.49) and (3.48), the residual frequency reads

ω2
res =

mg2

6µmB0
(3.50)

This isotropic magnetic potential forms a trap if µ > 0 and it is expelling if µ < 0.
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48 Chap 3 - Production of coherent matter waves

3.4.3.2 Experimental implementation

As b′′ and B0 are generated by the same current, they are not independent but linked via
the geometry of the set of bias coils [Fauquembergue 07]. This means that the strength of
the bias field and thus the residual frequencies of the levitation are fixed by the isotropy
condition, once we have installed the coils. To overcome this limitation, we use two sets
of bias coils each one being close to a Helmholtz configuration, see Fig. 3.15. Their total
magnetic field can be seen as coming from a single "effective" bias coil with a changing
effective distance Leff , which depends on the ratio between the currents Iext and Iint in
each of the bias coils.

Gradient coil

Water cooled coil

support (aluminum)

Bias coils

Intermediate plate

("ber glass)

Triangular spacer

("ber glass)

Bottom assembley

x z

y

a) b)

L

Iext

Iint

Igrad

Iint+Iext

Iint+Iext
Iext

Iint

Igrad

Figure 3.15: The magnetic levitation. a) Current scheme: We control the gradient
by the current IGrad in the gradient coils. The bias field is controlled by IExt and IInt

in the two pairs of bias coils. By changing the ratio between those we can control the
effective distance Leff of the set of bias coils. b) The design of our levitation. Each
coil has 64 turns. The support is made of aluminum in order to dissipate the heat easily
and it is additionally water-cooled.

The actual design of our levitation is shown in Fig. 3.15 b). It is composed of three
pairs of coils, designed to fit precisely in an aluminum support, which serves as water-
cooled radiator. 9 Each coil has N = 68 turns of copper wire (2 layers of 34 turns each).
The bias coils are placed next to the second chamber, as we want them to create the highest
fields. They are fet by stable power supplies (∆I/I ≈ 10ppm), able to generate currents
up to IB = 200A. The gradient coils are placed outmost and controlled by a power supply
delivering up to IG = 50A. This way we can create bias fields up to B0 = 2000G and a
magnetic gradient up to b′ = 30G/cm.

We tested the quality of our levitation with expansion experiments, described in the

9The coils were developed and fabricated in collaboration with Michel Lecrivain from the SATIE labo-
ratory.
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3.4 The second chamber 49

following section.

3.4.4 Expansion of the BEC

In this final section, we discuss the ToF-experiments we performed with our condensate.
The interest of them is twofold. On one hand they allow us to characterize precisely the
magnetic levitation. Further, they allow us to precisely determine the properties of the
atomic cloud like the tempature or the condensation ration in the trap.
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Figure 3.16: Expansion of the Bose-Einstein condensate. The atoms are in the |F =
2, mF = −2〉 state and the magnetic potential is anti-trapping with ωres = −0.5 Hz
a) Fluorescence images of the expanding cloud for different expansion times texp b)
Integrated profiles of the expanding cloud at texp = 300 ms in the z and y direction.
The blue line is the measured profile. The green line, describing the parabolic shape
of the condensed fraction and the red line, describing the thermal part, are fits to the
experimental datas.

Having created our BEC as described in Sec. 3.4.2, we can cut the trap and let the
cloud expand in the levitating potential as shown in Fig. 3.16 a). We perform those
experiments most of the time with an atomic cloud in the F = 2 mF = −2 ground state.10

This provides us with an expelling magnetic levitation and the necessary strength of the
gradient field is independent of the bias field B0.

We can see a quasi-isotropic expansion of the cloud for several hundred milliseconds.
In this time the center of the cloud has moved by ≈ 100 µm, which means that we have
compensated the residual gradients up to 10−4g, where g = 9.81m/s2. For intermediate
times (texp ∼ 100 ms), one can see a double structure emerging in the density profile. This
is a characteristic feature of an expanding condensate surrounded by the thermal atoms
in the wings [Anderson 95, Davis 95a].

The projection of these profiles in the directions z and y provides us with the charac-
teristic properties of the cloud (see Sec. 3.1.3.1). The thermal wings are well described
by a gaussian of of rms σT h(texp). The condensed part at the center of the cloud has the

10After the transport the atoms are in |F = 1, mF = −1〉 state and we transfer them via an rf-sweep at
B0 ∼ 5G in tSweep = 200ms with a sweep range of 1MHz. The transfer efficiency is > 90%.
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50 Chap 3 - Production of coherent matter waves

form nc(u, texp) = nc(0) · max
(

1 − u2/u2
0(texp), 0

)2
, where u ∈ y, z. Fig 3.16 b) shows that

this double structure applies well to the observed profiles. From those fits we estimate
that ≥ 50% of the Nat Ä 25000 atoms are contained in the condensate.
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Figure 3.17: Time evolution of the condensate.a) Evolution of the radius of the
condensate. The points mark the experimental datas in vertical (blue) and horizontal
(red) direction. The red line is a fit to the experimental datas. The green line results from
the scaling approach without free parameters. b) Residual frequencies of the magnetic
levitation. The continuous lines are the predictions of the model presented in Sec. 3.4.3.
The black dots are obtained from the ToF - experiments as described in the text.

Further, we can analyze the time evolution of the radius of the condensed fraction
u0(texp), shown in Fig. 3.17 a). In a first step, we can treat it with a simple classical,
phenomenological model. Supposing that the velocity of the atoms is independent of their
position at the beginning of the expansion we can describe the expansion by

u0(t) =

√

u0(0)2 cosh2(ωrestexp) +

(

vi,max

ωres

)2

sinh2(ωrestexp) , (3.51)

where vi,max is the maximum velocity of the atoms in the condensate. Applying this model
to the expansion of the cloud yields a direct measurement of the maximum velocity vmax =
0.5 mm/s and the expulsion ωres/2π = 0.5 Hz. With (3.20) we can then directly calculate
the chemical potential µin/h = 40 Hz. To verify the validity of these measurement we
compared them to other independent models.

First, we performed such expansion experiments for different strength of the bias field
B0 and in different magnetic substates. In Fig. Fig. 3.17 b), we compare the results from
those expansions to the model of the residual frequencies (3.50) which was presented in
the previous section. Given the simplicity of the two independent models, the agreement
between them is quite good.

In a second step, we verified that the observed expansion is compatible with the predic-
tions of the scaling approach we discussed in Sec. 3.1.3.1. We can identify the measured
radius with the time-evolving Thomas-Fermi radius and use the scaling relations (3.16).
Neglecting the slight anisotropy of the initial trap, they yield

u0(t) = b(t) · u0(0) (3.52)

with
d2b(t)

dt2
=

ω2
T rap

b4
− ω2

resb(t) (3.53)
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3.5 Conclusion 51

We solved this equation numerically using the independently known trap frequency ωtrap

and residual expulsion of the levitation ωres. Fig. 3.17 a) shows the good agreement
between this independent theoretical prediction and the experimental observations. For
short times we observed that the measured radius of the condensate is systematically
larger than the predictions. We believe that this is due to problems of the imaging, which
are known to arise in dense atomic clouds. A detailed study of the problem had to be left
to future investigations.

Finally, we can measure the temperature of the cloud from the mean velocity of the
thermal wings. To extract this mean velocity we applied the simple model (3.51) to the
time evolution of its width σT h(texp). That way we estimated the temperature of the cloud
to be T = 3 nK.

Those expansion experiments have allowed us therefore to measure directly the follow-
ing characteristics of the condensate :

Nat = 25000 (3.54)

T/kB = 3 nK (3.55)

vMax = 0.5 mm/s (3.56)

µin/h = 40 Hz (3.57)

3.5 Conclusion

In this chapter we have explained our experimental set-up which allows us to observe the
expansion of ultra-cold atomic clouds in a clean test environment and with an important
optical access on several axes. The transport of the atoms out of the cooling chamber
enabled us to spatially separate the laser-cooling set-up and Ioffe-Pritchard trap from
experimental region in the second chamber. This way, we were able to install a well-
performing magnetic levitation and the fluorescence imaging on several axes, still leaving
space for the installation of the speckle disorder.
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C H A P T E R 4

Characteristics of a

three-dimensional speckle disorder

One of the major interests of using ultracold atoms for the study of Anderson Localization
stems from the great flexibility and control of the disordered potentials in which the
atoms evolve. Several methods allow to create disorders of this type. A lattice can be
perturbed by the presence of a different species of atoms, confined in the wells [Gavish 05,
Massignan 06]. These atoms are then playing the role of the impurities in the system. It is
possible to use bichromatic optical lattices, whose chosen frequencies are incommensurate.
This way the atom is propagating in a potential with broken translation symmetry. The
dynamics in such a quasi-disorder is described by the André-Aubry model [Grempel 82,
Roth 03].

In our experiments we have chosen to create the three-dimensional disorder by an
optical speckle potential. It corresponds to the spatially random intensity distribution
that results from the coherent diffraction of a laser on a rough surface. The atoms placed
in such a light field feels a optical dipole potential V (r), directly proportional to the
laser intensity and thus spatially random. As the statistical properties of such a speckle
field are known [Goodman 07], the dipole potential created by it is perfectly controlled
[Clément 06], whether for its correlation or the distribution law of its amplitude.

In this chapter we are going to discuss in a first step the general properties of such a
speckle disorder. We will then introduce the most important quantities to characterize a
disorder. The intensity distribution P (I) describes the probability to encounter a specific
intensity I. The correlation function C(δr) and power spectral density allow us to quantify
the size of the grains in the different directions by the correlation length σR,i. In this
context we will understand that the speckle is a correlated disorder formed by anisotropic
elongated grains.

Finally, we will show how we have reduced this anisotropy by an interference of two
perpendicular speckle fields. We will discuss the properties of this superposition and how
they are controlled by the interference between the two fields.

4.1 The speckle - a well-controlled, correlated disorder

The speckle is a spatially random intensity distribution that results from the coherent
diffraction of a laser on a rough surface. Depending on the setup, the diffraction can take
place in reflection or transmission. On our experiment, we have decided to work in trans-
mission (Fig. 4.1): the laser beam is diffracted during its propagation through a frosted
glass whose thickness varies randomly. This can be seen as a large number of diffusing el-
ements, emitting waves randomly dephased against each other. The interferences between
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54 Chap 4 - Characteristics of a three-dimensional speckle disorder

these waves, destructive or constructive depending on the point r of the speckle field we
are looking at, are at the origin of the spatially random intensity distribution.

4.1.1 Simple model of the speckle as an diffraction picture

As mentioned above, the speckle field is obtained by the diffraction of a laser beam prop-
agating through a frosted glass with variable thickness δe(α, β), where (α, β) denote the
position on the diffuser. The diffraction of an incident plan wave with amplitude a0 gives
rise to a wave, directly behind the diffuser, with amplitude :

a(α, β) = a0eiδφ with δφ(α, β) =
2π

λ
(n − 1)δe(α, β) , (4.1)

where λ is the wavelength and n the optical index of the plate. The diffraction figure is
perfectly random if the dephasing is uniform over [−π, π], which imposes that the typical
variance of the diffuser width is greater than λ/(n − 1) > 1 µm. Under this condition,
which is largely respected in practice, a speckle pattern is called "fully developed". Then,
the diffraction will depend essentially on the size of the defects on the diffuser, character-
ized by the correlation length rC .

W
R

Laser
λ = 532 nm 

f

θ
Max x

z

Lens

Di$user
y

R

Figure 4.1: Realisation of a speckle. The diffuser diffracts the laser beam of radius
R and the speckle is obtained around the focal point of the convergent lens with focal
distance f . The numerical aperture NA = sin θMax of the system gives the size of the
speckle grains in all directions. In our case, the speckle pattern has a gaussian envelope
with a waist wR = fθDiff , where θDiff is the diffraction angle of our diffuser.

In the following, we consider the case of a fully developed speckle, obtained in the focal
plane of a convergent lens with focal distance f . (Fig. 4.1). The diffracted amplitude
around the focal point A(x, y, z) is given in the paraxial approximation (f º D) by:

A(x, y, z) =
eik(f+x)

iλf

∫

dα dβ a(α, β)e
−i kx

2f2
(α2+β2)

e
−i k

f
(yα+zβ)

(4.2)

Following the book by J.W. Goodman [Goodman 07], we derive the properties of the
speckle pattern from the diffracted amplitude (4.2). Following the notations of Fig. 4.1,
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4.1 The speckle - a well-controlled, correlated disorder 55

the numerical aperture is given by :

NA = sin θMax =
R

√

R2 + f2
(4.3)

4.1.2 Physical model of the speckle

Before we enter into the details of the calculations, we will see that we can understand
the essential properties in terms of interference between multiple waves.

We can see the diffuser, characterized by its correlation length rC , as an ensemble of a
large number of independent defects, with fixed size rC , but randomly varying thickness.
The diffracted amplitude by each defect is essentially contained in a cone of angle θDiff =
λ/rC , which gives an intensity distribution with a width ∼ fλ/rC in the focal plane. In
the focal plane of the lens, the diffraction patterns are all perfectly superposed and create
the envelope of the intensity distribution. Therefore, its extension depends only on the
size of the defects rC . The interferences between the defects, on the other hand, will create
a modulation in the interior of this envelope. If the defects are small compared to the size
of the diffuser (rC ¹ D), the total extension of the envelope will be large compared to
those modulations, called speckle "grains".

In the speckle pattern, all defects contribute equally to the total amplitude A at a
given point in the focal plane, only their phase varies randomly. Therefore, we can replace
the integral in (4.2) by a discrete sum of the form:

A =
a0√
N

N
∑

n=1

eiφn , (4.4)

where N = D/rC and the phases φn are independent and randomly distributed over
[−π, π]. Thus, we can interpret the speckle pattern as the result of the interference between
N detects distributed over the diffuser. In analogy with the diffraction pattern of a lattice,
we can also deduce that the transverse size of the grains will correspond approximatively
to the diffraction limit λ/2NA given by the size of the diffuser. Locally, we can see each
of these grains as an emitter of size λ/2NA. Each elementary emitted beam stays parallel
over the Rayleigh distance. Beyond this, the beam diverges, mixes with the beams coming
from the other grains and the correlation is lost. Therefore, the longitudinal size of the
grains will correspond approximatively to the Rayleigh length 2λ/NA2. We will establish
these results more rigorously in the following. 1

4.1.3 Intensity distribution

According to (4.4), the diffracted amplitude A is a sum of N º 1 random variables. The
central limit theorem can then be applied: from this we conclude that probability law of
the amplitude is gaussian. As the intensity of the diffracted wave is given by I = |A|2, its

1 Let us insist on the fact that the above supposes that all defects contribute really at each point of
the speckle, a condition that is perfectly fulfilled in the focal plan of the lens. If the lens has now some
aberrations, this will slightly displace the diffraction pattern of each scatterer against the others. But this
effect is normally completely negligible, as the displacement is extremely small compared to the size of the
intensity spot. Therefore, the properties of a speckle figure are rather independent to aberrations of a lens.
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56 Chap 4 - Characteristics of a three-dimensional speckle disorder

distribution is exponential and it is given by [Goodman 07]:

P (I) =
1

Ī
e−I/Ī , (4.5)

where Ī is the average intensity and turns out to be equal to the standard deviation of the
intensity σI . Therefore, the contrast defined by C = σI

Ī
is always equal to 1 for a speckle

figure. We want to insist here on the fact that the intensity distribution depends uniquely
on Ī, which makes the speckles particularly interesting for experiments : the measurement
of the average intensity alone allows us to know the complete intensity distribution of the
speckle.

In the case of a large detuning, Eq. (3.28) is valid and the amplitude of the disordered
potential VR is directly related to Ī by

VR =
~Γ2

8δ̃ISat

Ī (4.6)

4.1.4 Spatial properties and dimensions of a speckle grain

The spatial variations of the speckle field is quantitatively characterized by its correlation
function and its spectral power density. In this section we are interested in its character-
istics in the paraxial approximation. We further suppose that the correlation radius of
the defects on the diffuser is infinitely small: the speckle figure is extended over the whole
space and its statistical properties are translation invariant. This approximation is well
justified around the focal point for distances much smaller then fθDiff .

4.1.4.1 Auto-correlation function

The auto-correlation function is defined by ΓI(δr) = 〈I(r)I(r + δr)〉. Because the mean
value of this correlation function does not have any importance to us, we are interested in
the following in the connected correlation function:

ΓδI(δr) = ΓI(δr) − Ī2 (4.7)

This function is a correlation function of fourth order of the amplitude A, given by (4.2).
As the amplitude is a gaussian variable we can apply the Wick theorem and rewrite ΓδI

as a function of ΓA:

ΓδI(δr) = Ī2

∣

∣

∣

∣

ΓA(δr)

ΓA(0)

∣

∣

∣

∣

2

(4.8)

Thus, we need to calculate the correlation function of the amplitude. In the transverse
direction ΓA,⊥(δy, δz) = ΓA(δx = 0, δy, δz) and in the longitudinal direction ΓA,||(δx) =
ΓA(δx, δy = 0, δz = 0) it takes the simple form:

ΓA,⊥(δy, δz) =

∫

dα dβ I(α, β)e
−i k

f
(δyα+δzβ)

(4.9)

ΓA,||(δx) =

∫

dα dβ I(α, β)e
−i kδx

2f2
(α2+β2)

, (4.10)

where I(α, β) is the intensity distribution on the diffuser.
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4.1 The speckle - a well-controlled, correlated disorder 57

1 µm

z

x

δ(µm)

z
x

Γ
δ
I
/
〈I
〉

a) b)

∆r⊥ ∆r||

Figure 4.2: The correlation function of a speckle. a) The complete correlation
function for a numerical aperture NA = 0.5 and a wavelength λ = 532 nm. b) Cuts of
the correlation function in transverse (z) and longitudinal direction (x).

4.1.4.2 Transverse direction

In the transverse direction the connected intensity correlation function is directly propor-
tional to the square of the Fourier transform of the intensity I(α, β). In the case of a
uniform intensity distribution on the diffuser, the dimension of each grain corresponds to
the diffraction limit for the numerical aperture given by the diffuser. Let us consider the
case of a circular diffuser, as implemented in the experiment, with radius R. Its transverse
correlation function is given by :

ΓδI,⊥(δy, δz) = Ī2

∣

∣

∣

∣

λ

πNA δr
J1

(

2πNA δr

λ

)∣

∣

∣

∣

2

with δr =
√

δy2 + δz2 , (4.11)

where J1 is the Bessel function of first kind. The size of a grain is commonly defined as
the distance to the first zero

∆r⊥ = 1.22
λ

2NA
(4.12)

This is an essential result for the speckle : The transverse size of the grain is the diffraction
limit.

4.1.4.3 Longitudinal direction

In the longitudinal direction we obtain for a circular diffuser:

ΓδI,||(δx) = Ī2sinc

(

NA2

2λ
δz

)2

(4.13)

As for the transverse direction, we define the longitudinal correlation radius as the distance
to the first zero

∆r|| = 2
λ

NA2
∝ ∆r2

⊥

λ
(4.14)
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58 Chap 4 - Characteristics of a three-dimensional speckle disorder

This size corresponds to the Rayleigh distance for the diffraction by a "hole" of size ∆r⊥.2

This is the quantative derivation of the intuitive picture given in the previous section.

4.1.4.4 The power spectral density

According to the Wiener-Khintchine theorem, the power spectral density (PSD) is the
Fourier transform of the connected intensity correlation function (4.8).

CδI(k) =

∫

dδrΓδI(δr)eik·r (4.15)

Spectrum C(k)

1

0

C(k)  z

 x
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2000

 z

x
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2/σ
R,  II

2/σ
R,  I

Figure 4.3: The power spectral density of a speckle. a) The complete PSD for a
numerical aperture NA = 0.5 and a wavelength λ = 532 nm. b) Cuts of the PSD in
transverse (z) and longitudinal direction (x).

We want to note here that the transverse PSD is simply given by the autocorrelation
of the intensity on the diffuser. We represented the PSD of a circular diffuser in Fig. 4.3.
In particular, we can see that the PSD is strictly zero for the spatial frequencies

kmax,⊥ =
4πNA

λ
and kmax,|| =

πNA2

λ
(4.16)

These cutoff frequencies will serve us as definition of the size of the grain σR = 2/kMax:

σR,⊥ =
λ

2πNA
and σR,|| =

2λ

πNA2
(4.17)

4.2 Realization of a three-dimensional speckle disorder

Comparing the transverse and the longitudinal length of the grains, we recognize instantly
that the grains are strongly anisotropic for realistic NA which are compatible with ex-
periments on ultracold atoms. We can evaluate this anisotropy conviniently by the ratio
κ = σR,||/σR,⊥ = 4/NA . In typical experiments with low NA this ratio can be as big as
100.

Therefore, we had to take special care in the experiment in order to limit this anisotropy.
Working at high NA Ä 0.5, allows us to obtain an anisotropy ratio of κ ∼ 8.

2We can recover Eq. (4.14) easily by considering that the typical diffraction angle is θ ≈ λ/∆r⊥. It is
sufficient to write that the spread due to the diffraction ∆r||θ is equal to the initial size ∆r⊥.
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4.2 Realization of a three-dimensional speckle disorder 59
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Figure 4.4: The speckle field superposition. a) We use aspherical lenses with a max-
imum NA ∼ 0.5 to focalise two speckle fields. The two speckle fields are propagating
on perpendicular optical axes. They sum up coherently at the center of the science
chamber as their polarization is fixed in the z-direction. b) The intensity distribution of
the total speckle fields.

Further, on the experiment we can superpose two perpendicular speckle fields to create
our disordered potential (Fig. 4.4 a). The upper field has a fixed polarization A1 = A1uz

and the bottom field has a polarisation A2 = A2 (cos(α)uz + sin(α)uy). As the two fields
come from the same laser source, we sum the amplitudes and the total intensity is given
by

I = |A1 + A2|2 = |A1|2 + |A2|2 + P (A∗
1A2 + A1A∗

2) , (4.18)

where P = cos(α). When the two speckle fields are polarized in the same direction , they
interfere and P = 1. In this situation the arguments from section 4.1.2 still hold and
the speckle field can be seen as a diffraction picture from a large number of elementary
diffusers.

If on the other hand the polarizations of the two fields are perpendicular P = 0, the
two field do not interfere and we have to do the incoherent sum of their intensities.

We will now characterize the intensity distribution and the correlation functions of this
three-dimensional disorder.

4.2.1 Intensity distribution

The total intensity distribution of the superposed field is given by [Goodman 07]

P (I) =
1

P Ī

(

exp

(

− 2

1 + P
I

Ī

)

− exp

(

− 2

1 − P
I

Ī

))

(4.19)

We plotted this probability law for different polarizations in Fig. 4.4 b). For the coherent
superposition (P = 1) nothing has changed for the way the amplitudes are summed and
the intensity distribution is still given by the Rayleigh law (4.5) and the most probable
intensity is I = 0. As we reduce P, we decrease the interference between the two speckle
fields and the two fields become gradually more independent. To some degree, we can
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60 Chap 4 - Characteristics of a three-dimensional speckle disorder

picture each field as some background for the other field, the low intensities are inhibited
and the most probable intensity will be shifted to a higher value. In the extreme case of
an incoherent sum (P = 0) the probability distribution is changed to

PP=0(I) =
4I

Ī2
exp(−2I

Ī
) . (4.20)

The zero intensities are now forbiddden and the most probable intensity is shifted up to
0.5Ī. 3. As expected, the total mean value of the field does not depend on the interference
between the superposed fields

〈I〉 =

∫

dI I P (I) = Ī (4.21)

The second moment, related to the fluctuations of the intensity, on the other hand is
modified

〈I2〉 =
Ī

2
(3 + P2) (4.22)

Using the mean value and the second moment, we can calculate the rms of the superposed
speckle field

σI =
√

〈I2〉 − 〈I〉2 (4.23)

= Ī

√

1 + P2

2
. (4.24)

In the case of P = 1 we rederived the statement that rms is as big as the mean value
σI = Ī. In the incoherent superposition P = 0, the interferences between the two fields
are suppressed and the fluctuations got reduced to σI = Ī/

√
2.

4.2.2 Correlation function

The correlation function of the incoherent superposition, P = 0 is the sum of the intensity
correlation functions of each single speckle field as represented in the first row in Fig. 4.5.
In the x and z directions exists a double structure in the spectrum, associated to the
transverse and longitudinal cutoff frequencies of a single speckle.

In the coherent superposition, P = 1, the interference between the two perpendicular
speckle fields modulate the grains at a frequency of

√
2/λ. This creates a lateral band in the

diagonal direction (Fig. 4.5 second column) and increases the frequency cut-off to a value
which is close to the maximum value of λ/2 and correspond to the interference between
the most elongated rays at θ ∼ 160◦. The cutoff frequency is minimal in the diagonal
and corresponds to the projection of the diffraction limit on this axis

√
2NA/λ. The ratio

between the most elongated and the shortest axis of the grains is κ =
√

2/NA ∼ 2.8 for
our experimental parameters. The superposition of the two speckle fields has allowed us
to reduce the anisotropy of our disordered potential considerably. A 3D Gaussian fit of the
central peak of the autocorrelation function yields standard radii of 0.11 µm, 0.27 µm
and 0.08 µm, along the main axes (axis y and the two bisecting lines of x-z).

3This modification of the probability distribution will have dramatic effects on the percolation threshold,
which we will discuss in Sec. 5.4.7.
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4.2 Realization of a three-dimensional speckle disorder 61
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Figure 4.5: Overview over the correlation functions. We plot the correlation functions
for the superposed speckle in the two limiting cases.

4.2.3 Experimental setup

The setup for the creation of the disordered potential is shown in Fig. 4.4.

The light source is a continous Coherent Laser delivering 18W with a wavelength
λ = 532 nm. The power on the atoms is controlled by passing the beam through an AOM
with an efficiency of ∼ 80%. The beam is enlarged by a first telescope and coherently
split by a beam spliter. Each of the arms is then further enlarged to a final waist of
w0 = 12 mm and finally directed on the atoms through the holographic diffuser with a
diameter of 20 mm. This optical setup allows us to apply a maximum power of ∼ 12W
on the atoms.

The light is subsequently focused on the atoms with an aspherical lens with focal
distance f = 20mm and a diameter of ∼ 20 mm, allowing the two configurations described
previously. A half-wave plate is placed behind the beam splitter in order to turn the
polarization of the bottom arm. This way we can tune the polarization in order to realize
a coherent or incoherent superposition of the speckle fields. We are able to control the
angle between the polarizations with an accuracy of ±5◦. We also tested the stability
of the superposition between the two arms before we installed the disorder setup on the
experiment. We built up the ensemble of the magnetic levitation and the disorder in a
test environment. Having removed the last lens and the diffuser in each of the arms, we
observed the interference between the two arms under realistic conditions. The phase drift
between the two arms was ≤ π/10 in 10s with the magnetic coils being switched on and
off during the test.

Finally, a plastic diffuser with an diffraction angle of 5◦ was placed behind the asperical
lens. The resulting speckle field has an intensity envelope with a waist of 1.5 mm on the
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62 Chap 4 - Characteristics of a three-dimensional speckle disorder

 Verdi Laser

18W@532nm

A

O

M

f=
-2

5

f=
1

0
0

f=200

f=-50

f=
2

0
0

f=
-5

0

w0=12

w
0

=
1

2

z

y

x

Levitation

coils

λ/2 λ/2

λ/2

Figure 4.6: Experimental setup for the generation of the speckle.

atoms. With this choice we can obtain speckle field intensities up to ∼ 2.6W/ mm2, which
corresponds to a maximum disorder strength of VR ≤ 4.5 kHz

4.3 Conclusion

In this chapter, we have described the realization of a correlated optical disorder. The
potential experienced by the atoms is anisotropic and its correlation lengths are fixed by
the numerical aperture of the system and the wave length of the laser.

Using a coherent superposition of two orthogonal speckle fields we reduced this anisotropy
considerably and the correlation lengths in the three directions are 0.11 µm, 0.27 µm and
0.08 µm, along the main axes (axis y and the two bisecting lines of x-z). The amplitude
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4.3 Conclusion 63

of the disorder is easily modified by changing the intensity of the laser and can reach a
maximum value of ∼ 4.5 kHz.

Knowing the correlation function and the amplitude of the disorder it is possible to cal-
culate without free parameters the microscopic quantities of the propagation of the atoms
in the disorder. This unmatched control of the applied potential allows us to compare our
experimental results to analytical theoretical predictions [Piraud 12a, Piraud 12b].
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C H A P T E R 5

Some notions of diffusion and

localization of matter waves

Quantum interferences play a fundamental role for the properties of disordered systems
interferences as they can eventually lead to Anderson Localization (AL). In this chap-
ter we are going to discuss the different physical macroscopic and microscopic quantities
describing the properties of these systems.

In the first part of this chapter we provide some important concepts in the context
of AL, which highlight the importance of interferences and dimensionality. In the second
part we discuss the influence of several microscopic parameters in some detail.

We want to add here one word of caution. Whenever possible, we tried to use simple
physical explanations of the different quantities presented in this chapter. Most of them
give qualitatively correct results, but do not permit to do quantitive predictions. Often
such a theoretical prediction would go far beyond the scope of this chapter, as most of
the interesting quantities are still subject to an intense research activity at the moment
we are writing this manuscript.

5.1 From diffusion in a weak disorder...

We study the propagation of an atom from an initial point r1 to the final point r2 in
the disorder. The amplitude of such a propagation is the sum of all possible trajectories
described by the complex amplitude aj

1

f(r1, r2) =
∑

j

aj(r1, r2) (5.1)

The probability of propagation from one point to another is then

P (r1, r2) = |f(r1, r2)|2 (5.2)

=
∑

j

|aj(r1, r2)|2 +
∑

i,j

a∗
i (r1, r2)aj(r1, r2) (5.3)

The . . . marks an ensemble average over different configurations in the disorder as in Ch.
2. In the first term the relative phase between the amplitudes vanishes. This describes
the classical probability to propagate from r1 to r2. The second term is the product
of two different propagation paths and it vanishes over the ensemble average for most
configurations of ai and a∗

j . Nonetheless, we will show later on that this term is associated
with quantum interferences between different propagating paths and absolutely essential
to understand the dynamics in a strong disorder.

1See also the very similar discussion in Sec. 2.2
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66 Chap 5 - Some notions of diffusion and localization of matter waves

In a first step, we focus on the weak disorder case where we may neglect the second
term and focus on the first contribution in (5.3)

PCl(r1, r2) =
∑

j

|aj(r1, r2)|2 (5.4)

This leads to the well-known problem of diffusion through a disordered medium.

5.1.1 Diffusion as a random walk in a disordered potential

Due to the scattering of the atoms on the impurities the motion of the atoms is modified
on a typical length scale lB, called transport length, 2 as shown in Fig. 5.1.

r
2

r1

δri

lB

kl
B
 » 1

Figure 5.1: Propagation of a classical particle in a disorder.

As long as the de Broglie wavelength λdB is much smaller then lB, we can describe this
propagation as a sequence of successive elastic collisions of the atom with the diffuser, i.e.

r2 =
N

∑

i=1

δri for klB º 1 (5.5)

At each elastic collision the particle scatters in a certain direction with some probability
p(δri). After a large number of scattering events we can apply the central limit theorem
and the variance is of the form 〈r2〉 = N〈δr2

i 〉. The typical time between two scattering
events is τB and we will define the lB via 〈δr2

i 〉 = 2l2B/d, 3 where d is the dimension. This
means that the probability to find a particle at a distance r from the starting point after
a time t = NτB is given by [Kuhn 07]

〈r2〉 = 2Dt , (5.6)

where we have used lB = vτB. This law is fulfilled in a very wide variety of physical
problems like the mixing of two fluids, the propagation of heat, the dynamics of polymers
and the propagation of electrons in a crystal. All these systems have the common property

2The exact value of lB will then depend on the microscopic details of the disorder as discussed in more
detail in Sec. 5.4.3.

3We use this definition to be compatible with the common literature
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5.2 ...to localization in a strong disorder 67

that the variance of the displacement is linear in time and not quadratic in time like for
ballistic motion. This diffusive motion is characterized by the diffusion constant

D =
vlB
d

= D0 · klB, (5.7)

where D0 = ~/md is the natural unit of the diffusion constant.

From eq. (5.7) we can see that the diffusion constant directly quantifies the disorder
strength klB. If the disorder parameter klB is very big the disorder is relatively weak
and the particle can propagate rapidly through the disorder. While we decrease klB the
disorder has stronger effects on the propagation and the diffusion slows down.

In the limit of a stronger disorder we are obliged to take into account the contribution
of the trajectories that we ignored up to now. In first order they lead to the phenomena of
weak localization, i.e. act against the propagation through the disorder. Ultimately they
lead to the complete suppression of transport, i.e. Anderon Localization.

5.2 ...to localization in a strong disorder

5.2.1 Weak localization

In the discussion of the propagation through the disorder we have neglected until now the
contribution of trajectory pairs of the form

PCP (r1, r2) =
∑

i,j

a∗
i (r1, r2)aj(r1, r2) . (5.8)

They are a product of distinct propagation amplitudes. Such products often vanish over
the disorder average, as there exists typically a certain dephasing between the distinct
paths.

Still, some pairs of distinct trajectories remain, as long as their dephasing is small.
This is for example the case for two trajectories that follow the same sequence of scattering
events and cross, forming a loop with counter-propagating trajectories (Fig. 5.2).

The probability that such a crossing appears in a time interval dt is proportional to
the ratio of the explored volume by the particle to the size of the system [Akkermans 07,
Müller 09]

dpx(t) =
λd−1

dB v dt

Ld
≈ 1

g

dt

τD
(5.9)

with g(L) = 2
klB
d

(kL)d−2 (5.10)

τD = L2/D0 , (5.11)

where we have introduced the Thouless time τD and the dimensionless conductance g(L).
This dimensionless conductance is directly related to the conductance G = I/U known
from condensed-matter.4 τD is the typical time a particle needs to diffuse through a system
of size Ld and sets the upper limit for the time scales of the diffusion. To evaluate the

4For electrons both are related by g = G/(e2/h), where e is the electric charge.
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68 Chap 5 - Some notions of diffusion and localization of matter waves

ai

aj*

aj
aj*

r1

a) b)

r1

r2 r2

Figure 5.2: Trajectories contributing to the transport in a disorder.a) The product
of the same amplitude. These pairs of trajectories provide the classical probability of
propagation. b) The crossing of the trajectories leads to a new pairing of amplitudes
that has to be taken into account even after an ensemble average. As these amplitudes
increases the weight of those long paths, such closed loop trajectories are at the origin
of the weak localization effect.

total probability for a crossing, we need to integrate the elementary probability (5.9) over
time

px =

∫ τD

0
dpx(t) =

d

2klB

1

(kL)d−2
(5.12)

=
1

g
(5.13)

If the disorder gets stronger, i.e. klB smaller, the probability of a crossing increases as the
diffusion slows down and the particle spends more time in the given volume. Further, the
probability of a crossing also depends on the size L of the system. We will discuss this
very important dependance in some detail below.

Interestingly the interferences increase the weight of the paths with closed loops and
counteract the propagation through the disorder, they favor localization [Strinati 89,
Di Castro 03]. This phenomena of immense importance for solid state physics is called
the weak localization, as we have discussed already in the introduction. We will discuss
this weak localization further in context of the observation of coherent backscattering of
ultracold atoms in Ch. 7.

The weak localization is a first term of a whole series of corrections that have to be
taken into account as the disorder gets stronger and it is therefore only valid in the weak
disorder limit where klB º 1. We will now extend our discussion to the strong disorder
limit klB ≤ 1.

5.2.2 The Thouless criterion

A possibility to connect the physics in the weak and strong disorder limit is to use the
dimensionless conductance g(L) as proposed by Thouless in 1977 [Thouless 77]. He showed
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5.2 ...to localization in a strong disorder 69

that the different values of g can be associated with very different regimes. For g > 1 the
propagation is diffusive and for g < 1 the states are localized.

In order to analyze the physical meaning g we can rewrite Eq. (5.10) in terms of
energies

g = ρ(E)Ld ~D

4L2
(5.14)

=
JT

∆
, (5.15)

where ρ(E) is the density of states and ∆ = 1/ρ(E)Ld is the spacing between energy
levels. JT = ~D0/4L2 is the Thouless energy, which can interpreted as a coupling term as
shown in Fig. 5.3.

∆

J
T

J
T

l l lB B B

Figure 5.3: Interpretation of the dimensionless conductance g = JT
∆ in the Thou-

less picture. The smallest length scale of the propagation in the disorder is the transport
length lB. The different states separeted by the typical length scale are marked by the
red lines. They have a typical energy difference of ∆ and a typical coupling strength of
JT

In this form g describes the interplay between two typical energy scales of the problem.
This energy spacing between different states acts against the propagation of the atoms from
one state to another . It therefore favors localization. As the energy spacing ∆ is due to
the disordered potential, its effect increases for growing disorder strength. JT on the other
hand couples the different states and makes it possible for the particle to propagate from
one state in the system to another. It therefore favors therefore the diffusive propagation
through the system. This coupling is proportional to the diffusion constant and therefore
large in the weak disorder.

Depending on the ratio between these two energy scales, two very different regimes are
then possible:

• If g > 1, the coupling is stronger than the distance between the different energy
levels. In this case, it was argued by Thouless, that the different states mix and
the resulting state is delocalized over the total system. This is the diffusive regime,
where the (dimensionless) conductivity has to ohmic form

g ∝ L2−d (5.16)
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70 Chap 5 - Some notions of diffusion and localization of matter waves

This regime that also called the ordered or conducting phase in the condensed matter
literature.

• If g < 1, the coupling is weaker than the energy splitting. The coupling is expo-
nentially small between distinct states and Thouless argued that the whole system
is localized. In such a localized system, the (dimensionless) conductivity should de-
creased exponentially with the size of the system

g ∝ e−L/ξ , (5.17)

where ξ is the localization length. In condensed matter literature this is also called
the disordered phase or insulator phase.

• For g ∼ gc ≈ 1 the distance between the energy levels and the coupling balance
out. In this case the system does neither behave like in the ordered phase nor the
disordered phase. The properties of states in this interesting region depend strongly
on the dimensionality as we will see in the following section.

This result rephrases in different terms that the atoms are localized in a strong disorder
klB ≤ 1 and diffusive in a weak disorder klB º 1.

Having now in g a quantity that distinguishes between localized and diffusive states,
it is important to come back to the explicit dependance of the dimensionless conductance
on the system size L. Consider the weak disorder case g(L) ∝ Ld−2. Depending on the
dimensionality, g(L) evolves very differently for an increasing size. In 1D, g(L) always
goes to values smaller then 1 for very large systems and thus all states are localized in
infinite one-dimensional systems. In 2D, there is no explicit dependance on the length.
Finally the dependance is inversed in 3D. The weak disorder g(L) increases for a growing
system size L, which is in dramatic contrast to the prediction at 1D.

A systematic study of this size dependance g(L) for the different dimensions has been
done in the celebrated scaling theory of localization by the "gang of four" consisting of
Abrahams, Anderson ,Licciardello and Ramakrishnan, in 1979 [Abrahams 79] and it was
reviewed in great detail by Lee et al. [Lee 85]. This scaling theory shows that all states
are localized in 1D or 2D and that there exists a phase transition at 3D between diffusive
and localized states.

5.3 Scaling theory

The fascinating prediction of Eq. (5.10) is that the speed of the propagation through the
disorder, i.e. g, depends on the explored volume Ld. For a particular disorder g(L) evolves
smoothly as L increases to very large system sizes and goes over to the limiting case of a
diffusive regime (5.16) or the localized regime (5.17). This limiting behavior depends on
the microscopic details of the disorder and the dimension.

The scaling theory aims to describe how g(L) changes then for L º lB for all dimen-
sions. Abrahams et al. argued that such a change should be studied by the following
scaling function

β(L) =
d log g

d log L
(5.18)
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5.3 Scaling theory 71

For a normal conductor, g º 1, one might neglect most quantum corrections and use
(5.16) to estimate the behavior of the scaling function [Lee 85]

β(g) = d − 2 − cd

g
+ O(g−2) for g º 1 (5.19)

The term d−2 is the classical contribution from (5.10). The contribution cd/g is the weak
localization and the constant cd has to be calculated from some microscopic theory.

In the localized regime on the other hand, one should rather use (5.17), which leads
to [Lee 85]

β(g) = log(g/g0) for g ¹ 1 , (5.20)

where g0 is some constant, whose value is of no importance for the following. In this
regime β(g) is always negative and does not depend on the dimension.

The scaling curve can then be reconstructed using eq. (5.19) for large g, eq. (5.20) for
small g and assuming that β(g) is monotonic and continuous. We sketched the resulting
scaling curves for d = 1, 2, 3 in Fig. 5.4 as a function of g.

log(g)

Localized Di usive

d=3

d=2

d=1

g
c

β

L

Figure 5.4: The scaling of the dimensionless conductance g.

5.3.1 Consequences of scaling theory - Localization of all states in one

and two dimensions

In 1D and 2D the scaling function β is always negative. So independently of the initial
conductance, the system ends up in an insulating state for an infinite system in one and
two dimensions. It seems helpful to understand what the predictions of the scaling theory
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72 Chap 5 - Some notions of diffusion and localization of matter waves

mean for the expansion of atoms in a disorder. Suppose that the particles were released
in a small region in the disorder that is sufficiently weak to have g(l) º 1. As the atoms
expand they explore an increasing volume and g decreases according to (5.19). At some
point g < 1 and the atoms don’t move anymore. They are localized in a arbitrarily weak
disorder.

The case of d = 2 is special as β does not depend explicitly on the size of the system.
The scaling equation in a weak disorder reads

β = −c2

g
for g º 1 (5.21)

The conductance does not depend explicitly on the size of the system anymore and the
change of the conductance is explicitly due to the weak localization correction encountered
in the previous section. As this correction acts against the propagation through the
disorder, the constant c has to be positive and all the states are localized. An interesting
situation arises, when we add a spin-orbit coupling to the problem [Akkermans 07]. This
can actually lead to weak anti-localization, where the return probability is smaller then the
classical value. The sign of the constant is then changed [Hikami 80] and a phase transition
between localized and diffusive states arises even in two dimensions [Evers 08, Fendley 00].
A study of this transition with ultracold atoms would be fascinating and might be feasible
with modern experimental techniques [Lin 09, Lin 11].

5.3.2 The existence of a mobility edge in 3D

The situation changes radically for three dimensions. The dimensionless conductance
(5.10) reads

g3D =
2klB

d
kL for g º 1 (5.22)

The scaling relations take for d = 3 the form:

β = 1 − c3

g
> 0 for g º 1 (5.23)

β = log(g/g0) < 0 for g ¹ 1 (5.24)

β is positive for large g and negative for small g and must therefore cross zero at some
value that we note gc. Again, we might consider the expansion of atoms in the disorder
to gain some insight. If the disorder is weak, i.e. g(l) > gc, β(g) is always positive and
the conductance increases as the explored volume becomes bigger, so the atoms continue
to diffuse through the disorder for all times. A different scenario arises, when the initial
disorder is strong, g(l) < gc. As the β(g) function is now negative, the atoms stay localized
and the propagation comes to a halt at some time τLoc.

Hence, there exists a transition, called Anderson transition, between a localized and
a diffusive phase in three dimensions. The localized phase exists in a strong disorder
(g(l) < gc) for which the dynamics will stop after some time τLoc. A diffusive phase for
which the dynamics will continue for any time can be found in a weak disorder (g(l) > gc).

The transition from the diffusive to the localized phase must happen somewhere in the
region of gc ∼ 1 and the smallest length scale we can use in our description is lB, leading
us to

⇒ (klB)c ∼ 1 (5.25)
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5.4 Microscopic quantaties - Energy scales 73

The above equation, called the Ioffe-Regel criterion, implies the existence of localized,
low energy states with klB < 1 and diffusive high energy states with klB > 1. The energy
EC separating the two scales is called the mobility edge.5

5.3.3 The critical region

For a 3D disordered system we have seen, that there exists a localized and a diffusive
phase separated by a mobility edge EC . The region around this mobility edge, called
the critical region has some interesting properties. Atoms with energy E just above the
mobility edge are diffusive, but the disorder is so strong that the diffusion is extremely
slow approaching zero for an energy E = EC . As a function of E − EC we can describe
the diffusion constant in this region as [Lee 85]

D ∝ |E − Ec|s , (5.26)

where s is a critical exponent. Atoms with energies just below the mobility edge on the
other hand, are localized on very large length scales which diverges for E = EC . Its scaling
as function of its distance to mobility edge is:

ξ ∝ |E − Ec|−ν , (5.27)

where ν is a second critical exponent. This region show a peculiar behavior, which leads to
unusual properties for such critical states. They are subject to research in the large field
of theoretical and experimental investigations of phase transitions [Sachdev 11, Ma 76,
Goldenfeld 92].

It is one of the beautiful properties of phase transitions that ν and s do not depend
on the microscopic details of the problem. Atoms in a speckle, electrons in a crystal or
photons in disordered powders should all follow the same scaling equations Eq. (5.26) and
Eq. (5.27). From numerical investigations it is known nowadays that s = ν = 1.58 ± 0.01
[Lemarié 09, Slevin 99].

It is one of the major motivations of the experiments presented in this thesis to pave
the way to investigations of this critical regime with ultracold atoms in a speckle potential.

Another major goal of ongoing experimental and theoretical investigations is the pre-
cise investigation of the position of the mobility edge. This position will depend on the
microscopic details of each system. Up to this day, several theoretical predictions like the
self-consistent theory presented in Sec. 5.4.9 exist, but none allows for exact predictions
of the precise position of the mobility edge. Given the complexity of the problem, it is a
formable testing-ground for ultracold atoms as a quantum simulator.

5.4 Microscopic quantaties - Energy scales

Up to now, we have discussed the propagation of atoms through the disorder on a macro-
scopic scale. We will now turn our attention to the microscopic parameters controlling the
propagation in a speckle disorder.

5The existence of such a mobility edge was already predicted by Neil Mott in 1961 [Mott 61]. He argued
that particles with klB < 1 have a de Broglie wavelength that is bigger then the mean free path. They are
always in collision with the disorder and are localized.
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74 Chap 5 - Some notions of diffusion and localization of matter waves

5.4.1 The scattering time

During the propagation of the atoms through the disorder, they undergo elastic scattering
on the different grains in the speckle disorder. The characteristic distance between the
scattering events is called the mean free path

lS = vτS , (5.28)

where τS is the scattering time. Several generic approaches, like the Green function for-
malism [Kuhn 07], exist for the calculation of the scattering time. We present here a very
simple approach that allows us to calculate τS to first order perturbation theory in a weak
disorder.

The time scale on which an atom in the initial state ki scatters in some other final
state kf is given by Fermi’s Golden rule

1

τS
= γS,k =

2π

~

∑

kf

|〈kf |V|ki〉|2 δ(Ekf
− Eki

) , (5.29)

where 〈kf |V|ki〉 describes the interaction of the atoms with the impurity potential. We
can then identify |〈kf |V|ki〉|2 with the Fourier transform of the correlation function of the
disorder C(|kf − ki|)

1

τS
=

mkd−2

2πd−1~3

∫

dΩC(2k sin(θ/2)) , (5.30)

where we integrate over the total surface of the unit sphere and θ is the scattering
angle between kf and ki (see Fig. 5.5). The argument of the correlation function

k
f

k
i

k
S

0 1 2 3 4 5 6

–2

–1

0

1

2 kσ
R
 = 6

kσ
R
 = 1

θ
M

a) b)

Figure 5.5: Scattering of the atoms in 3D. a) Scheme representing the scattering by
an angle θ from ki to kf in 3D. The vector ks has a length ks = 2k sin(θ/2) corre-
sponding to a frequency component of the disorder potential. b) Scattering distribution
in an isotropic disorder from [Kuhn 07]. For large kσR the scattering is restrained in a
scattering angle θM < 2/kσR.
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5.4 Microscopic quantaties - Energy scales 75

kS = |kf − ki| = 2k sin(θ/2), indicates that the Bragg condition has to be verified in
the Born approximation, where kS is the amplitude of the transferred momentum. Kuhn
et al. have shown that the scattering time for an isotropic speckle disorder has the ana-
lytical form [Kuhn 07]

~γS,k = π
V 2

R

ER

(

θ(1 − kσR) +
1

kσR
θ(kσR − 1)

)

(5.31)

ER =
~

2

mσ2
R

, (5.32)

where ER is called the correlation energy6. The correlation function of a speckle disorder
has a cutoff at 1/σR and hence the transferred momentum is restricted to kS ≤ 2/σR (see
Sec. 4.1.4.4). This leads to the two different diffraction regimes pictured in Fig. 5.5 b).
If kσR ≤ 1 we are in the limit of short correlations, where the atom can be diffracted in
all directions and the de Broglie wavelength is longer than the disorder valleys. Quantum
effects like tunneling play a major role in this case.

The opposite case, kσR > 1, describes a smooth disorder, where a classical picture of
a particle propagating through the disorder can be a good starting point. The diffraction
in this regime is preferentially in the forward direction, because of the Bragg condition
sin θ ≤ 1/kσR limits the diffraction angle. In this regime, the motion is randomized over
longer distances, which leads us to the distinction between mean free path and transport
length done in Sec. 5.4.3.

5.4.2 The energy spread and the weak disorder condition

The coupling between the initial state ki to a continuum gives rise to an energy uncertainty
∆E = ~/τS of this state as shown in Fig. 5.6. This energy spread is quantified by the
spectral function A(k, E) = |〈k|E〉|2. It measures the probability for a state of energy E
to have a wave vector k. In a weak disorder the spectral function is a Lorentzien curve of
width ~γS,k and centered around the kinetic energy of the atoms Ek

A(k, E) =
~γS,k

2π

1

(E − Ek)2 + (~γS,k/2)2
(5.33)

The previously presented calculation supposed a weak disorder, where the energy
spread is much smaller then the energy of the atoms ∆E ¹ Ek. We can rewrite this
condition, using Eq. (5.31) and (5.32)

∆ =
V 2

R

EkER
¹ 1 (5.34)

With increasing disorder strength a state k becomes distributed over a large energy re-
gion. In a very strong disorder ∆ º 1, the width of the distribution completely overwhelms
the initial kinetic energy of the atoms. This large energy distribution is an essential ingre-
dient to the understanding of our experiments on localization (and therefore in a strong
disorder) that we present in Ch. 6.

6It is further discussed in section 5.4.4.
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Figure 5.6: Energy spread in a disorder.

5.4.3 The transport length

We now come back to the propagation of the atoms through the disorder. We have seen
that in a correlated disorder like the speckle the collisions of the atoms with the disorder
are not always isotropic as scattering can be restricted in the forward direction. The
motion is then randomized over a longer distance than the mean free path. This distance
is the transport length lB, which we had introduced phenomenologically in Sec. 5.1. In
an isotropic disorder it can be related to the mean free path by [Kuhn 07]

lB =
lS

1 − 〈cos θ〉 , (5.35)

where 〈. . . 〉 signifies the average over the different scattering angles. If the scattering
probability is uniformaly distributed over all scattering angles, the two length scales are
identical. If the scattering angle is strongly restricted in the forward direction the transport
length is much larger then the mean free path.

Kuhn et al. [Kuhn 07] were then able to give an analytical expression of lB

1/klB =
π

3
∆

(

θ(1 − kσR) + (kσR)3θ(kσR − 1)
)

. (5.36)

klB is inversely proportional to the disorder parameter klB ∝ 1/∆ and measures therefore
directly the strength of the disorder. This justifies in a more rigorous way that we can use
klB as a measure of the disorder strength, as argued at the beginning of this chapter in a
much more qualitative way.
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5.4 Microscopic quantaties - Energy scales 77

5.4.4 The correlation energy - from classical to quantum disorder

In the discussion of the scattering and the transport time we had to introduce the corre-
lation energy

ER =
~

2

mσ2
R

, (5.37)

which arises from the finite correlation length σR of the speckle disorder. It has the
meaning of a zero point energy for an atom confined in spatial region of size σR. Depending
on the ratio VR/ER we can distinguish between two different disorder regimes [Shapiro 12,
Shklovskii 08].

If the disorder amplitude is smaller than the correlation energy VR < ER, a typical
valley does not support any bound states and classical trapping does not play any role to
understand the physics of the problem. The only possiblibility to localize particles is by
quantum interference effects and we call such disorder a quantum disorder. In this regime
the disorder is smoothed by the long de Broglie wavelength and might be described by an
effective disorder V Eff

R = V 2
R/ER [Economou 83].

If on the other hand the disorder amplitude is much higher than the correlation energy,
a typical valley contains a large number of bound states and semi-classical approaches can
be helpful to understand the problem. We speak of a classical disorder.

We now go on with a discussion of the position of the mobility edge in those two
different disorder regimes.

5.4.5 The mobility edge in the quantum disorder regime

The regime, where quantum effects should be most important is the case of a quantum
disorder and for a de Broglie wavelength much bigger then the typical size of the valley
kσR ¹ 1. In this regime, classical trapping is forbidden and quantum effects like tunneling
are surely important. As sketched in Fig. 5.7 the mobility edge is therefore well separated
from the classical percolation threshold, that is the energy where a classical particle is
trapped in an infinite disorder.

Commonly, this regime is called the the white noise limit, where we can neglect the
extremely small correlation length [Falco 09b]

〈V (r1)V (r2)〉 = κ2δ(r1 − r2) with κ2 = V 2
Rσ3

R (5.38)

The disorder is then described by the Larkin length

L =
~

4

m2κ2
. (5.39)

As this is the only remaining length scale of the problem, the mobility edge should be in
the order of magnitude of the only energy scale describing the disorder the Larkin energy
[Falco 09b, Shapiro 12, Shklovskii 08]

W =
~

2

mL2
= VR (VR/ER)3 , (5.40)

where W is measured from the average amplitude of the disorder. This dimensional
argument allows us to estimate that the mobility edge should be somewhere in the region
of VR as W is only some small correction in the case of VR/ER ¹ 1. The exact scaling,
if it is slightly above or below VR and other important question will then depend on the
microscopic details of the disorder.
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Figure 5.7: Energy diagram in the quantum disorder: The high energy states are
diffusive as klB º 1. The low energy states with klB . 1 are localized. In between
them there exists a mobility edge. It marks the energy at which atoms stop to propagate
through the disorder.

5.4.6 The mobility edge in the classical disorder regime

In the opposite limit of VR º ER, where a typical valley contains a large number of
bound states, the classical picture can be a good starting point to estimate the position
of the mobility edge. We can therefore, estimate that Localization will typically arise in
the vicinity of the classical percolation threshold EP as shown in Fig. 5.8 [Shklovskii 08,
Shapiro 12]. However, as we approach the mobility edge the motion slows down until
D ≤ ~/m. At this point klB ∼ 1 and interference effects localize the particle. This gives
us the very rough estimate of

EC ∼ EP

(

1 +
1

(Vr/ER)2t

)

, (5.41)

, this correction in the second term becomes very rapidly negligible as the exponent t is
rather is, that is 2t ∼ 3.4. It means that interference effects will localize the particle even
for energies slightly higher then the percolation threshold.

This relationship has to be used with a lot of caution as it has supposed two important
scales: a microscopic scale associated with the diffusion constant D0. A second macro-
scopic scale which describes the clustering of the volume in the vicinity of the percolation
threshold has to exist. The existence of this second scale is not obvious at all and a very
strong assumption. If the valleys become very large and flat, in the extreme case the po-
tential is zero between some peaks, there is no connection between the classical percolation
threshold and localization [Shapiro 12].

The position of the mobility edge for an isotropic speckle disorder in this classical
regime was studied by quantum Monte-Carlo methods by Pilati et al. [Pilati 10]. They
observed the mobility edge to be significantly higher than the classical percolation thresh-
old, suggesting that quantum effects should play a major role. On the other hand, the
mobility edge was still scaling with VR and was located well below the mean value VR

of the speckle, which suggests that a semi-classical interpretation of the localization pro-
cess might be adapted. Recent results by Piraud et al. using a self-consistent theory of
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Figure 5.8: Energy diagram in the classical disorder: VR º ER The mobility edge
is very close to the classical percolation threshold, leaving only a small energy window
where quantum effects are predominant.

localization to calculate the mobility edge seem to hint in a similar direction [Piraud 12b].

5.4.7 The classical percolation threshold

We continue with a discussion of the classical percolation threshold, corresponding to the
critical energy below which the atoms are classically trapped.

Classical particles cannot access regions of potential energy higher than their total
energy. Hence, these regions are forbidden for an atom moving in a disorder and the atom
has to propagate in the remaining accessible volume (Fig. 5.9)

Φ(E) =
1

Ld

∫

V (r)<E
dr (5.42)

At the percolation threshold EP this remaining volume is so small that the allowed regions
are disconnected and the atom is trapped in one of the disorder minima. It determines
the classical mobility edge EP separating classicaly localized (trapped) states for E < EP

and diffusive ones with E > EP . This is the so called percolation transition and it has
been studied intensely [Stauffer 94, Kirkpatrick 73, Isichenko 92]. As in the case of a
quantum system, it is a transition between diffusive states and localized (trapped) states.
Approaching the percolation threshold the diffusion constant falls to zero

D ∼ D0 (E/EP − 1)t , (5.43)

where D0 =
√

VRσ2/m is the natural unit for classical diffusion and t is the percolation
conductance exponent. It is t ∼ 1.7 in 3D [Efros 84, Zallen 71].

The exact position of the percolation threshold EP in the disorder depends on the di-
mension of the problem and the microscopic properties of the disorder. At low dimensions
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E » E
P

E ≈ E
P

E « E
P

Figure 5.9: Example of a percolation. We show the propagation of a particle through
a 2d lattice, where sites with V > E are not accessible. A particle with E ¹ EP cannot
propagate and is trapped in a local minima of the disorder

the trapping in a local minimum is much easier as the atom cannot travel around high
peaks.

In 1D the atom is directly trapped between two peaks higher then its energy E. In our
speckle disorder, where arbitrarily high potential peaks exist, the percolation threshold is
EP,1D = ∞. With increasing dimension it becomes easier to travel around those high peaks
and the percolation threshold is lowered. For a two-dimensional speckle the percolation is
EP,2D = 0.52VR [Smith 79, Weinrib 82, Pezzé 11].

For an isotropic three-dimensional speckle disorder it was shown that the percolation
threshold is extremely low. The critical energy is there given by [Pilati 10]

EP,3D Ä 4 · 10−4VR (5.44)

This threshold is 2 orders of magnitude lower than in the widely used three-dimensional
gaussian disorder-model, where EP,G = 0.04VR [Efros 84, Skal 73]. The Rayleigh law
distribution of the intensity in speckle, producing a grained structure as discussed in Sec.
4.1.3, makes it very improbable to get trapped in the large regions of low intensity.

5.4.8 Percolation in an anisotropic 3D speckle

In our experiment we do not work with an isotropic speckle disorder, but with a superpo-
sition of two perpendicular speckle fields. Depending on the polarization of the two fields
P = cos α, where α is the angle between the polarizations of the superposed speckle fields,
the intensity distribution is modified (for a detailed discussion see Sec. 4.2.1).

We studied the percolation for those experimentally relevant configuration numerically,
the results are shown in Fig. 5.10. When the two fields are superposed coherently (P = 1)
the percolation threshold stays as low as in the isotropic case, as the intensity distribu-
tion follows again a Rayleigh law. We numerically found the percolation threshold to be
EP,P=1 ≤ 5 · 10−3VR. The discrepancy with the results for the isotropic case by Pilati et
al. are due to the limited size of the grids we could use for our studies.7

7We performed simulations on a grid of 300x300x300 = 27 ·106 elements. Bigger grids would go beyond
the scope of our studies as they would have to be performed on much more powerful computers.
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Figure 5.10: Percolation in a 3D speckle. a) We measure the fraction of configura-
tions that percolate at an energy E over a cube of size L = 10σR,⊥ and a grid step
of 1/20σR,⊥. The plotted data are from an average over 25 configurations. b) The
percolation threshold as a function of P. As the low intensity regions get suppressed for
incoherent superpositions, the percolation threshold increases. Error bars are estimated
from the width of the transition region.

Decreasing the coherence modifies the intensity distribution in the speckle according
to Eq. (4.19). The probability to find regions of low intentensity gets strongly suppressed
in this case, which leads to a dramatic increase of the percolation threshold to EP,P=0 =
0.26 ± 0.05VR.

As we want to study the localization of atoms by quantum effects, it is advantageous
to work in the coherent configuration P = 1. The classical percolation threshold is then
extremely low and classical trapping can be neglected for the interpretation of our exper-
iments.

5.4.9 The self-consistent theory of localization

We want end this chapter with some words on the self-consistent (SC) theory of localiza-
tion.

In Sec. 2.2 we have seen that quantum interference effects slow down the propagation
of the atoms through the speckle disorder. The diffusion constant of the system is therefore
smaller than without the interference

D = D0 − δD , (5.45)

where D0 is the classical diffusion constant of the system and δD is the reduction of
the diffusion constant due to the quantum corrections. The first quantum correction to
be taken into account is the weak localization correction, which is proportional to the
probability of a crossing. Hence, one assumes [Vollhardt 92]

δD

D0
≈ px Ä 1

g
. (5.46)

From Eq. (5.14) we can see directly the correction of the diffusion constant depends on
the diffusion constant itself

D = D0 − D0 · px(D0) . (5.47)

te
l-0

08
09

29
0,

 v
er

si
on

 1
 - 

8 
Ap

r 2
01

3



82 Chap 5 - Some notions of diffusion and localization of matter waves

A refinement of the above equation would be to evaluate the probability of a crossing for
the actual diffusion constant of the system D, leading to

D = D0 − D0 · px(D) . (5.48)

This is a self-consistent equation for the calculation of the diffusion constant in the frame-
work of weak localization. In this approach the interference effects (weak localization)
are a precursor of the complete suppression of transport (strong localization). This self-
consistent theory of Localization, was developed by Vollhardt and Wölfe to give a quan-
titative description of localization [Vollhardt 80]. It is to our knowledge the only theory
that allows a calculation of the mobility edge based on the microscopic properties of the
disorder. The mobility edge which is calculated from the microscopic properties of the dis-
order, is in qualitative agreement with the Ioffe-Regel criterion, which was based on purely
macroscopic considerations. The agreement between the predictions of SC theory and nu-
merical simulations for some kinds of un-correlated disorder can be quite remarkable (see
Fig. 5.11). On the other hand, the self-consistent theory is now well known to be not
perfectly accurate in the prediction of the mobility edge and there are still no numerical
simulations to compare to for a speckle disorder. This theory is furthermore not applicable
in the critical region as it predicts universal exponents s = ν = 1 in contradiction with
the widely accepted value s = ν = 1.57 [Kramer 93].

Figure 5.11: Comparision numerics - SC theory for an uncorrelated disorder form
[Vollhardt 92]. We compare the numerical simulations (black dots) with the predictions
of the SC theory (continuous line) for a box-shaped level-distribution.

The self-consistent theory has been applied to the case of an isotropic speckle and
predicted that the mobility edge is actually given by

(klB)C =
√

π/3 , (5.49)

which is in agreement with the qualitative Ioffe-Regel criterion (5.25). The mobility edge
is therefore at

EC =
√

π/3
V 2

R

ER
, (5.50)

where the zero of the energy is taken to be at the mean value of the speckle VR. For a
quantum disorder, we can rewrite the previous equation as EC ≈ V eff

R (see Sec. 5.4.5)
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5.5 Summary - a generic phase diagram in 3D 83

and might say qualitatively that the atoms are localized when the smoothed disorder is
as large as the kinetic energy of the atoms. In the classical regime, there are indica-
tions that the approximations done in order to obtain equation (5.50) are to rough even
for qualitative disscusions and that more sophisticated approaches might be necessary
[Yedjour 10, Piraud 12b].

A very detailed discussion of the theory can be found in numerous reviews [Vollhardt 92]
and in the context of ultra-cold atoms especially in the PhD of Marie Piraud.

5.5 Summary - a generic phase diagram in 3D

In this chapter we discussed the dynamics of atoms propagating through a disorder. We
saw that the disorder strength is characterized by kl. From the scaling theory it followed
that in 1D and 2D all states are localized in an infinite disorder and that there exists an
phase transition in 3D as sketched in Fig. 5.12.
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Figure 5.12: Generic phase diagram at 3D.

In this 3D case, the diffusive states (kl º 1) are then separated from the localized
states by a mobility edge at kl ∼ 1. The exact position of the mobility edge depends
then on the microscopic properties. In general, on can identify several important regimes
depending on the ratios between the particle energy E, the disorder strength VR and the
correlation energy ER (see Fig. 5.12).

The correlation energy sets a typical upper energy scale, below which quantum effects
play an important role in the system. For particle energies below the correlation energy,
E ¹ ER the deBroglie wavelength is bigger than the typical size of the valleys and
quantum interference effects like tunneling are pronounced. If the amplitude of the disorder
is further smaller than the correlation energy, VR ¹ ER, the typical valley does not support
any bound states and trapping gets negligible. It is in this white-noise limit, where the
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84 Chap 5 - Some notions of diffusion and localization of matter waves

wave character of the atoms is most important that we performed our experiments on AL
presented in the next chapter.

te
l-0

08
09

29
0,

 v
er

si
on

 1
 - 

8 
Ap

r 2
01

3



C H A P T E R 6

Experiments on 3D Localization

Anderson localization (AL) was proposed more than 50 years ago [Anderson 58] to un-
derstand how disorder can lead to the total cancellation of electron conduction in certain
materials. It is a purely quantum, one-particle effect, which can be interpreted as due
to interference between the various amplitudes associated with the scattering paths of a
matter wave propagating among impurities. According to the celebrated scaling theory
[Abrahams 79] , AL depends on the dimension of the system, and in the three-dimensional
(3D) case a mobility edge is predicted. It is an energy threshold separating localized states
from diffusive states. However, determining the precise value of the mobility edge, and
the corresponding critical behaviour around it, remains a challenge for microscopic theory,
numerical simulations, and experiments. The quest for AL has been pursued not only in
condensed matter physics [Lee 85] , but also in wave physics [van Tiggelen 99], and ex-
periments have been carried out with light waves [Wiersma 97, Störzer 06, Schwartz 07,
Lahini 08], microwaves [Chabanov 00] and acoustic waves [Hu 08]. Nowadays, ultracold
atoms have proven to be a great system for the study of AL. Following theoretical pro-
posals [Damski 03, Sanchez-Palencia 07, Kuhn 07, Skipetrov 08], recent experiments have
shown that ultracold atoms in optical disorder constitute a remarkable system to study
1D localization [Billy 08, Roati 08] or 2D diffusion [Robert-de Saint-Vincent 10, Pezzé 11]
of matter waves.

Here, we report the observation of 3D localization of ultracold atoms of a Bose-Einstein
condensate (BEC), suspended against gravity, and released in a 3D optical disordered
potential. Our scheme is a generalization of the one that allowed us to demonstrate AL in
1D . Therefore, I start the chapter with a discussion of those 1D experiments. Additionaly
to its historical value, it allows to present the important parameters we have to control in
such experiments. It is a beautiful textbook example of what such expansion experiments
can provide. Before I discuss our experimental results on 3D localization, I present the
key ideas that guided us while we set up the new experiment. In the last part of this
chapter I present several additional studies we have started in order to control the energy
distribution of the atoms in the disorder and to test the influence of the microscopic
properties of the disorder.

6.1 Localization in a weak disorder in 1D

In this section, we review the localization of ultracold atoms in 1D. This allows us to
introduce the most important physical quantities, also discussed in chapter 5, and the
typical experimental sequence of the expansion experiments we use. In 2008, Anderson
Localization of ultracold atoms in one dimensions was shown by two groups in different
set-ups. The Florence group, let by Prof. Inguscio, observed the halt of the propagation
of 39K non-interacting atoms in a strong bichromatic lattice providing a quasi-disorder
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86 Chap 6 - Experiments on 3D Localization

[Roati 08]. Our group, chose to observe the expansion of 87Rb atoms in a weak speckle
potential [Billy 08].

6.1.1 Key features 1D localization in a speckle disorder

As all states are localized in 1D (see Sec. 5.3.1), it was possible to investigate localization
in a weak disorder, where the disorder amplitude was much smaller than the kinetic energy
of the atoms (VR ¹ Ek). Therefore, there was no possibility of a classical reflection from
a potential barrier and classical trapping could be ruled out in those experiments (see Fig.
6.1 a). Still, as discussed in Ch. 4, the speckle disorder has a typical correlation length
σR. In such a disorder, only atoms with a wave vector k =

√

2mE/~2 < 1/σR undergo
a high number of quantum reflections, leading to AL (see Sec. 5.4.1). In other words,

for kinetic energies higher than half of the correlation energy ER = ~
2

mσ2

R
the localization

length diverges and localization becomes very difficult to observe in finite systems. To
obtain an unambiguous signature of localization in 1D, it was therefore necessary to work
in a configuration, where

VR ¹ Ek ≤ ER/2 . (6.1)

Note that this implies that the experiments were performed in a quantum disorder regime
as explained in more detail previously in Sec. 5.4.5.
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Figure 6.1: 1D AL in a weak speckle disorder. a) The wave of kinetic energy Ek higher
than the average amplitude VR undergoes multiple quantum reflections on the disorder
barriers. The different scattering paths interfere destructively and yield a localized wave
function which decreases exponentially. This process is only effective for energies below
the correlation energy b) In the experiment we work with a BEC. During the expansion
the initial interaction energy is transformed in kinetic energy. Therefore, the atoms have
an energy (velocity) distribution n(E) ≡ n(k) with E = ~k2/2m. The maximum kinetic
energy is given by EMax = 2µin.

So far, we have always considered the effect of localization for a fixed energy Ek. In
practice, a Bose-Einstein condensate was used as atomic source. After switching of the trap
the condensate can expand as explained in detail in Sec. 3.1.3. During the first moments
of the expansion, the interaction energy of the atoms in the condensate is converted into
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6.1 Localization in a weak disorder in 1D 87

kinetic energy. It is then possible to describe the condensate as a superposition of plane
waves k with a certain distribution n(k). As the disorder is very weak, we can identify this
wave vector distribution with the energy distribution of the atoms in the disorder. In other
words, the energy spread induced by the disorder ∆E is much smaller than the kinetic
energy Ek of the atoms and k is therefore still a good quantum number (see Sec. 5.4.2).
The resulting superposition of matter waves is then characterized by a energy distribution
n(E) with a maximum energy controlled by the chemical potential EMax ≈ 2µin (see
Fig.6.1 b).

In the second phase of the expansion, we consider the diffusion of each independent
component k of this superposition of plane waves by the weak disorder. After undergoing
multiple quantum reflections, each component k gets then Anderson localized on a local-
ization length ξ(k). In the limit kσR ≤ 1, that is (Ek ≤ ER/2), that we consider here, the
localized atomic density profile shows then the exponential decay, on a localization length
determined by the maximum kinetic energy [Sanchez-Palencia 07]. Due to the weak disor-
der, this localization length (typically ≥ 100 µm) is actually much larger than the initial
size of the cloud. Therefore, the exponential decay of the wave function, emblematic for
AL, was directly observable in these experiments.

6.1.2 Experimental observations

The experiment started with a BEC of 2 · 104 atoms and a chemical potential of µin/h =
219 Hz. It was produced in an anisotropic opto-magnetic hybrid trap. A far-off-resonance
laser beam created an optical wave-guide along the horizontal z axis. A shallow magnetic
trap confined the BEC in the longitudinal direction. At t = 0 the longitudinal confinement
was switched off, and the BEC started to expand in the guide along the z-direction under
the effect of the initial repulsive interaction energy. The atoms would then expand freely
along the z-direction over several millimetres. Finally, an in-situ picture of the expanding
BEC was taken by fluorescence imaging at any time t. The maximum velocity , and hence
the value of the associated kinetic energy EMax, was measured directly by observing this
free expansion of the BEC in the waveguide in the absence of disorder. This confirmed
that kMaxσR = 0.65 < 1 and that it was therefore possible to observed AL as described
above.

To study localization, a disordered potential was applied to the expanding BEC using a
far-off-resonance blue-detuned optical speckle field, which provided a purely conservative
disordered potential. Along the z-direction, the correlation length of the speckle was
σR = 0.26 µm (ER/h = 1.71 kHz). When the longitudinal trapping was switched off
in the presence of weak disorder (VR/µin = 0.12), the BEC started expanding, but the
expansion stopped, in stark contrast with the free expansion case, see inset Fig. 6.2 d).
The density profiles in linear (Fig. 6.2 c) and semi-log (Fig. 6.2 d) coordinates then showed
clear exponential wings, a signature of Anderson localization. An exponential fit to the
wings of the density profiles yielded the localization length lLoc, which was then compared
to the theoretical value. It showed quite a good agreement between the measurements and
the theoretical predictions with no adjustable parameters [Sanchez-Palencia 07].

In summary, a halt of the atoms due to this weak disorder was effectively observed
accompanied by an exponential decrease of the atomic density in its wings. These two
observations and the good agreement with the theoretical predictions were an unambigu-
ous sign for the observation of AL in one dimension. The success triggered experimental
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88 Chap 6 - Experiments on 3D Localization

Figure 6.2: Scheme of the experiment on Anderson Localization in 1D [Billy 08].
a) A very dilute condensate is created in a hybrid trap (The magnetic field is shown in
grey). b) When the magnetic trap is switched off, the condensate propagates along by
the optical guide in the presence of a weak disorder. c) and d): Profiles in linear and
semilogarithmic scale once the localized regime has been reached. Inset: The expansion
is ballistic, when no disorder is present and stops after ∼ 1 s when a disorder is applied.

efforts to transpose this scheme to higher dimensions. An implementation of the scheme
in the 2D experiment of our group led to the observation of classical diffusion in 2D
[Robert-de Saint-Vincent 10]. The newest results obtained on this experiment on disor-
dered physics in 2D can be found in the thesis of Thomas Plisson and Baptiste Allard.

6.2 Transposing the 1D scheme to 3D

It was a key challenge of my PhD to participate in the transposition of the successful 1D
scheme to the 3D case. The ultimate goal of the series of experiments we started in 3D
is to observe the critical region around the mobility edge in 3D. The experiment is the
three-dimensional analog to the ones presented in the previous section. We observe the
expansion of a BEC, suspended against gravity, which is released from the initial trap in
a 3D optical disordered speckle potential.

In this section we discuss the key ideas that guided our work. We will see that the
existence of the mobility edge makes it necessary to work in a strong disorder, which deeply
modifies the expected observations in 3D compared to the 1D case, where the observations
were made in a weak disorder.

6.2.1 The quantum regime

In 3D, as in 1D, quantum effects are most pronounced at energies well below the correlation
energy Ek ¹ ER. In this regime the de Broglie wavelength is much larger than the typical
size of the valleys σR and quantum interference effects gain prevalence (see Sec. 5.4.4).
When the disorder amplitude is also smaller than the correlation energy, VR ¹ ER, a
typical valley does not support any bound states. In this white-noise limit, we can again
rule out classical considerations for the treatment of localization in the same manner as
in 1D (see Sec. 5.4.5).

But in sharp contrast to 1D, only the atoms with an energy smaller than the mobility
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Figure 6.3: Energy diagram in strong disorder a) Energy scales in the 3D disorder.
Only the states below the mobility edge are localized. b) Energy spread. The sudden
switch on of the speckle potential enlarges the energy distribution (green line) heavily,
as the initial wave vectors (the dashed green curve) get projected on a large number of
different energies. This spreads the energy distribution around the mobility edge (red
line) and a diffusive component (blue region) persists at arbitrary strong disorder.

edge E < EC are localized at 3D (see section 5.3.2). It was the key message of the
chapter 5 that localization then only takes place in strong disorder with Ek ¹ VR. Our
observations of localization in 3D are therefore done in the limit, where

Ek ¹ VR ¹ ER . (6.2)

Note that the correlation energy stays the highest energy scale of the problem, but that the
kinetic energy and the disorder amplitude have switched order compared to the 1D case
(6.1). Because we now have to work in the strong disorder limit, while maintaining the
disorder amplitude smaller than the correlation energy, the kinetic energy of the atoms has
to be even smaller than in 1D. In the experiments we obtained typically about kσR ∼ 0.1
before the disorder gets switched on. In the following, we study how the fact that we have
to work in this strong disorder profoundly modifies the expected observations.

6.2.2 Persistence of the diffusive component at arbitrarily strong disor-

der

The way the atoms are loaded in the disorder now plays a crucial role. Consider that
the disorder is switched on suddenly. The initial states Ek cease to be eigenstates and
get projected on a range of energies ∆E during the application of the disorder (see Sec.
5.4.2). In the strong disorder, this energy spread completely overwhelms the initial energy
of the atoms and the characteristics of the energy distribution of the atoms n(E) is entirely
governed by the properties of the disorder as sketched in Fig. 6.3. Hence, the observed
density profile n(r, t) is the sum of a large number of states nE(r, t) spread over different
energies

n(r, t) =

∫

dE n(E) nE(r, t) . (6.3)
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90 Chap 6 - Experiments on 3D Localization

When the modified energy distribution in the disorder n(E) spreads to energies higher than
the mobility edge EC , only a fraction of the atoms localizes in the disorder as sketched
in Fig. 6.3. In this case, the total density profile is constituted by two components;
a time-evolving diffusive component nDiff (r, t) of atoms above the mobility edge and a
localized component nLoc(r) of atoms below the mobility edge. The persistence of the
two components is probably the most striking difference to the experiments in 1D. It was
predicted by several theoretical works [Skipetrov 08, Yedjour 10].

One therefore might be tempted to address the existence of the two components to
the sudden application of the disorder. At first sight, ramping the disorder slowly would
allow us to load the atoms adiabatically in the deeper energy states and to eliminate the
diffusive component. However, this approach has several drawbacks as discussed in more
detail in Sec. 6.6.2. First, it is not obvious how one can be adiabatic in a disorder. Second,
there are no theoretical predictions that would allow us to test our experimental results.
We therefore chose in our experiments to work with the sudden application of the disorder
for the investigation of localization.

As the energy distribution spans around the mobility edge some atoms are in the critical
region, where the diffusion constant and the localization length show scaling behavior (see
Sec. 5.3.3). Having a fine enough resolution this scaling behavior would manifest itself in
the dynamics and the shape of the cloud [Skipetrov 08] and would allow us to measure the
critical exponents. But as we will see later on in Sec. 6.4, the critical region is too small
compared to the energy spread to be observable in our experiments. Still, improving the
experimental conditions the investigation of the critical region with our experiment seems
not out of reach.

Given that the observed profiles always contain a localized and diffusive component,
we now continue with a discussion of the properties of each of them. This allows us then
to identify the conditions under which the localized atoms are observable.

6.2.3 Properties of the diffusive component

The dynamics of the cloud should be mainly controlled by the evolution of the diffusive
component. The rms of this diffusive component shows then the emblematic σ ∝

√
2Dt

behaviour (see section 5.1). To estimate the typical time scales of the evolution, we can
use the Ioffe-Regel criterion which tells us that localization arises typically at (klB)c ∼ 1
(see Sec. 5.25). Using this criterion and the definition of the diffusion constant (5.7) to
estimate the typical diffusion constant DC for the atoms of energy close to the mobility
edge

DC Ä ~

3m
Ä 250 µm2/s . (6.4)

Such a small diffusion constant leads to an extremely slow dynamic of the cloud, which
has to be observed over typical time scales of several seconds. These very long observation
times have been one of the major challenges of the experiments and were one of the major
motivations for the installation of a magnetic levitation, as presented in Sec. 3.4.3.

These diffusive atoms might be present at any disorder strength, but at long times
these atoms propagate away from the center of cloud and the localized atoms are revealed.
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6.2 Transposing the 1D scheme to 3D 91

6.2.4 Properties of the localized component

After some seconds the localized atoms have emerged from beneath the diffusive shell. As
localization only takes place for energy states which are deeply embedded in the disorder
the localization length is very small1. For atoms with an energy well below the mobility
edge the localization length is typically on the of ∼ 1 µm and not ∼ 1 mm like in the
1D experiments. This was shown theoretically by Kuhn et al. for an isotropic speckle
[Kuhn 07] and for an anisotropic speckle by Piraud et al. [Piraud 12b].

This localization length is well below the resolution of our imaging system. An obser-
vation of the exponential profile of the localized states as in 1D was therefore out of reach
at this stage2. Within our experimental accuracy the localized atoms can then supposed
to be frozen at the sudden switch on of the disorder. Hence, the density profile of the
localized atoms is a replica of the initial profile at the switch on of the disorder:

nLoc(r, t) = floc · ni(r) with ni(r) = n(r, t = ti) (6.5)

The most important question, at this stage, was of course, how many atoms should be local-
ized and it was very welcome for us that several estimations already existed. Skipetrov et
al. estimated in the case of delta-correlated disorder that the localized fraction is effectively
never larger then ∼ 45%, independently of the strength of the disorder [Skipetrov 08].
Building up on this work, Yedjour et al. estimated the localized fraction for an isotropic
speckle potential to be ∼ 60% [Yedjour 10].

6.2.5 Intermediate summary

In conclusion, we have shown, that the existence of a mobility edge in 3D profoundly mod-
ifies the expected observations compared to the 1D scheme. As only the deep energy levels
are localized, the experiments are performed in the strong disorder regime. This leads to
the following key features for an expansion of ultra-cold atoms in a speckle disorder:

• Due to the strong disorder, the energy distribution is completely controlled by the
disorder. The spread of this energy distribution is so wide, that the cloud always
contains a localized and a diffusive part.

• The diffusive component is always present, but those atoms slowly diffuse away from
the center of the cloud, which allows us to observe the localized component. Still,
this diffusion is extremely slow and happens on a time scale of several seconds.

• There is a localized fraction of atoms. As only the deep energy states are localized,
the localization length is typically much smaller than the initial size of the cloud
and the resolution of the imaging system. The dynamics of the localized atoms is
therefore essentially frozen at the application of the strong disorder.

We are going to show in the following presentation of our experimental results, that we
have indeed observed such a density profile with two components and that the observed
localized fraction cannot be explained by classical trapping. We compare those experi-
mental results in Sec. 6.4 with a theory of 3D AL, adapted to our experimental situation

1The critical regime is of course an exception to this. But as said previously, it is too narrow to be
visible in our experiments

2A high NA optical system to be installed in the experiment, will allow us to get closer to this goal.
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92 Chap 6 - Experiments on 3D Localization

by our theory team under the guidance of Laurent Sanchez-Palencia, that fully takes into
account the large energy distribution and the characteristics of our anisotropic disorder.

6.3 Expansion of ultra-cold atoms in a strong speckle dis-

order in 3D

In this section we are going to discuss our observations of the expansion of a cloud of
87Rb atoms in a three-dimensional speckle disorder. The results of these experiments
were published in Jendrzejewski et al., "Three-dimensional localization of ultracold atoms
in an optical disordered potential",Nature Physics 8,398 (2012). Similiar results on the
expansion of a Fermi gas in an strongly anisotropic disorder were obtained simultaneously
in the de Marcos group in Urbana-Champaign and published in Kondov et al., "Three-
Dimensional Anderson Localization of Ultracold Matter", Science 334 66 (2011).

6.3.1 The experimental setup

Building upon the experience made during the investigations of 1D AL and the considera-
tion above, we constructed a new apparatus. It was described in detail in chapter 3. The
experimental sequence we implemented is a generalization of the 1D scheme, see Fig. 6.4.

Free expansion

 +  levitation
Propagation in disorder (VR)

Time

BEC  (µin)

Figure 6.4: Chronogram for the expansion experiments: In a first step we create
a very dilute condensate as described in Sec. 3.4.2. The initial interaction energy is
transformed into kinetic energy during a free expansion. Finally, the disorder is suddenly
switched on at ti and the non-interacting atoms propagate for a time t − ti.

Our experiments on Anderson Localization are performed in three steps (Fig. 6.4).
First, evaporative cooling of an atomic cloud of 87Rb atoms in a quasi-isotropic optical
dipole trap (trapping frequency Ä 5 Hz) yields a dilute Bose-Einstein condensate of 2.5 ×
104 atoms in the F = 2, mF = −2 ground state sublevel. It is in thermal equilibrium with
about the same number of uncondensed atoms. When the trap is switched off, we can
monitor the free expansion of the suspended atomic cloud for several hundred ms due to
our magnetic levitation (see Fig. 6.5)3. As discussed in Sec. 3.4.4, we obtain from those
expansions the values of the initial chemical potential µin/h ∼ 40 Hz and the temperature
T ∼ 3 nK.

Second, we suppress the interatomic interactions by releasing the atomic cloud and
letting it expand during 50 ms. At this stage, the atomic cloud has a size (standard half-
width) of σ0 = 30 µm. The residual interaction energy, estimated to be Eint/h ∼ 1 Hz
from Eq. (3.12), is negligible compared to all the other relevant energies of the problem
(see below).

3We reduced the residual transverse gradients associated with the magnetic levitation by using a strong
bias field B0 ∼ 500 G [Sackett 06]. The residual expelling potential is isotropic, with an inverse expansion
time constant of 1.8 s−1, and plays a negligible role in our experiment. For further details see Sec. 3.4.3
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6.3 Expansion of ultra-cold atoms in a strong speckle disorder in 3D 93

y

z
x

a) b)

Figure 6.5: Experimental setup. a) A dilute BEC of ultracold 87Rb atoms, initially
trapped by the red-detuned crossed laser beams, is released and subjected to a repulsive
disordered potential (two blue beams). The atoms are suspended against gravity by a
magnetic field gradient (produced by the yellow coils), and the expansion of the atomic
cloud can be observed for times as long as 6s. The camera images the fluorescence of
the atoms, and yields the atomic column density integrated along the x axis. b) False
colour representation of a realization of the disordered potential in the x = 0, y = 0 and
z = 0 planes.

Finally, we switch on suddenly (≤ 100 µs) a disorder after the initial free expansion. As
discussed in detail in Ch. 4, the disordered potential V (r) is created by the superposition
of two crossed speckle fields. The superposition of the two speckle fields has allowed us to
limit the anisotropy of our disordered 3D potential considerably. A 3D Gaussian fit of the
central peak of the autocorrelation function yields standard radii of 0.11 µm, 0.27 µm
and 0.08 µm (see Sec. 4.2.3). We characterize these correlations by a geometric average of
0.13 µm of the standard radii of the autocorrelation function. The associated correlation
energy ER/h Ä 6.5 kHz is then indeed much larger then the kinetic energy of the atoms,
thus allowing us to work in the quantum disorder regime.

We chose to work with laser fields with the same polarization in order to minimize
classical trapping and maximize the amplitude of the disorder fluctuations (see Sec. 4.2).
Using a far-off-resonance blue-detuned optical speckle field (λ = 532 nm) provides a purely
conservative and repulsive disordered potential. The disorder strength is varied in our
experiments from 0 up to VR/h = 1.1 kHz, much smaller than the estimated correlation
energy of this speckle ER,Exp/h Ä 6.5 kHz and we are working indeed in the limit (6.2)
presented in Sec. 6.2. We can estimate the limit of this strong disorder regime to be at
V 2

R/ER ≥ µin (see Sec. 5.4.9). We operate therefore in the strong disorder regime for
disorder strengths VR/h & 500 Hz and expect to observe a significant localized fraction.

Finally, we observe the atomic cloud, at a given time t, by direct in-situ fluorescence
imaging along the x-axis (see Sec. 3.4.1). This yields the column density

ñ(y, z, t) =

∫

dx n(x, y, z, t) . (6.6)
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94 Chap 6 - Experiments on 3D Localization

The obtained column density profiles were averaged over 3 − 5 realizations in order to
increase the signal-to-noise ratio. To smooth the signal further, we applied a numerical
sliding average over 3 px yielding an effective resolution of 15 µm (full-width at half-
maximum) in the y − z plane.

6.3.2 Observations

We have studied how the expansion of the released cloud of atoms is affected when we
apply the laser speckle potential. Figure 6.6 shows the evolution of the observed column
density profiles for two different values of the disorder amplitude VR. The obtained profiles
have small residual spatial fluctuations, which do not depend on the particular realization
of the laser speckle disorder. This can be traced to the averaging arising from the finite
spatial resolution of the imaging system. Further, it is consistent with the fact that
each profile is a sum of many profiles associated with different atom energy components
that probe different, uncorrelated, k-components of the disordered potential. One can
then consider that the observed profiles represent, within the experimental accuracy, an
ensemble average over different realizations of the disorder.

-200 0 200-200 0 200-200 0 200-200 0 200

0.01

1
0 s 2 s 4 s 6 s

Figure 6.6: Density profiles after expansion in a strong disorder. Plots of the
column density in the y − z plane, as observed by fluorescence imaging along the x
axis (Fig. 6.5 a) at various delays t − ti after application of the disorder. For a weak
disorder (VR/h = 135 Hz), we observe an expansion leading to the disappearance of
any observable atomic density for times larger than 1.2s. For a strong disorder (VR/h =
680 Hz), the atomic cloud is still clearly visible after 6 s, and the profile shows a steady
peak around the origin, superposed on a slowly expanding component. In the last row
we present horizontal cuts of the profiles in a semilogarithmic scale.

For the weaker disorder, VR/h = 135 Hz, the cloud expands considerably. For times
longer than 1.2s the size of the cloud is so large that the residual expulsion of the levitation
(see Sec. 3.4.3) accelerates the atoms at the outer parts of the cloud. The induced
inhomogeneous losses make the observations hard to quantify and we therefore do not
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6.3 Expansion of ultra-cold atoms in a strong speckle disorder in 3D 95

consider times longer than 1.2s for this disorder strength. In contrast, for the strong
disorder (VR/h = 680 Hz), the diffusive expansion is slower, and an almost steady peak
survives at the centre for observation times as long as 6s. Atom losses were unavoidable
for experiments with such long expansion times. But as they are homogeneous, we can
compensate those losses by rescaling our data to a fixed number of atoms. A more detailed
discussion about those atom losses can be found in appendix A.

6.3.3 Phenomenological model

To analyze our observations, we use a phenomenological model, which relies on the discus-
sion of section 6.2. We assume that the observed profiles are the sum of two contributions:

1. a steady localized part that is the replica of the initial profile ñi(y, z) at t = ti of the
atoms of energy below the mobility edge

ñLoc(y, z) = floc · ñi(y, z) (6.7)

2. a diffusive expanding part ñD(y, z, t), whose contribution at the centre decays to-
wards zero.

More precisely, we assume that we can decompose the observed column density as

ñ(y, z, t) = floc · ñi(y, z) + ñD(y, z, t) . (6.8)

6.3.4 The diffusive component

We characterized the dynamics of the cloud by the time evolution of its variance.The
evolution of the rms of the whole cloud reflects the diffusive behavior of the diffusive
component. We calculated it directly from the observed profile by

〈u(t)2〉 =
∑

u

u2ñ(y, z, t) =
∑

u

u2ñ(u, t) , (6.9)

where u ∈ {y, z}. As usual, the detected signal contains the actual signal proportional
to the atomic density ñS(y, z, t) and a background noise ñN (y, z). Then, we rewrite the
above as

〈u(t)2〉 =
∑

y,z

u2 (ñS(y, z, t) + ñN (y, z)) = 〈u(t)2〉S + 〈u2〉N . (6.10)

We limited the influence of the noise contribution by a restriction of the summation to a
grid of 120 × 120 points around the center of the cloud. The residual contribution of the
noise simply leads to a constant offset in the rms and does not influence the measurement
of the diffusion constant D.

We traced the evolution of the variance in Fig. 6.7 a) for two different disorder
strengths. In both cases, it shows a linear time dependance

〈u(t)2〉S = σ2
0 + 2〈Du〉(t − ti) , (6.11)

This confirms the existence of a diffusive component in the cloud. The global dynamics
of the cloud are then characterized by the average diffusion constants

〈Du〉 =

∫

dE n(E) Du(E) (6.12)
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Figure 6.7: The evolution of the diffusive component. a) Time evolution of the
mean squared widths y (red diamonds) and along z (blue circles) of the column density
profiles, and their fits by straight lines, yielding the diffusion coefficients along y and
z. The anisotropy of the disorder is reflected in the diffusion coefficients. b) Diffusion
coefficient versus disorder amplitude. The yellow circles and blue squares give the ex-
perimentally measured diffusion coefficients, 〈Du〉, in units of ~/3m, along the u = y, z
axes, respectively. These coefficients are derived from the evolution of the mean squared
widths of the atomic cloud. The black, vertical, dashed line marks a very rough esti-
mate of the strong disorder limit using Eq. (5.34). The error bars reflect the effect of
background noise on the mean squared widths.

The analysis of the experimental data described above has been carried out for different
values of VR (Fig. 6.7 b). The difference between the diffusion constants in different
directions reflects the anisotropy of the disorder. For rather weak disorder strengths the
transport length gets reduced for increasing disorder strength, while the energy distribu-
tion is only weakly disturbed. This leads to the observed steep decrease with the disorder
amplitude VR of the the averaged diffusion constants in both directions.

At a strong disorder of VR/h ∼ 500 Hz, and thus V 2
R/ER ≥ µin, the energy distribution

is entirely controlled by the strong disorder. In this regime the diffusion constant reaches
an almost constant values of D ∼ 4 · ~

3m , indicating that the increased disorder strength
gets roughly compensated by the increased energy spread. The measured diffusion con-
stants are directly related to 〈klB〉 by Eq. (5.7). Hence, the measured averaged diffusion
constants entails that 〈klB〉 ∼ 4. This value allows us to estimate the strength of the dis-
order qualitatively. As it it is in the order of the Ioffe-Regel (5.25) criterion, this confirms
that we are actually in the strong disorder regime. In such a strong disorder, we expect a
non-negligible fraction of atoms to be localized in the disorder. This stationary localized
fraction gets revealed from beneath the diffusive component after those have propagated
away from the center of the cloud at long expansion times.
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6.3 Expansion of ultra-cold atoms in a strong speckle disorder in 3D 97

6.3.5 The localized component

We can use the time evolution of the central density to measure the localized fraction.
Using Eq. 6.8, the central density reads

ñ(0, 0, t) = flocñi(0, 0) + ñD(0, 0, t) , (6.13)

where ñD(0, 0, t) =
∫

E>EC
dE n(E) 1

2π(σ2

0
+2D(E)(t−ti))

. The diffusive term is proportional

to 1/t for long times when the size of the initial profile becomes negligible. This 1/(t − ti)
dependance stems from the integration over one dimension of the (t − ti)

−3/2 evolution
expected for the 3D density at the origin. Thus, we determine the finite value of the
central density by the fit function

ñ(0, 0, t)/ñ0 = A + C/(t − ti) , (6.14)

where C is a constant that depends on the specific experimental parameters and A is
identified with the localized fraction floc. The localized fraction is found to be equal to
21% for VR/h = 680 Hz, and 1% for VR/h = 135 Hz. In the absence of disorder (VR = 0),
we fit the central density by A + B(t − ti)

−2, as expected for a ballistic expansion, and
find A = 0, that is, a null localized fraction.
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Figure 6.8: Evolution of the central density. a) Time evolution of the column density
at the centre (green circles). The black line is a fit by the function (6.14). The inset
shows the same data plotted as a function of 1/(t − ti), fitted by the black straight
line whose intercept on the left axis yields floc. b) Localized fraction versus disorder
amplitude. The points give the localized fraction floc determined from the decay of
the central density. The black, vertical, dashed line marks a very rough estimate of the
strong disorder limit using Eq. (5.34). The dashed green limit marks the maximum of
the classically trapped fraction as calculated in Sec. 6.3.6. The error bars reflect the
uncertainty on each individual fit and the fluctuations from shot to shot.

The phenomenological analysis of the experimental data described above has been
carried out for different values of VR. For weak disorders the mobility edge increases with
the disorder strength, while the energy distribution is only moderately changed. This
leads to the observed increase of the localized fraction (Fig. 6.8 b), which is vanishingly
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98 Chap 6 - Experiments on 3D Localization

small at very weak disorder. In the strong disorder V 2
R/ER > µin the localized fraction

reaches a nearly saturated value slightly larger than 20%. It is consistent with the fact
that the change of the mobility edge is compensated by the increased energy spread. These
observations are in good agreement with our discussion of the diffusive component and
the expectations presented in Sec. 6.2. Note that inhomogeneous atom losses (see App.
A) entail an overestimation of the localized fraction for VR/h < 400 Hz, so that correcting
for it would result in an even steeper increase of the observed localized fraction.

Note further that we have effectively neglected the contribution of the diffusive atoms
in the critical region above the mobility edge in this analysis.4 The calculations by Piraud
et al. actually showed that this region is very narrow [Piraud 12b]. Given our much larger
energy distribution, its influence is negligible in our experiments. That the time evolution
of the central density is actually well described within the phenomenological model (6.8)
confirms this further.

6.3.6 Trapped fraction

Finally, it is instructive to compare the experimental observations on the localized fraction
with purely classical considerations. The classical mobility edge is the percolation thresh-
old EP calculated numerically in Sec. 5.4.7. In order to obtain the classically trapped
fraction, we also need to calculate the energy distribution nCl(E) of the atoms in the
disorder (see Fig. 6.9 a).
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(E) = P(V)

a) b)

Experimental 

con"guration

Figure 6.9: Classical Trapping. a) Scheme of the classical energy diagram, where EP

is the classical percolation threshold discussed in Sec. 5.4.7. b) The classically trapped
fraction.

4The diffusion constant for the atoms in the critical region reads D(E) Ä α|E − EC |s. Supposing that
the energy distribution is constant in the critical region we might write for the corresponding atoms

∫

E>EC

dE n(E) ñE(0, 0, t) ∝

∫ ∞

0

dE
1

1 + 2tα
σ2

0

Es
(6.15)

∝ 1/t1/s (6.16)
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6.3 Expansion of ultra-cold atoms in a strong speckle disorder in 3D 99

In a strong disorder the initial velocity of the atoms can be neglected. When the
disorder is switched on suddenly, the atom at some point r gains the potential energy
furnished by the disorder at this point V (r). The classical energy distribution in the
disorder is then the exact reproduction of the intensity distribution of the Speckle potential
nCl(E) = P (V ). As discussed in Sec. 4.2.1 this intensity distribution has a well-known
analytical expression Eq. (4.19). We can then calculate the classically trapped fraction

fCl =

∫ EP

0
dE nCl(E) (6.17)

fCl = 1 − P − 1

2P e2EP /(1−P) − P + 1

2P e−2EP /(P+1) (6.18)

The resulting trapped fraction, shown in Fig. 6.9, is ≤ 1% for the coherent superposition
of the speckle fields, P = 1, chosen in the experiments. This trapped fraction is negligibly
small compared to the experimentally observed one of ∼ 21%. It would increase up to 8%
in the completely incoherent superposition, which would make the differentiation between
classical trapping and localization more involved (see Sec. 6.5.1).

6.3.7 Summary of the experimental observations

In conclusion, we have observed a cloud containing two components as shown in Fig.
6.10. The time evolution of the rms has shown a clear

√
t dependance, providing a clear
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Figure 6.10: The components of the density profiles. We decompose the atomic
column density profiles (slices through the density profiles) into two components. The
low energy states are localized on short distances (red striped) and hence stationary. The
high energy states (blue) above the mobility edge are diffusive and evolve over time.

signature of a diffusive component.

The measured diffusion constants were within the magnitude one expects in the strong
disorder regime, where AL should take place. Further, we have measured a localized
fraction of ∼ 21% from the evolution of the central density.

The localization we observe cannot be interpreted as classical trapping of particles
with energy below the classical percolation threshold in the disorder, which is well below
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100 Chap 6 - Experiments on 3D Localization

the average energy of the atoms. Similarly, quantum trapping in local potential minima is
excluded, because the local potential wells are too tight to support stationary states with
energy less than the potential well depth. Therefore, our observation yield good evidence
for the existence of an Anderson localized component in the cloud.

6.4 Comparision to the theoretical model

To go further, we compare our results to the predictions of a theory of AL, which is adapted
to the characteristics of our experiments. We compare the experimental results on the
atomic profiles, the diffusion constants and the localized fraction with a self-consistent
theory of AL (see Sec. 5.4.9). The methods used by the theory team, consisting of
Marie Piraud, Luca Pezzé and led by Laurent Sanchez-Palencia, are described in detail in
[Piraud 12b] and the PhD of Marie Piraud.

The density profile of each energy state nE(r, t) from Eq. (6.3) was calculated with a
self-consistent theory within the so-called "on-shell" approximation. In this approximation
one takes into account the energy broadening by the disorder, but one neglects possible
shifts in its dispersion relation. The theory was specifically applied to our situation, taking
into account:

1. the spatial extension of the atomic gas at the initial time ti;

2. its energy distribution induced by the sudden application of the disordered potential
at time ti;

3. the full correlation function of the 3D speckle potential.

The self-consistent theory provides the mobility edge EC and the density profiles for
different energies nE(r, t). Further, the energy distribution in the disorder n(E) had to
be calculated numerically as we know of no simple experimental method for determining
it precisely.

We are going to do the comparison between the theory and the experiment in 4 steps:
First, we present the shape of the localized component, to confirm that the localized shape
is actually a replica of the initial density profile. Second, we compare the observed localized
fraction with the theoretical prediction. There we find that we have to introduce an ad-
hoc energy shift in order to obtain a good agreement. Third, we compare the diffusion
constants, taking into account the energy shift. Finally, we can compare the resulting
theoretical predictions for the density profiles to the experimental results.

6.4.1 The localized shape and fraction

In the AL regime, E < EC , the density profiles nE(r) are static and exponentially localized.
They are characterized by the energy-dependent localization lengths Lu

loc(E), which are
different for each spatial direction. As expected, the calculated localization lengths increase
with the energy and diverge in the proximity of the mobility edge EC . Except in the narrow
window ∆E (for example, ∆E/h ∼ 20 Hz for VR/h = 680 Hz), below EC , they remain
smaller than the imaging resolution, and much smaller than the size of the atomic cloud
when the disorder is switched on .

The energy distribution n(E) of the atoms in the disorder was calculated numerically.
As shown in Fig. 6.11 for the case of VR = 680 Hz, it is peaked around VR with a width of
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Figure 6.11: Theoretical prediction of the energy diagram. The straight blue curve
marks the energy distribution n(E). We added the classical prediction from the previous
section as a dashed blue line. The red line marks the mobility edge EC calculated
from the self-consistent theory of localization. An ad-hoc energy shift ∆EHeur between
the center of the energy distribution and the mobility edge was introduced to take
into account the uncertainties on the calculations of the mobility edge and the energy
distribution and as well as experimental uncertainties.

∆nE/h ∼ 140 Hz. As most of the energy components are outside of the window, where the
localization length diverges, the localized profile is simply a replica of the initial profile ñi,
supporting the form chosen for the first term in Eq. (6.8) used for the phenomenological
analysis.

Second, we want to compare the measured localized fraction, i.e. the fraction of atoms
with energy below the mobility edge, to the theoretical predictions. Within the used
theory, it was found that the mobility edge is positioned at EC − VR Ä 1.6V 2

R/ER for our
experimental parameters. When we calculate the fraction of atoms below the mobility
edge, we find numerical results significantly larger than the measured values. Actually,
due to the very peaked form of the energy distribution the numerical value found for floc
is extremely sensitive to the numerical accuracy in the determination of n(E) as well as
to any approximation in the theoretical calculations of EC . It is also very sensitive to
uncertainties in experimental parameters, in particular the amplitude VR and the details
of the disordered potential. Considering all these uncertainties, we introduced into the
calculation of floc a heuristic energy shift ∆EHeur between the energy distribution n(E)
and the mobility edge, see Fig. 6.11.

We found that a relative shift of the form ∆EHeur = 3.35V 2
R/ER (∆EHeur/h ∼ 225 Hz

for VR/h = 680 Hz) leads to a fair agreement with the experimental results (Fig. 6.12 a).
Note that ∆EHeur is approximately twice as large as EC −VR and the width of the energy
distribution ∆nE . It thus strongly affects the value of floc.

More recent and refined calculations of the mobility edge by Piraud et al. have taken
into account possible shifts of the dispersion relation in the disorder [Piraud 12b]. The
found shifts of the mobility edge are in the same order as the heuristic one used in this
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Figure 6.12: Comparision experiment vs theory for different disorder amplitudes.

a) Localized fraction. The points give the localized fraction floc as in Fig. 6.8. The
solid line shows the results of the theoretical calculation, including the heuristic relative
energy shift explained in the text. The green dashed line marks the upper limit for
the classically trapped fraction as discussed in Sec. 6.3.6 b) Diffusion coefficient. The
yellow circles and blue squares give the measured diffusion coefficients as in Fig. 6.7.
The yellow (y) and solid blue (z) lines show the results of the theoretical calculation of
these coefficients, using the same heuristic energy shift.

analysis. This signals that the heuristically shift might be partially due to the "on-shell"
approximation done in the calculations in the mobility edge.

To conclude on this determination of the mobility edge, we would require a reliable
determination of the energy distribution in ultracold-atom experiments, which is not avail-
able yet.

6.4.2 The diffusive component

We can now go on with a comparison of theory and experiment in the diffusive regime. In
the diffusive regime, E > EC , the density profiles nE(r, t) are time-dependent, Gaussian
functions. They are characterized by the energy-dependent diffusion constants Du(E),
which are different for each spatial direction. They are calculated within the self-consistent
theory at each energy E. To be consistent with the calculation in the previous section,
we use the same energy shift as introduced in the calculation of the localized fraction, to
calculate the average diffusion constant 〈Du〉. That is, we write

〈Du〉 =

∫

E>EC

n(E − ∆EHeur)Du(E) dE (6.19)

As shown in Fig. 6.12 b), we find a fair agreement between the results of this calcula-
tion and the experimental data. In particular, the anisotropy of the diffusion constants
〈Dx〉/〈Dz〉 ∼ 1.8 is reproduced well. Note that the theoretical calculations do not involve
any free parameter, apart from the heuristic energy shift discussed above.
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6.4 Comparision to the theoretical model 103

6.4.3 The profiles

Finally, we can compare the observed profiles to the theoretical predictions. Figure 6.13
shows the comparison between them, at various delays, in the case VR/h = 680 Hz. The
theoretical profiles represent equation (6.3), where n(E) and nE(r, t) are calculated as
explained above.
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Figure 6.13: Evolution of the density profiles in a strong disorder: experiment

versus theory. The figure shows cuts of the column density profiles along y (ñ(y, 0, t),
bottom row) and z (ñ(0, z, t), top row), at various delays after application of the disorder
with amplitude VR/h = 680 Hz. The solid black lines are the experimental data. In
the first column (corresponding to the initial time t = ti), the solid red lines are fits to
the data. In all other panels (corresponding to t > ti ), the solid red lines are these
fitted initial profiles multiplied by the localized fraction floc = 0.21, hence describing
the localized part. Adding the theoretically determined diffusive parts at various delays,
we obtain the green profiles, which reproduce well the experimental profiles.

These theoretical profiles are composed of a localized part (replica of the initial profile
multiplied by the calculated localized fraction; red line), plus an evolving diffusive part
(the green line is the sum of the two parts). The fair agreement with experimental profiles
at various delays shows the consistency of our theoretical analysis, including the heuristic
energy shift, with the experimental observations.

6.4.4 Conclusions

Recall that our observations are incompatible with classical trapping, owing to the very
low value of the percolation threshold, or with quantum trapping, because our disorder
does not support bound states. Moreover, the self-consistent theory of AL applied to the
exact experimental situation yields good quantitative agreement with the experimental
results, provided we use the energy distribution of the atoms, which is strongly modified
by the sudden application of the disorder, and displace it by a heuristic shift.

Altogether, those experiments allowed us to report the first evidence of 3D Anderson
localization of ultracold atoms in the presence of a well-controlled optical disorder. Be-
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104 Chap 6 - Experiments on 3D Localization

cause of the wide energy distribution of the atoms induced by the disorder, it has not
been possible, in that experiment, to reach a regime where all atoms would be localized.
The development of new methods to precisely determine and control the atom energy
distribution is now a priority of the ongoing work in our team. This continued effort will
be particularly important as there exists no exact theory for Anderson Localization in 3D.
The comparison of our recent experiments with this theory, adapted to our specific con-
figuration by our theory team led by Laurent Sanchez-Palencia, already suggested that
the standard self-consistent theory should be refined [Piraud 12b]. Pursuing this fruit-
ful collaboration, we aim to test this theory over a wide range of disorder parameters
experimentally.

We continued our investigations with these two major objectives in mind. First, we try
to find a new method to precisely control the energy distribution in the disorder. Second,
we varied the parameters of the disorder to investigate the influence of the microscopic
parameters. We will now present several preliminary results of those investigations.

6.5 First studies on the influence of the disorder properties

In a first series of experiments, we wanted to investigate the dependance of the localized
fraction, the diffusion constants and the profiles on the microscopic properties of the
speckle potential. In order to do so we can modify the intensity distribution of the disorder
by passing from a coherent superposition between the two speckle fields to an incoherent
one. We discuss the experimental results of these experiments in the next section. It is
further very tempting to study the dependance of the mobility edge on the form of the
rather easily tunable autocorrelation function (see Sec. 4.1.4) . We explain how we can
modify this correlation function experimentally in Sec. 6.5.2.

6.5.1 Expansion in an incoherently crossed speckle

The easiest way to modify the intensity distribution of the speckle disorder is to change
the polarization of the lower speckle arm. By turning the half-wave plate installed directly
in front of the diffuser, we can control the polarization in this arm (see Sec. 4.2.3). Hence,
we can pass continuously from the coherent superposition, when polarizations in the two
arms are parallel, to an incoherent one, when the polarizations are perpendicular (see
Sec. 4.2). Modifying this superposition from coherent to incoherent strongly modifies
the intensity distribution of the disorder as the very low intensities are inhibited in the
incoherent superposition (see Fig. 6.14 a).

We have performed the same expansion experiments as presented in the previous sec-
tion in this configuration. The observed diffusion constant does not differ substantially
from the ones observed in the coherently superposed disorder. The measured localized
fractions are compared to the theoretical predictions in Fig. 6.14 b). We applied the
same theory self-consistent of AL as described in the previous section, including the same
heuristical energy shift that we introduced in Sec. 6.4. On the diffusion constant we did
not observe more than slight changes and the localized fraction is only slightly lower. This
is certainly due to the very peaked shape of the energy distribution in the disorder n(E),
which was calculated numerically. Then, the low energies are only weakly populated,
and our observations are therefore insensitive to the strong modifications of the intensity
distribution in this region.
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Figure 6.14: Incoherently superposed speckle disorder. a) Intensity distribution in
the incoherent case (green straight line). The coherent case is added as the green dashed
line. The straight blue line represents the numerically calculated energy distribution in
the disorder. b) The localized fraction. The experimental data are represented as the
blue dots. The blue straight line represents the theoretical predictions including the same
heuristical shift as in Sec. 6.4. As in the previous section the observed localized fraction
is significantly higher than the upper classical limit (horizontal green dashed line).

As mentioned above the low intensities are strongly inhibited in the incoherent super-
position of the speckle fields. The regions of low intensities are therefore rarely connected
and the percolation threshold increases substantially (see Sec. 5.4.8). One then expects
within the classical model, presented in Sec. 6.3.6, that the classically trapped fraction
increases to 8%. Obviously, these classical considerations are completely contrary to the
behavior we observe here. We observed experimentally and theoretically that the localized
fraction actually decreases compared the case of a coherent superposition of the speckle
fields. We may see this as a further evidence that the localization we observe is due to 3D
AL.

6.5.2 Modification of the correlations in the disorder

We also started to test possible effects of a modification of the correlation function on the
expansion of the atoms in the disorder. Changes of the correlation lengths of the disorder
allow us to modify the value of the associated energy, the correlation energy ER (see Sec.
5.4.4). Such a variation will allow us for example to better define the precise value of
the correlation energy for such rather complicated correlation functions like the one we
are using in our experiments. Fundamental quantities such as the scattering time, the
transport time and maybe most importantly the mobility edge depend on this correlation
energy (see the corresponding sections in Ch. 5). Further we have seen that we pass from
the quantum disorder regime,VR < ER, to a classical disorder regime, VR > ER, when
the disorder amplitude is getting bigger than the correlation energy. We expect that this
crossover influences strongly the position of the mobility edge in the speckle disorder, but
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106 Chap 6 - Experiments on 3D Localization

conclusive results from the theoretical and experimental side are still missing.

A simple first possibility to change the correlation lengths of the disorder is to vary the
numerical aperture by reducing the beam diameter. This way we reduce the correlation
energy strongly and investigate the classical regime. We can also achieve very anisotropic
configurations, when we work in a speckle disorder created by only one single arm. Then
the longitudinal correlation length is much larger then the transverse one. In the case
of strong anisotropy, the dimensionality will effectively be reduced to quasi-2D configura-
tions, resulting in strong modifications of the physical properties of the disordered system
[Zhang 90, Abrikosov 94, Kaas 08]. It would then be interesting to attempt the obser-
vation of phenomena like transverse AL, which was already observed in with ultrasound
[Hu 08]. 5

Such experiments, which stayed very preliminary up to now, promise to give further
insight into the open question on the influence of correlations on localization.

6.6 Towards a better control of the energy distribution

The experiments presented in Sec. 6.3 mark a first step towards the investigation of the
critical behavior around the mobility edge with ultracold atoms. Important experimental
efforts are still needed, especially to enable a better control and detection of the energy
distribution. We do not know any easy experimental method to measure that distribution.
We will discuss our first results obtained from time of flight measurement, but they only
yield the momentum distribution, which cannot be directly related to the energy distribu-
tion in disordered systems. The development of new methods to precisely determine and
control the atom energy distribution is now a priority of the ongoing work in our team.
First attempts on doing so with ramped disorders are presented.

6.6.1 Experiments on the momentum distribution

For long enough times, time of flight (ToF) measurements allow us to directly observe
the velocity distributions of the cloud in the disorder (see. Sec 3.1.3). Because of our
magnetic levitation we can perform such measurements with high precision allowing us
to investigate the momentum distribution even for small velocities of less than 0.3 mm/s.
These velocity distributions provide us with a direct measurement of the distribution of
the kinetic energy n(Ek) in the disorder. To do those ToF measurements, we perform the
same the sequence as previously, but add an expansion in the suspending potential after
we switch off the disorder.

Results of such ToF measurements after the propagation in a coherently superposed
disorder at VR/h = 680 Hz are shown in Fig. 6.15 a). Due to the sudden application of
the disorder the momentum distribution gets enlarged. After a propagation time in the
disorder tDiff of typically some ms, the form of the enlarged momentum distribution does
not change anymore and can be fitted by a Gaussian with mean velocity v̄ = 0.4 mm/s.
This mean velocity corresponds to a kinetic energy of Ek = mv̄2/2 = h · 17 Hz, compared
to h · 5 Hz extracted from the free evolution.

5We used such a disorder configuration for our studies on the coherent backscattering of ultracold atoms
that we are going to present in Ch 7.
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Figure 6.15: ToF experiments. a) ToF measurements with (green) and without (red)
disorder. The measured mean velocity for the free expansion is 0.22 mm/s. The datas
in the disorder are taken after a propagation time of 100 ms in a disorder of amplitude
VR/h = 680 Hz. The mean velocity is increased to 0.4 mm/s b) Kinetic energy de-
pending on the diffusion time in the disorder. From the linear fit we obtain a slope of
< 1 Hz/s. The dashed red line is the mean kinetic energy before the atoms are loaded in
the disorder. c) Kinetic energy depending on the disorder amplitude after a propagation
time of 200 ms.

We have performed these measurements for propagation times in the disorder as long
as 2 s (see Fig. 6.15 b). The increase of the kinetic energy is less than h · 1 Hz/s
and compatible with zero, which means that there is no observable heating during the
expansions.

We have measured the mean kinetic energy for different disorder amplitudes as pictured
in Fig. 6.15 c). We can clearly identify the expected increase for stronger disorders. Still,
unlike in the harmonic trap, there exists no simple connection between the potential and
the kinetic energy in disorder. An analysis of those obtained data will therefore require a
substantial amount of work and has to be left to future investigations.

It would also be compelling to relate the measured momentum distributions to the
energy distribution in the disorder. But unlike the virial expansion in a harmonic trap,
we do not know of such a connection in the disorder. Hence, the momentum distribu-
tions do not provide us with a simple way to measure the energy distribution and other
experimental approaches have to be used.

6.6.2 Ramped scheme

In our first attempts to control the energy distribution, we tried to optimize the loading of
the atoms in the disorder. Naively, we could expect to obtain a nearly adiabatic evolution
by slowly ramping the disorder to its full height and after the propagation to zero. The
merit would be twofold. First, it would allow to reduce the energy spread ∆E and further
to lower the mean energy of the atoms. We would therefore expect to load the atoms in
the deeper energy states and to increase the localized fraction. To test the possibility of
such an adiabatic loading, we observed the momentum spread. An example is shown in
Fig. 6.16 a).

When we apply sudden switches as in the experiments presented before, the momentum
spread increases with the disorder strength (blue squares). We have then ramped the
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Figure 6.16: Momentum spread in the disorder.. The sudden switch on (blue squares)
is used in the experiments presented before. We were able to reduce the spread with a
ramped disorder (red dots) with ramp times of Ä 15 ms for the switch on and off. The
dashed red line marks the momentum spread before the propagation in the disorder.

disorder linearly up to its full strength let the atoms propagate for about 100 ms and
ramped it back to zero. Ramp times of ∼ 15 ms allowed to reduce the momentum spread
strongly (red dots) to the vicinity of the velocity spread before the loading in the disorder.
Neither longer ramp times nor more sophisticated ramp forms allowed to reduce the spread
much further.

To our disappointment, this reduced momentum spread did not manifest itself in qual-
itative changes on the observed localized fraction or the diffusion constants compared to
the scheme we used in Sec. 6.3. As said above, a slow adiabatic switch on of the disor-
der seemed to be a good candidate to control the energy distribution. Starting with the
well controlled initial energy provided by the realization of a Bose Einstein condensate,
we expected to populate the wanted low energy levels. For non-interaction bosons in the
disordered systems there seems to exist no gap in the excitation spectrum. This absence
of a gap makes it extremely hard to be adiabatic in a speckle disorder. This difficultly to
reach adiabaticity in presence of disorder [Zakrzewski 09, Edwards 08], has been predicted
theoretically. The existence of a quantum phase transition around the mobility edge makes
the question about adiabaticity even more involved [Barankov 08, Polkovnikov 11].

Even if the possibility of ramped disorder might be pursued further, these important
open questions definitely call for alternative, more sophisticated techniques and probes to
be developed

6.7 Conclusions

In this chapter we have discussed our experimental results on 3D AL. First, we pre-
sented how we transposed the successful scheme that allowed for the observation of one-
dimensional Anderson Localization to the three dimensional case. In the second part, we
detailed our expansion experiments, where we monitored the three-dimensional expansion
of an initial BEC in the presence of a quasi-isotropic laser speckle disorder and observed
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6.7 Conclusions 109

an atomic cloud composed of two components: a localized and a diffusive part. These
components respectively correspond to energy levels below and above the mobility edge.
Because of the wide energy distribution of the atoms induced by the disorder, it has not
been possible, in that experiment, to reach a regime where all atoms would be localized,
but the existence of a localized fraction is beyond any reasonable doubt.Altogether, those
experiments allowed us to report the first evidence of 3D Anderson localization of ultra-
cold atoms in the presence of a well-controlled optical disorder. This marks a first step
towards the precise investigation of the critical behavior around the mobility edge with
ultracold atoms.

In the last part of the chapter, we discussed the first experiments to enable a better
control and detection of the energy distribution. The development of such new methods
to precisely determine and control the atom energy distribution is now a priority of the
ongoing work in our team. Further work on the control and detection of the energy
distribution can be inspired by the experiments on the one-particle excitation spectrum of a
strongly interaction Fermi gas by the Jin Group [Stewart 08]. More recently this technique
was transposed to measurements in optical lattices using Bragg diffraction [Clément 09].
This investigation promises to give deeper insight into the problem of 3D AL.

This will be particularly important as there exists no exact theory for Anderson Local-
ization in 3D. The comparison of our recent experiments with the self-consistent theory,
adapted to our specific configuration, already suggested that the standard self-consistent
theory should be refined. Pursuing this fruitful collaboration, will allow to test this theory
over a wide range of disorder parameters experimentally.
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C H A P T E R 7

Experiments on Coherent

Backscattering

Quantum inference effects play a fundamental role in our understanding of quantum trans-
port through disordered media, as it can lead to the suppression of transport, i.e. Ander-
son Localization (AL). We presented in the previous chapter that it has become recently
possible to directly observe Anderson localization with ultra-cold atoms in one dimen-
sion [Billy 08, Roati 08] and three dimensions [Kondov 11, Jendrzejewski 12a]. Convincing
as they are, none of these experiments includes a direct evidence of the role of coherence.

For weak disorder, a first order manifestation of coherence is the phenomenon of coher-
ent backscattering (CBS), i.e. the enhancement of the scattering probability in the back-
ward direction, due to a quantum interference of amplitudes associated with two opposite
multiple scattering paths [Watson 69, Tsang 84, Akkermans 86, Langer 66, Gor’kov 79,
Abrahams 79].1 A direct observation of such a peak is a smoking gun of the existence of
quantum coherence in quantum transport in disordered media.

In this chapter, we report on the direct observation of CBS with ultra-cold atoms, in a
quasi two-dimensional (2D) configuration. After a brief review of the CBS mechanism, we
discuss our experimental sequence. We then present how those experiments allowed us to
measure the scattering and the transport time, before we turn our attention to the analysis
of the CBS signal. The results of those experiments were published in Jendrzejewski et
al., "Coherent Backscattering of Ultracold Atoms", Physical Review Letters 109, 195302
(2012). During the preparation of this manuscript we have been made aware of an inde-
pendent similar observation [Labeyrie 12]. We conclude the chapter with the presentation
of first results on the energy dependance of the scattering and the transport time.

7.1 The coherent backscattering mechanism

To understand the origin of that CBS peak, we follow a similar very simple discussion
as in Sec. 2.2, which were strongly motivated by the Ch. 8 of [Akkermans 07]. Let us
consider an input plane matter-wave with initial momentum ki that experiences multiple
scattering towards a final momentum kf (see Fig. 7.1). The scattering amplitude may be
written as

A(kf , ki, t) =
∑

r1,2

f (r1, r2, t) ei(ki·r1−kf ·r2) , (7.1)

where f(r1, r2) is the amplitude associated to the propagation from r1 to r2. As we
see in Fig. 7.1 we have to consider for each multiple scattering path the reversed path

1In Condensed Matter Physics, those quantum interferences are the basis of the weak localization
phenomenon [Altshuler 82, Akkermans 07] discussed in Sec. 2.2 and Sec. 5.2.1.
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112 Chap 7 - Experiments on Coherent Backscattering

with the same input ki and output kf . Those counter-propagating paths acquire a phase
δφ = (ki + kf ) · (r1 − r2) The total disorder averaged propability to scatter from ki into
kf is then given by (see Sec. 2.2)

P (kf , ki, t) =
∑

r1,2

|f(r1, r2, t)|2(1 + ei(kf +ki)·(r1−r2)) (7.2)

=
∑

r1,2

|f(r1, r2, t)|2 +
∑

r1,2

|f(r1, r2, t)|2ei(kf +ki)·(r1−r2) (7.3)
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Figure 7.1: The CBS mechanism. The probability to scatter from some input momen-
tum ki to some final momentum kf is given by the sum over all co-propagating (a) and
counter-propagating paths (b).

For the exact backward momentum kf = −ki, the interference is always perfectly con-
structive, whatever the considered multiple scattering path. This coherent effect survives
the ensemble averaging over the disorder, so that the total scattering probability is twice
as large as it would be in the incoherent case. For an increasing difference between kf

and −ki, the interferences are progressively washed out as we sum over all interference
patterns associated with all multiple scattering paths. It results in a CBS peak of width
inversely proportional to the spread in the separations. More precisely, the peak at time
t is the Fourier transform of the distribution of the separations R = r1 − r2.

For long times multiple scattering has occurred and diffusion, characterized by a dif-
fusion constant D, is established (see Sec. 5.1). Then, the distribution of R is a Gaussian
of width

√
2Dt

|f(r1, r2, t)|2 =
1

√
4πDt

3 e− R
2

4Dt . (7.4)

Going to the continuous limit allows us to perform the integral over r1,2 in Eq. (7.2) and
we obtain for the momentum signal the analytical equation

P (kf , ki, t) = C · (1 + e−2Dt(kf +ki)
2

) , (7.5)
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7.2 The experimental sequence 113

where C is some normalization constant. The first term is the incoherent contribution,
associated with the classical diffusion we discussed in Sec. 5.1. The second part on the
other hand is the CBS signal we want to observe. It is the momentum space signature
of the weak localization correction discussed in Sec. 5.2.1. Its observation is therefore a
direct signature of phase coherent transport in disorder.

In optics, where the pioneering work on CBS were done, it is far more easy to observe
the CBS peak in the stationary regime [Wiersma 95]. In this regime, the CBS peak results
from the sum of all the contributions for all possible diffusion times and has the celebrated
cusp predicted in [Akkermans 86]. In our experiments on the other hand, we will be able
to follow the time resolved dynamics of the CBS peak in a similar way as the experiments
done in acoustics [Bayer 93, Tourin 97] and optics [Vreeker 88].

7.2 The experimental sequence

The experimental scheme is a generalization of the sequence used in the previous chapter
on AL (see Sec. 6.3) on the apparatus explained in Ch. 3. It is based on the proposal
of Ref. [Cherroret 12] that suggested observing CBS in the momentum space. A cloud
of non-interacting ultra-cold atoms is launched with a narrow velocity distribution in an
elongated laser speckle disordered potential, leading to quasi two-dimensional scattering
(see below). Time of flight imaging, after a propagation time t in the disorder, directly
yields the momentum distribution.

In the experiment we use a sample of non-interacting paramagnetic atoms, suspended
against gravity by a magnetic gradient (see Sec. 3.4.3), and launched along the y-axis with
a very well defined initial momentum pi (see Fig. 7.2). This is realized in the following
main steps:

1. Evaporative cooling of an atomic cloud of 87Rb atoms in a quasi-isotropic optical
dipole trap (trapping frequency Ä 5 Hz) yields a Bose Einstein condensate of 9×104

atoms in the F = 2, mF = −2 ground sublevel.

2. We suppress the inter-atomic interactions by releasing the atomic cloud and letting
it expand during 50 ms. At this stage, the atomic cloud has a size (standard half-
width along each direction) of ∆ru = 30 µm, and the residual interaction energy
(Eint/h ∼ 1 Hz) is negligible compared to all relevant energies of the problem.

3. Since the atomic cloud is expanding radially with velocities proportional to the
distance from the origin, we can use the "delta-kick cooling" technique [Ammann 97],
by switching on a harmonic potential for a well chosen amount of time. We discuss
this technique in the next section.

4. We give the atoms a finite momentum ki along the z-direction, without changing the
momentum spread, by applying an additional magnetic gradient during 12 ms. The
first image of Fig. 7.4 shows the resulting 2D momentum distribution. The average
velocity is vi = 3.3 ± 0.2 mm/s (ki = pi/~ Ä 4.5 µm−1), corresponding to a kinetic
energy Ek/h Ä 1190 Hz.

5. To study CBS, we suddenly switch on an elongated optical disordered potential (see
below) in less than 0.1 ms, let the atoms scatter for a time t, then switch off the
disorder and monitor the momentum distribution at time t.
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Figure 7.2: Experimental set-up. a) Chronogram of the experiment as explained in the
text. b) A cloud of ultra-cold atoms, suspended against gravity, is launched with a well
defined momentum pi perpendicularly to a disordered potential, which is very elongated
in the x-direction. After a diffusion time t, the disorder is switched off, and fluorescence
imaging along x, after a long enough time of flight, yields the 2D velocity distribution
in the y − z plane. c) False color representation of a realization of the elongated speckle
disorder.

6. This momentum distribution is obtained with a standard time of flight technique
that converts the velocity distribution into a position distribution (see Sec. 3.1.3).
Because of the magnetic levitation, we can let the atomic cloud expand ballistically
for as long as 150 ms before performing fluorescence imaging along the x axis. The
overall velocity resolution ∆vres = [∆vu

2 +(∆ru/ttof)
2]1/2 = 0.23 mm/s, is neverthe-

less mainly limited by the initial size ∆ru of the atomic cloud. We will discuss the
velocity spread ∆vu in more detail in the next section.

We will now continue with a discussion of the cooling technique and the disorder configu-
ration we have chosen in those experiments.

7.2.1 Delta-kick cooling

As will become obvious in the discussion of our results on the CBS signal, we would like
to work with a cloud with a very narrow velocity distribution. To overcome the limits of
the evaporation technique (see Sec. 3.4.2.1) we have chosen to apply the so called "delta-
kick" cooling technique [Ammann 97]. Its principle can be easily understood by classical
considerations.

When the initial trap with trapping frequencies ωtrap is switched off the initial inter-
action energy gets transformed into kinetic energy. After a time 1/ωtrap the expansion
is free (see Fig. 7.3 a), as long as the influence of the levitation is negligible. After a
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Figure 7.3: Delta-Kick cooling a) After switching off the initial trap the atoms expand
freely. b) After a time texp = 50 ms we apply again the dipole trap for a time tDK ≈
0.5 ms at a trapping frequency ωDK/2π ≈ 29 Hz. This reduces the velocity spread
considerably.

time-of-flight texp the velocity distribution got transformed into a position distribution
ri = vitexp. At this point we apply a harmonic potential with trapping frequencies ωDK.
Actually, we can solve the classical equation of motion and we obtain the velocity in the
potential

v(t) = −vitexpωDK sin(ωDKt) + vi cos(ωDKt) . (7.6)

This shows immediately that we can find a time tDK, where the motion is frozen out.

tDK =
1

ωDK
tan(1/ωDKtexp) ≈ 1

ω2
DKtexp

for ωDKtexp ¹ 1 (7.7)

We have implemented this technique using our optical dipole trap. After cutting the
initial trap, we let the atoms expand for texp = 50 ms. At this point, the velocity distri-
bution got transformed into a position distribution and we can apply the optical dipole
trap. The atoms evolve then in the trap with trapping frequency ≈ 29 Hz for ≈ 0.5 ms,
verifying well the condition (7.7).This significantly narrows the velocity distribution and
the resulting velocity spread ∆vu = 0.12±0.03 mm/s is just one order of magnitude above
the Heisenberg limit (∆ru · m∆vu ∼ 5~). In the experiments we are probably limited by
the initial size of the cloud, the anharmonicity of the dipole trap and residual roughness
of the trapping potential.

7.2.2 The 2D configuration in an elongated disorder

The disordered potential is the dipole potential associated with a laser speckle field (see
Ch. 4.1), obtained by passing a laser beam through a rough plate, and focusing it on
the atoms (Fig. 7.2). It has an average value VR equal to its standard deviation. In
contrast to the experiments performed in the previous chapter we do not superimpose
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116 Chap 7 - Experiments on Coherent Backscattering

this speckle field with a second one. Its autocorrelation function is therefore strongly
anisotropic, with a transverse shape well represented by a Gaussian of standard half-
widths σy = σz = σ⊥ Ä 0.2 µm, and a longitudinal Lorentzian profile of half-width
σx Ä 1 µm (HWHM) [Piraud 12b]. The laser (wavelength 532 nm) is detuned far off-
resonance (wavelength 780 nm), yielding a purely conservative and repulsive potential.
The disorder amplitude VR is homogenous to better than 1% over the atom cloud (profile
of half-widths 1.2 mm along y,z, 1 mm along x).

2 ms

p
y

p
z

0.02

2.5 ms2 ms1.5 ms

0 ms 0.5 ms 1 ms

0.11 0.4

0
pi

0.02 0.02

Figure 7.4: Observed momentum distributions after different propagation times

t in the disorder. The images correspond to an averaging over 20 experimental runs.
Note that the scale is different in the three first images (t =0, 0.5, and 1 ms), whereas
it is the same in the three last images (t =1.5, 2, and 2.5 ms).

The anisotropy of the speckle pattern (elongated along x with an aspect ratio of 5)
allows us to operate in a quasi-2D configuration by launching the atoms perpendicularly
to the x-axis. In the transverse y-z plan, the matter wave is scattered by a potential
whose spatial fluctuations are shorter than its wavelength, i.e. kiσ⊥ Ä 0.9 < 1. The
scattering is therefore isotropic in this plane as discussed in more detail in Sec. 5.4.3.
Then the dynamics within this plane develops rapidly, on the typical time scale of a single
scattering event.

In contrast, the spatial fluctuations along the x axis are much larger than the wave-
length (kiσx Ä 4.5 > 1), so that each scattering event is limited to a small angle outside
the y-z plane [Kuhn 07, Piraud 12b]. The diffusive dynamics along the longitudinal di-
rection will then take place at a longer time scale. For the short times considered in the
following, we will thus neglect the dynamics out of the y-z plane, and consider a pure 2D
system in our first analysis.

7.3 Investigations of the momentum distribution

Figure 7.4 shows the time evolution of the momentum distribution for a disorder ampli-
tude VR/h = 975 ± 80 Hz. As expected for elastic scattering of particles in a conservative
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7.3 Investigations of the momentum distribution 117

potential, we observe a ring that corresponds to a redistribution of the momentum direc-
tions over 2π while the momentum magnitude remains almost constant. The evolution
of the initial momentum peak and of the angular ring profile yields the elastic scattering
time and the transport time.

The most remarkable feature is the large visibility peak, which builds up in the back-
ward direction. The height and width of that peak, and their evolution with time, are an
indisputable signature of CBS, intimately linked to the role of coherence. The incoherent
backscattering echo phenomenon reported in the paper by Labeyrie et al. [Labeyrie 12],
which may hamper the observation of CBS, does not play a role in our case, since the
delta kick cooling method that we use suppresses the position-momentum correlation in
the atomic sample. Moreover, the large amplitude of our suddenly applied disorder would
wash out any residual correlation.
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Figure 7.5: Normalized angular profiles n(θ, t)/n̄ corresponding to the distributions
shown in Fig. 7.4. The red solid lines correspond to the double structure fit around the
backscattering direction [a parabola for the incoherent background (dashed line) and a
gaussian for the CBS peak, see text]. Inset: false color representation of the momentum
distribution (t = 2 ms). The angle θ refers to the scattering direction with respect to
the initial direction ki.

In order to analyze these data quantitatively, we perform a radial integration of the
2D momentum distribution on a thin stripe between ki − ∆kres and ki + ∆kres (inset of
Fig. 7.5) (~∆kres = m∆vres is the momentum resolution). This yields the angular profile
n(θ, t), displayed in Fig. 7.5 for increasing diffusion times.

In the following, we extract in a first step the scattering time τS and the transport
time τõ from the observed momentum profiles. We then turn our attention to the analysis
of the CBS peak. Further, we want to note that the experimental results were compared
to 2D numerical simulations. Those were performed by Thomas Plisson and are discussed
in more detail in his PhD.
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118 Chap 7 - Experiments on Coherent Backscattering

7.3.1 The scattering time

First, we extract the elastic scattering time τS from the decay of the initial peak. As
discussed in Sec. 5.4.1, the scattering time corresponds to the characteristic time of the
exponential decay of the initial momentum. Therefore, τS can be directly measured in our
experiments by the evolution of the number of non-scattered atoms in the initial peak of
the momentum distribution by [Cherroret 12]

n(ki, t) = n0e
− t

τS . (7.8)

We have obtained n(ki, t) using a heuristic lorentzian fit function, which matches the form
of the angular profile rather well (see inset Fig. 7.6). The obtained time evolution, shown
in Fig. 7.6, has indeed the predicted exponential decay. We find τS = 0.33 ± 0.02 ms
(mean free path ls = viτS = 1.1 µm).
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Figure 7.6: Time evolution of the initial peak. From the exponential decay of the
measured peak height (black dots) we extract the scattering time using an gaussian fit
(straight red line). We obtained the height from a gaussian fit including an offset of the
angular profile around θ = 0 as shown in the inset.

Note that this quantity also plays a role in the radial width of the ring (inset of
Fig. 7.5) which is associated to a Lorentzian energy spread ∆E = ~/τS (HWHM) acquired
by the atoms when the disorder is suddenly switched on. Combining the corresponding
momentum spread with the resolution of our measurement, we find a width in agreement
with the observed ring width. The measured value of τS is in accordance with numerical
simulations adapted to our configuration, but is about 2 times the value predicted by a
perturbative calculation [Piraud 12b]. This is consistent with the fact that we are not fully
in the weak disorder regime defined by ∆E/Ek = 2/kils ¹ 1. Here we have ∆E/Ek ∼ 0.4
(kils ∼ 5).
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7.3 Investigations of the momentum distribution 119

When approaching the strong disorder regime, the shape of the energy distribution
(which is intimately linked to the so-called spectral functions, we mentionned in Sec. 5.4.2)
departs from a Lorentzian [Yedjour 10]. A detailed analysis of the deviation is an ongoing
project.

7.3.2 The transport time

As discussed previously in Sec. 5.4.3, the scattering of the atoms on the speckle grains
is not necessarily isotropic. When the typical scattering angle θS becomes small, the
isotropization of the momentum distribution can take considerably longer than the scat-
tering time. The timescale associated with this isotropization is the important transport
time τõ, after which, in the absence of coherence, the information about the initial direc-
tion would be lost and which is directly linked to the diffusion constant by Eq. (5.7).

In order to calculate the transport time, we decompose the angular profiles shown in
Fig. 7.5 in a Fourier series:

n(θ, t) =
∞

∑

m=0

nm(t) cos(mθ) (7.9)

From the exponential decrease of the first Fourier component, we can then extract the
transport time (following private communications with Cord A. Müller and [Cherroret 12])

n1(t) = n1(0) · e−t/τõ
(7.10)

We find τõ = 0.4 ± 0.05 ms, also in agreement with numerics. Note that τõ takes
into account the CBS phenomenon and its calculation must include weak localization
corrections. It is only slightly larger than τS , as expected for a nearly isotropic scattering
probability (kiσ⊥ = 0.9). The transport time sets the time scale of the onset of the
diffusive dynamics, which is well established only after several τõ. In the experiment, we
observe that the momentum distribution has become fully isotropic after t ∼ 2.5 ms (i.e.
∼ 6 τõ), with a steady and flat angular profile of mean value n(θ, t) = n̄, except around
θ = π where the CBS peak is still present.

7.3.3 Analysis of the CBS peak

To analyze the evolution of the CBS signal, we fit (see Fig. 7.5) the angular profiles by
the function

n(θ) = nincoh(θ, t) + ncoh(t) exp[−(θ − π)2/2∆θ(t)2] , (7.11)

where we assume that nincoh(θ, t) has a parabola shape around θ = π. This allows us to
measure the contrast C(t) = ncoh(t)/nincoh(π, t) and the width ∆θ(t) of the CBS peak.
Their evolutions are shown in Fig. 7.7. A CBS peak appears as soon as scattering in the
backward direction is significant, but the contrast starts decreasing before reaching the
ideal value of 1. For the width, we observe the predicted monotonous decrease, but it
tends asymptotically towards a non null value rather than zero.

To compare these observations with theoretical predictions, we must take into account
our finite resolution. The black line in figure 7.7(b) represents the calculated CBS width
that results from the convolution of our resolution ∆θres = ∆kres/ki = 0.07 with the
expected CBS width ∆θCBS = ∆kCBS,α/ki = 1/ki

√
2Dt in the diffusive regime (the widths
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120 Chap 7 - Experiments on Coherent Backscattering

are added quadratically). The diffusion constant is evaluated using the standard relation
D = v2

i τõ/2, so that the solid line does not involve any adjustable parameter. We see that
the agreement with the data is good when we enter the multiple scattering regime (for
t & 1.5 ms in Fig. 7.7(b)), but not at short times.
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Figure 7.7: Time resolved dynamics of the CBS peak: evolution of the contrast C
(a) and the width ∆θ (b) versus the scattering time t. The blue points are experimental
datas, the solid and dashed black lines are the theoretical predictions for the multiple
scattering regime at long times (t & 4τõ; τõ = 0.4 ms). The dashed and dotted red
lines corresponds to the calculation of [Gorodnichev 94] at short times (i.e. for t ∼ τS ;
τS = 0.33 ms), where single scattering events cannot be neglected.

The broadening of the CBS peak by the finite resolution is also responsible for a
decrease of the contrast, as represented in Fig. 7.7(a). Here also, we observe that the
prediction (which again involves no adjustable parameter) is very different from the ob-
served values at short times, but is in reasonable agreement with the measurements around
t ∼ 1.5 ms. On the other hand, the measured contrast is definitely smaller than the theo-
retical prediction when t increases yet more. We relate this observation at long times to
the onset of the dynamics in the third direction x. Using a second imaging system yielding
the momentum distribution in the x − y plane (see Fig. 7.8), we estimate a typical time
of 4 ms for this out-of-plane dynamics to become significant, and render the 2D approach
invalid.

Deviations at short time were to be expected. Indeed, CBS demands multiple scat-
tering, or at least double scattering, to happen (see inset of Fig. 6.5), whereas single
scattering events do not participate to the CBS peak. At short times (t ∼ τS), the
contribution of single scattering to backscattering is not negligible compared to multiple
scattering. This entails a reduction of the contrast (see e.g. [Tsang 84]), and a modi-
fication of the shape (no longer Gaussian), whose width decreases at this stage as 1/t
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y

z

x

z

t = 0.5 ms t = 1.75 ms t = 5 ms t = 10 ms

Figure 7.8: 2D-3D crossover: False color graphs of the momentum distribution for
different propagation times. In the upper row we show the evolution in the y − z plane,
which is the basis of our discussion in the text. In the bottom row, we show the evolution
in the x − y plane using a second imaging system. The initial peak is blurred as it is out
of focus of the system. On sees nicely that the scattering out of the initial y − z plane
becomes important only after ∼ 5 ms.

(ballistic motion between the first two scatterers). In the case of light, a calculation
for isotropic scattering [Gorodnichev 94] predicts a short time evolution of the contrast
C = (2t/πτS)/(1 + 2t/πτS) and width ∆θCBS ∼ 3/kils(τS/t). This prediction is plotted in
Fig. 7.7 and is found in fair agreement with the observations in this time domain. Finally,
note that the width around t ∼ τS is linked to disorder strength quantified by kils. Here
we find a maximum value of ∆θmax ∼ 0.3 rad, that is ∆θmax ∼ 1.5/kils (kils ∼ 5, see
above).

7.4 Dependence on the microscopic properties

As mentioned before, it is straightforward in our experiments to vary the disorder strength
VR and the mean kinetic energy of the atoms Ek. This allowed us to compare the depen-
dance of the scattering time, the transport time and the CBS signal on those parameters
systematically. In this section, we present preliminary results on the investigation of those
dependencies.

7.4.1 The scattering time

The scattering of the atoms in the disordered potential induces an energy spread of the
initial state of ∆E = ~/τS (see Sec. 5.4.2). As this energy spread gets larger we approach
the strong disorder regime, where theories are still subject to debate. Monitoring the scat-
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122 Chap 7 - Experiments on Coherent Backscattering

tering time for different disorder strengths is therefore a great opportunity to investigate
the crossover from the weak disorder to the strong disorder limit. In the weak disorder
regime, where the Born approximation holds, the dependance of the scattering time takes
the simple form (see Sec. 5.4.1)

τS(VR, Ek, ER) = (ER/VR)2 · f(Ek/ER) · τR , (7.12)

where τR = ~/ER is the time scale associated with the correlation energy. f(Ek/ER) is
a dimensionless function which depends on the microscopic details of the disorder and
can be calculated within the Green function formalism [Rammer 04]. For the case of the
anisotropic speckle disorder, that we use in our experiments, Marie Piraud from the theory
team of our group, led by Laurent Sanchez-Palencia, calculated the function f(Ek/ER) in
a wide regime of parameters (see PhD by Marie Piraud).
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Figure 7.9: Energy dependent scattering time. The colored lines correspond to the
experimentally observed scattering times, which where renormalized as discussed in the
text. The dashed red line represents the theoretical predictions. The encircled point
corresponds to the configuration we discussed in section 7.3.

We have tested relation (7.12) by measuring the scattering time, as explained in Sec.
7.3.1, for different kinetic energies and disorder strengths. In Fig. 7.9 we present the
measured scattering times rescaled by (VR/ER)2. Varying the kinetic energy at fixed dis-
order amplitude, we can therefore test the predicted dependance f(Ek/ER). The obtained
values are compatible with the theoretical predicition (red dashed line) especially for low
disorder amplitudes (VR/h ≤ 375 Hz). Note that the form of the experimental curves
depends heavily on the precise calibration of the disorder amplitude VR and the kinetic
energy Ek, which makes the following discussions very sensible to possible experimental
uncertainties.
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7.4 Dependence on the microscopic properties 123

For very low energies, the scattering time is predicted to be independent of the kinetic
energy of the atoms. This is compatible with our observations. For energies larger than the
correlation energy the scattering gets weaker with increasing energy. This can be explained
by the fact that the scattering has to fulfill the Bragg condition |ki −kf | ≤ 2/σR sin(θS/2)
in first order. As the energy increases the condition is more and more restrictive and
the scattering is weakened. To be precise, the scattering time is predicted to scale with

τS ∝ E
1/2
k for energies much larger than the correlation length (see Sec. 5.4.1). It would

be tempting to observe this dependance by increasing the kinetic energy of the atoms
further.

As we increase the disorder amplitude (VR/h ≥ 525 Hz), systematic deviations from the
theoretical predictions for low kinetic energies are observed. We see this as a clear sign
that we reached the strong disorder limit, where the weak disorder development (7.12)
breaks down and the V 2

R scaling is no longer followed. Those experiments might allow
to test theories making predictions about the scattering time that go beyond the Born
approximation. This work has to be left to the future.

7.4.2 The transport time

The scattering time allows us to differentiate between strong and weak disorder, but the
propagation of the atoms is characterized by the transport time τõ. A detailed investiga-
tion of this transport time for different configurations allows us therefore to approach a
more quantitative understanding of the strong disorder regime. In the same way as the
scattering time, we can describe the dependance of the transport time in the weak disorder
limit by (see Sec. 5.4.3)

τõ(VR, Ek, ER) = (VR/ER)2 · g(Ek/ER) · τR , (7.13)

where g(Ek/ER) is a another function depending on the microscopic details of the disorder.
To test this relation (7.13) we measured the transport time, as explained in Sec. 7.3.2, for
different kinetic energies and disorder strengths. At sufficiently low energies the scattering
is expected to be isotropic and the transport time should be in the order of the scattering
time. This is indeed what we observed in the experiments. As mentioned above, for high
energy Ek º ER the scattering is restricted to the forward direction and it takes therefore
several scattering events to completely randomize the motion of the atoms. This leads to
the observed fast increase of the transport time for high energies.

To go further, we can attempt to compare the measured transport times with theoret-
ical predictions in the weak disorder limit done by Marie Piraud et al. [Piraud 12b]. She
calculated the diffusion constants in the case of our disorder configuration . We related
the results of those calculations to the transport time by D = 2Ekτõ/d, where d = 3 is the
dimension of the system. The resulting predicition (red dashed line), which is valid in the
weak disorder regime, is in reasonable agreement with obtained experimental results. In
contrast to the scattering time the transport time is predicted to increase with τõ ∝ E3/2.
We extracted experimentally an increase with τõ ∝ E1.5±0.15 from a fit of the experimental
datas with a power law. This is in nice agreement with the theory and the deviation of
the experiments to the theoretical predictions might be due to problems in the calibration
of the energy of the atoms.

Again we observe that the scaling with V 2
R is not valid at weak energies, indicating

that we operate in a rather strong disorder, where the Born approximation is not valid.
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Figure 7.10: Energy dependent transport time. The colored lines correspond to the
experimentally observed transport times, which where renormalized as discussed in the
text. The dashed red line represents the theoretical predictions. Note the strong increase
of the transport times for kσ⊥ > 1. We fitted the obtained experimental datas in this
region by a power law A · (Ek/ER)α. This yields α = 1.5 ± 0.15. The encircled point
corresponds to the configuration we discussed in section 7.3.

A detailed investigation of this regime is highly challenging as perturbation theory breaks
down at this point. This study is an ongoing project.

7.4.3 The CBS signal

Finally we studied the dependence of the CBS as described in Sec. 7.3.3 for different
disorder amplitudes and kinetic energies (see Fig. 7.11). Note that we did this treatment
only on data sets, where the CBS signal was clearly visible and that we have therefore
less configurations to compare than in the previous two sections. For the treated data we
have found a similar agreement between data and theory.

In contrast to the observed moderate changes in the maximum peak contrast (Cmax ∼
0.5 − 0.7), the maximum peak width ∆θmax increases significantly with the amplitude of
the disorder and the inverse of ki. The highest observed width of ∼ 1.2 rad (from which
we infer kils ∼ 1.3) suggests that we are close to the strong disorder regime, where AL is
expected to be experimentally observable in 2D systems. Such an observation, however,
would demand a longer 2D evolution in the disorder, which is limited in the present
experiment because of the cross over to the 3D regime. Increasing this time, as for instance
in [Robert-de Saint-Vincent 10], will then constitute the next step towards AL, with the
possibility to observe the coherent forward scattering peak predicted in [Karpiuk 12].
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Figure 7.11: Energy dependent CBS signal. a) The maximum contrast of the CBS
signal b) The maximum width of the CBS signal. The encircled points correspond to
the configuration we discussed in section 7.3.

7.5 Conclusions

In conclusion, we have demonstrated experimentally that the time resolved study of the
momentum distribution of ultra-cold atoms in a random potential is a powerful tool to
study quantum transport properties in disordered media. We have been able to extract
the elastic scattering time, the transport time, and to observe the CBS peak. Let us em-
phasize that the theoretical analysis as well as numerical simulations render an account of
the observations not only in the multiple scattering regime but also at short time, during
the onset of multiple scattering. Such agreement gives a strong evidence of the funda-
mental role of coherence in that phenomenon. Further evidences of the role of coherence
could be seeked in the predicted suppression of the CBS peak [Golubentsev 84], when
scrambling the disorder, or when dephasing the counter-propagating multiple scattering
paths using artificial gauge fields [Lin 09], in the spirit of pioneering works in condensed
matter physics [Bergmann 84] or optics [Lenke 00]. Finally, this work also opens promising
prospects to study the effect of interactions on CBS (see e.g. [Agranovich 91, Hartung 08]).
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C H A P T E R 8

Conclusion

In this manuscript we have presented our work on the quantum transport of matter waves
in a speckle disorder. In particular we have shown evidence for Anderson localization
in three dimensions and we reported the direct observation of coherent backscattering of
ultracold atoms.

We pointed out how we transposed the successful scheme that allowed for the obser-
vation of one-dimensional Anderson Localization to the three dimensional case. Then,
we detailed our expansion experiments, where we monitored the three-dimensional ex-
pansion of an initial BEC in the presence of a quasi-isotropic laser speckle disorder. We
observed an atomic cloud composed of two components: a localized and a diffusive part.
These components respectively correspond to energy levels below and above the mobil-
ity edge. In those experiments it has not been possible to reach a regime where all the
atoms were localized, because of the wide energy distribution of the atoms induced by
the disorder. Nevertheless, the existence of a localized fraction is beyond any reasonable
doubt. Altogether, those experiments allowed us to report the first evidence of 3D Ander-
son Localization of ultracold atoms in the presence of a well-controlled optical disorder.
This marks a first step towards the precise investigation of the critical behavior around
the mobility edge with ultracold atoms.

It is now left to future efforts to achieve a better control and detection of the energy
distribution. Further work can be inspired by the experiments on the one-particle exci-
tation spectrum of a strongly interaction Fermi gas by the Jin Group [Stewart 08], which
was more recently also applied to the study of the Mott insulator using Bragg diffraction
[Clément 09].

Further, we have demonstrated experimentally that the time resolved study of the
momentum distribution of ultra-cold atoms in a random potential is a powerful tool to
study quantum transport properties in disordered media. We have been able to extract
the elastic scattering time, the transport time, and to observe the CBS peak. All the
experimental observations were compatible with numerical simulations and microscopic
theories without any free parameters. Such studies on the role of coherence could be
taken further by scrambling the disorder, which is predicted to lead to asuppression of the
CBS peak [Golubentsev 84], or by dephasing the counter-propagating multiple scattering
paths using artificial gauge fields [Lin 09]. The most exciting opportunities seems to be
the investigation of the very recently predicted Coherent Forward Scattering phenomena,
which should be closely linked to Anderson Localization [Karpiuk 12]. An observation of
this new phenomena would provide a new tool to study the role of interference played in
the strong disorder regime.

Those investigations promise to give deeper insight into the problem of 3D Anderson
Localization. This refined understanding of 3D Anderson Localization will help to test
possible, microscopic theories of 3D Anderson Localization. A quantitative agreement of
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128 Chap 8 - Conclusion

the experimental observations with a microscopic theory is a still-standing goal even after
more than 50 years of research on the subject. I am very hopeful that this agreement will
be reached in a near future and wish the people who continue to work on it all the best
luck...
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Appendix A

Atom losses during the expansion

in the disorder

In this appendix we discuss the different homogeneous and inhomogeneous atom losses,
which occur during the expansion of the atoms in the disorder.

In a first step, we measured the lifetime of the atoms in the trap with the disorder
switched on. The decrease of in the trap is well describe by an exponential decay with
time constant τ ∼ 6.2 s. This lifetime is considerably smaller than the lifetime in the
trap of > 10 s when no disorder is applied. So the lifetime in the trap with the disorder
applied cannot be explained by collisions with the background gas. We further verified
that sponeous emission and three-body losses can also be excluded. Up to now, we do not
no the origin of the losses in the trap, but we speculate that it might be related to the
spatial modulation of the applied disorder.
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Figure A.1: Atom losses in the disorder. a) Lifetime at different disorder strengths.
The black dashed line marks the lifetime in the trap with a disorder applied. In a weak
disorder the lifetime drops. We explain this with the expulsion of the atoms at the
outer part of the cloud. b) rms evolution of the cloud. In a weak disorder (red dots),
VR/h = 270 Hz) the variance does no more increase linearly with time. We see this
an indication that the atoms explore large distances inhomogeneous losses occur. In a
strong disorder (blue squares), VR = 680 Hz, the variance increases linearly over the
whole 6s of observation time.

However, knowing the lifetime in the trap, we can compare it to the lifetime of the cloud
during the expansion in the disorder (see Fig. A.1 a). In a strong disorder,VR/h > 400 Hz
the observed lifetimes are consistent with the lifetime, while keeping the atoms trapped
(black dashed line). This indicates that the decay is homogeneous. Therefore, we can
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130 Appendix A - Atom losses during the expansion in the disorder

compensate these homogeneous losses in the quantitative analysis, performed in section
6.3 , by a simple rescaling to a fixed atom number.

For weak disorder amplitudes on the other hand, VR/h < 400 Hz, the observed lifetime
drops below the one measured within the trap. We attribute this decrease to inhomoge-
neous losses, which are due to the expulsion of the magnetic levitation. The expansion
experiments were only made possible by the magnetic levitation, which compensates grav-
ity leaving a harmonic residual potential Vres = −mω2

2 r2, where r is the distance from
the center of the levitation and ω/2π = 0.35 Hz (see Sec. 3.4.3). The influence of the
levitation can be neglected as long as the acquired potential energy due to the expulsion
is smaller than the chemical potential, i.e. for distances . 100 µm for our experimental
parameters. Such a large extension of the cloud is only reached in a weak disorder regime.
As the atoms diffusive away from the cloud, the expulsion accelerates the atoms at the
outer part of the cloud which get therefore rapidly lost. This mechanism can be observed
on the time evolution of the rms in a weak disorder as shown in Fig. A.1 a). For short
times the evolution is diffusive as discussed in Sec. 6.3.4 . At long times the atoms at the
outer part of the cloud are lost and the rms gets saturated. In the strong disorder we did
not observe such a marked change in the slope variance.

We therefore concluded, that the levitation induces inhomogeneous losses for weak
disorder amplitudes, which cannot be taken into account by a simple rescaling to a fixed
atom number. This renders our treatment of the expansions to simplistic in such a weak
disorder configuration with VR/h < 400 Hz.
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Publications

• A. Bernard, W. Guerin, J. Billy, F. Jendrzejewski, P. Cheinet, A. Aspect, V. Josse
& P. Bouyer: Quasi-continuous horizontally guided atom laser: coupling spectrum
and flux limits, New Journal of Physics 13, 065015 (2011).

• F. Jendrzejewski, A. Bernard, K. Müller, P. Cheinet, V. Josse, M. Piraud, L. Pezzé,
L. Sanchez-Palencia, A. Aspect & P. Bouyer: Three-dimensional localization of ul-
tracold atoms in an optical disordered potential, Nature Physics 8, 398 (2012).

• F. Jendrzejewski, K. Müller, J. Richard, A. Date, T. Plisson, P. Bouyer, A. Aspect
& V. Josse: Coherent Backscattering of Ultracold Atoms, Physical Review Letters
109, 195302 (2012). .
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Résumé

Dans cette thèse, nous étudions le transport quantique d’ondes de matière avec des atomes
ultrafroids. Ces systèmes d’atomes ultrafroids fournissent un très bon contrôle et une
grande flexibilité pour les paramètres du système tels que les interactions, sa dimension-
nalité et les potentiels externes. Cela les rend un excellent outil pour l’étude de plusieurs
concepts fondamentaux de la physique de la matière condensée.

Nous nous concentrons sur le transport quantique dans les milieux désordonnés. Il
diffère du transport classique par le rôle fondamental joué par les phénomènes d’inférence,
qui peuvent éventuellement conduire à la suppression du transport; connu comme la Local-
isation d’Anderson. Nous étudions l’expansion d’un condensat de Bose-Einstein dans un
désordre fort et montrons des signes de localisation d’atomes ultrafroids à trois dimensions.

Dans la dernière partie de ce manuscrit, nous discutons l’observation de la rétrodif-
fusion cohérente d’atomes ultrafroids, ce qui est un signal direct du rôle de la cohérence
quantique dans le transport quantique dans les milieux désordonnés. Nous observons
l’évolution temporelle de la distribution d’impulsions d’un nuage de atomes ultrafroids,
lancé avec une distribution de vitesse étroite dans un potentiel désordonné. Un pic emerge
dans le sens rétrograde, correspondant au signal de CBS.

Mots clés
Atomes froids- Onde de matière - Condensat de Bose-Einstein - Désordre -

Localisation d’Anderson - Transport quantique - Rétrodiffusion coherente

Abstract

In this thesis we study the quantum transport of matter waves with ultracold atoms. Such
ultracold atom systems provide a very good control and a high flexibility of the parameters
of the systems like the interactions, its dimensionality and the external potentials. This
makes them a great tool for the investigation of several fundamental concepts of condensed
matter physics.

We focus on the quantum transport in disordered media. It differs to classical transport
by the fundamental role played by inference phenomena, which can eventually lead to the
suppression of transport; known as Anderson Localization. Observing the expansion of a
Bose-Einstein condensate in a strong light disorder, we show evidence for Localization of
ultracold atoms in three dimensions.

In the last part of this manuscript we discuss the observation of Coherent Backscat-
tering of ultracold atoms, which is a direct signal of the role of quantum coherence in
quantum transport in disordered media. We observe the time evolution of the momentum
distribution of a cloud of ultra-cold atoms, launched with a narrow velocity distribution
in a disordered potential. A peak emerges in in the backwards direction, corresponding to
the CBS signal.

Key words
Cold Atoms - Matter wave - Bose-Einstein condensate - Disorder - Anderson

Localization - Quantum transport - Coherent backscattering
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