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Abstract

This thesis discusses technical improvements done at a sodium lithiummixtures exper-

iment, to enable measurements highly sensitive on the magnetic field.

An active magnetic field stabilisation for lowmagnetic fields of less then one gauss was

tested and added to the experiment. The focus was put on the suppression of field oscil-

lations from the power lines, cancellation of external influences and long term stability.

The prototype configuration and its performance is then reviewed and possible future

improvements are discussed.

For precise atom population measurements a new control and readout camera software

was written and implemented. A systematic evaluation of the settings was performed

and subsequently used to optimise the lithium imaging.

Zusammenfassung

Diese Masterarbeit beschreibt technische Verbesserungen an einem Natrium-Lithium-

Mischungsexperiment, um magnetisch hochsensitive Messungen zu ermöglichen.

Eine aktive Magnetfeldstabilisierung für kleineMagnetfelder unter einemGauss wurde

erprobt und in das Experiment eingefügt. Der Fokus hierbei lag auf der Unterdrückung

vonMagnetfeldoszillationen hervorgerufen durchNetzströme, das Ausgleichen von ex-

ternen Einflüssen auf das Feld und dessen Langzeitstablitiät. Die Konfiguration des Pro-

totypsystems wird besprochen und zukünftig mögliche Verbesserungen diskutiert.

Eine Kontroll- und Auslesesoftware für die Kameras zum präzisen Bestimmen der

Atomzahlen wurde neugeschrieben und im Experiment eingesetzt. Nach einer syste-

matischen Untersuchung des Einflusses verschiedener Einstellungen wurde diese dazu

benutzt um das Lithium Bildgebungsverfahren zu optimieren.
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1 Introduction

Headlines, in a way, are what mislead you because bad news is a headline,

and gradual improvement is not.

— Bill Gates

TheNaLi machine, a dual species degenerate quantum gasmixtures experiment, has now

existed for over 9 years [26, 40] and during that time over 16 people worked there to gain

knowledge on sodium-lithium mixtures. Feshbach physics [31, 37], motional coherence

[29] and bath induced energy shifts [25] were researched. This was only possible due

to the continuous improvement of a very complex machine. In the sense of the quote

above, I would like to present no headline, but technical improvements future members

of this research group can base their work on.

The experiment was previously designed to create large and stable magnetic fields for

Feshbach resonances. Fields above 2000 G could be created and used for measurements

[37]. Through precise control and regulation of the coil currents the magnetic field could

be passively stabilised to below 10 mG at a field of 1200 G. This stability of a few ten

parts per million level for highmagnetic fields was necessary to conduct the experiments

and reach an understanding of the underlying physics [30].

The current research goal has shifted to the other extreme, where we want to observe

hetero-nuclear spin dynamics in very low absolute magnetic field, far smaller than a

gauss. This has to be done using new methods and tools, since problems in this regime

differ a lot from the high field. One now also has to include the earth magnetic field and

other, man-made external fieldswhich are comparable in strength to the fieldmagnitudes

we would like to achieve. The main issue here is that their day-to-day and hour-to-hour

fluctuations are out of our control and make reaching an absolute stability very hard.

Getting to these low fields also leads to additional relevance of background magnetic

field noise. All power cables in the lab using 50 Hz AC current now act as an antenna

and produce field oscillations in the order of a few milligauss. The only way to achieve

a field stability, comparable to the high field experiments of 100 parts per million, is to

actively regulate the field with a feedback control in all directions. The implementation

of this active magnetic field stabilisation was one focus of this work.

What complicated the experiments planned even further was the high accuracy with

which the field sensitive changes had to be detected. We would like to observe relative

spin population changes within only a few percent accuracy. Without the capabilities to

detect these changes as precise as possible it would not be possible to characterise the

effects of the magnetic field stabilisation on the atoms. Therefore a lot of work was first

put into optimising the lithium imaging. For that a new software for the readout of the

sodium and lithium camera was written and implemented in our experiment.
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This thesis is structured as following:

• In chapter two the basics of light-atom interaction are reviewed and put into con-

text of the near resonant photon absorption of atoms. The magnetic field induced

energy level shifts on the atoms is also described. Additionally the basics of feed-

back regulation is explained, including the specific case of a PID controller.

• Chapter three will focus on the improvement of the imaging sequence and the

new camera software. By explaining the absorption imaging method and its issues

we can identify important experimental parameters we would like to adjust. The

description of the camera program then features these parameters and in a last

section we will show the optimisation to the lithium done with them.

• The magnetic field stabilisation will be topic in chapter four. After an initial char-

acterisation of the field with two different sensors, a test system for the active

field stabilisation will be explained. Afterwards the prototype added to the exper-

iment will be described. We could achieved an at least four-fold background noise

suppression simultaneously in each axis at the sensor position. The relative differ-

ence in magnetic field compared to the place of the atoms will be explained and

the regulation to less then 4 mG total field measured with atoms will be discussed.

• The last chapter will give a conclusive summary of the achieved results and de-

scribe the future steps to improve this set up to our experimental needs.
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2 Light Absorption and Resonance

Conditions

Even though the scope of this work is mostly technical, we would like to introduce some

theoretical concepts for better understanding of the underlying physics.

2.1 Atom-Light Interaction

One of the most important tools in the field of ultracold atoms is the manipulation of

atoms with the use of coherent laser light. The theory behind this is discussed in detail

in the literature [21, 32, 15]. The parts relevant to this work will be summarised in this

section.

We will look at the simple case of an atom having only two discrete energy levels, an

excited state |e⟩ and a ground state |g⟩ which are eigenstates of the atomic Hamiltonian
ℋ0. Their eigenenergys are ℏ𝜔g and ℏ𝜔e respectively. Each pure state |Ψ⟩ of the atom
then can be described as:

|Ψ⟩ = 𝑐g(𝑡) |g⟩ + 𝑐e(𝑡) |e⟩ (2.1)

⟨Ψ|Ψ⟩ = |𝑐g(𝑡)|2 + |𝑐e(𝑡)|2 = 1 (2.2)

Their undisturbed time evolution can be derived with the Schrödinger equation:

𝑖ℏ 𝜕
𝜕𝑡

|Ψ(𝑡)⟩ = ℋ |Ψ(𝑡)⟩ = ℏ𝜔g𝑐g(𝑡) |g⟩ + ℏ𝜔e𝑐e(𝑡) |e⟩ (2.3)

|Ψ(𝑡)⟩ = 𝑐g(0)𝑒−u�u�gu� |g⟩ + 𝑐e(0)𝑒−u�u�eu� |e⟩ (2.4)

With an additional light matter interaction term ℋu� to the non disturbed Hamiltonian

ℋ0 we get the time evolution of these states with ℋ = ℋ0 + ℋu�:

𝑖ℏ 𝜕
𝜕𝑡

|Ψ(𝑡)⟩ = [ℋ0 + ℋu�] |Ψ(𝑡)⟩ (2.5)

Using equation (2.4) as an ansatz, by letting 𝑐g and 𝑐e be time dependent again and

applying further manipulations we get [21]:

𝑖ℏ 𝜕
𝜕𝑡

𝑐g(𝑡) = 𝑖ℏ ̇𝑐g(𝑡) = 𝑐e(𝑡) ⟨𝑔| ℋ′
u� |𝑒⟩ 𝑒−u�u�egu� (2.6)

𝑖ℏ 𝜕
𝜕𝑡

𝑐e(𝑡) = 𝑖ℏ ̇𝑐e(𝑡) = 𝑐g(𝑡) ⟨𝑒| ℋ′
u� |𝑔⟩ 𝑒u�u�egu� (2.7)
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Where 𝜔eg = 𝜔e − 𝜔g. Using the semi-classical description and a dipole operator

⃗𝑑 = −e ⋅ ⃗𝑟 whereas e denotes the elementary charge and 𝑟 the position operator, the

interaction between the electric field operator ⃗ℰ(𝑡, ⃗𝑟) and the atom becomes:

ℋu� = ⃗𝑑 ⋅ ⃗ℰ(𝑡, ⃗𝑟) (2.8)

Describing an elementary field as a plane wave travelling along the 𝑧 axis with an wave
vector �⃗� and a frequency of 𝜔u� = |𝑘| ⋅ 𝑐, the electric field operator becomes:

⃗ℰ(𝑡, ⃗𝑟) = 𝐸0 ̂𝜖 cos(𝑘𝑧 − 𝜔L𝑡) (2.9)

With 𝐸0 denoting the amplitude and ̂𝜖 the polarisation vector . Since the wavelength of
visible light 𝜆 = 2𝜋/𝑘 is orders of magnitude larger than the extension of an atom we

can use the dipole approximation:

⃗ℰ(𝑡, ⃗𝑟) ≈ ⃗ℰ(𝑡, ⃗𝑟 = 0) = 𝐸0 ̂𝜖 cos(𝜔u�𝑡) (2.10)

Using this in equation (2.6) and (2.7) leads us to the following:

𝑖ℏ ̇𝑐g(𝑡) = −𝑐e(𝑡)𝐸0 e ̂𝜖 ⋅ ⃗𝑑ge
1
2

[𝑒+u�(u�L−u�eg)u� + 𝑒−u�(u�L+u�eg)u�] (2.11)

𝑖ℏ ̇𝑐e(𝑡) = −𝑐g(𝑡)𝐸0 e ̂𝜖 ⋅ ⃗𝑑eg
1
2

[𝑒−u�(u�L−u�eg)u� + 𝑒+u�(u�L+u�eg)u�] (2.12)

with: ⃗𝑑eg = ⟨𝑒| ⃗𝑑 |𝑔⟩ = ⃗𝑑∗
ge

The ∗ is denoting the complex conjugate of ⃗𝑑eg. Making use of the rotating-wave

approximation (RWA) one can argue that any terms of order 1/𝜔eg can be neglected

compared to terms with order 1/𝛿, where 𝛿 = 𝜔L − 𝜔eg. Here 𝛿 is the detuning of the
laser to resonance.

We hence can come to the result:

̇𝑐g(𝑡) = 𝑖𝑐e(𝑡)( ⃗𝑑ge ⋅ ̂𝜖)𝐸0 𝑒
2ℏ

𝑒+u�u�u� = 𝑖𝑐e(𝑡)Ω0
2

𝑒+u�u�u� (2.13)

̇𝑐e(𝑡) = 𝑖𝑐g(𝑡)( ⃗𝑑∗
ge ⋅ ̂𝜖)𝐸0 𝑒

2ℏ
𝑒−u�u�u� = 𝑖𝑐g(𝑡)Ω∗

0
2

𝑒−u�u�u� (2.14)

HereΩ = ( ⃗𝑑ge ⋅ ̂𝜖)u�0 u�
ℏ is the Rabi frequency. Using the time derivatives of equation (2.13)

and (2.14) and then substituting with 𝑐e(𝑡) leads to an analytically solvable differential
equation system:

𝜕2

𝜕𝑡2 𝑐g(𝑡) − 𝑖𝛿 𝜕
𝜕𝑡

𝑐g(𝑡) + Ω2

4
𝑐g(𝑡) = 0 (2.15)

𝜕2

𝜕𝑡2 𝑐e(𝑡) + 𝑖𝛿 𝜕
𝜕𝑡

𝑐e(𝑡) + Ω2

4
𝑐e(𝑡) = 0 (2.16)
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With initial conditions of 𝑐g(0) = 1 and 𝑐e(0) = 0 we get:

𝑐g(𝑡) = (cos
Ωu�u�u� 𝑡

2
− 𝑖 𝛿

Ωu�u�u�
sin

Ωu�u�u� 𝑡
2

) 𝑒+u�u�u�/2 (2.17)

𝑐e(𝑡) = −𝑖 Ω
Ωu�u�u�

sin
Ωu�u�u� 𝑡

2
𝑒−u�u�u�/2 (2.18)

with: Ωu�u�u� = √Ω2 + 𝛿2 (2.19)

This is the solution to the so called Rabi oscillations.

Optical Bloch Equations

Wewill now use these results in the context of the density matrix description, where the

density matrix 𝜌 of a state |Ψ⟩ is defined as:
𝜌 = |Ψ⟩ ⟨Ψ| (2.20)

And more specifically for the two level system:

𝜌 = {𝑐g(𝑡) |g⟩ + 𝑐e(𝑡) |e⟩} ⋅ {𝑐g(𝑡) ⟨g| + 𝑐e(𝑡) ⟨e|} (2.21)

= (𝜌ee 𝜌eg
𝜌ge 𝜌gg

) = (𝑐e𝑐∗
e 𝑐e𝑐∗

g
𝑐g𝑐∗

e 𝑐g𝑐∗
g
) (2.22)

Here one can see that 𝜌ee = 𝑐e𝑐∗
e = 𝑝e is directly giving the probability to be in the

excited state. The same is true for 𝜌gg = 𝑝gg and the ground state.

It’s time evolution is given by the Von-Neumann equation:

𝑖ℏ d
d𝑡

𝜌 = [ℋ, 𝜌] (2.23)

Which leads to the same result as the solution of equations (2.15) and (2.16). The big

advantage of the densitymatrix description is the easy addition of the spontaneous decay

effect with a constant rate of 𝛾 = 1/𝜏 with 𝜏 being the lifetime of the excited state [21].

One can calculate:

𝛾 =
𝜔3

eg𝑑2
eg

3𝜋𝜖0ℏ𝑐3 (2.24)

Using also that ̃𝜌ge = 𝜌ge𝑒−u�u�u� we get for the time evolution [21]:

d
d𝑡

𝜌gg = +𝛾𝜌ee + 𝑖
2

(Ω∗ ̃𝜌eg − Ω ̃𝜌ge) (2.25)

d
d𝑡

𝜌ee = −𝛾𝜌ee + 𝑖
2

(Ω ̃𝜌ge − Ω∗ ̃𝜌eg) (2.26)

d
d𝑡

̃𝜌ge = − (𝛾
2

+ 𝑖𝛿) ̃𝜌ge + 𝑖
2

Ω∗ (𝜌ee − 𝜌gg) (2.27)

d
d𝑡

̃𝜌eg = − (𝛾
2

− 𝑖𝛿) ̃𝜌eg + 𝑖
2

Ω∗ (𝜌gg − 𝜌ee) (2.28)

These important equations are the so called optical Bloch equations. They directly show

that the system dynamics are driven by the coherences 𝜌eg and 𝜌ge.

13



Scattering Rate and Power Broadening

Assuming a coherent light field we can set 𝜌ge = 𝜌∗
eg . Which in combination with the

optical Bloch equations will give us for the time evolution of the population difference

𝑤 = 𝜌gg − 𝜌ee:

d
d𝑡

𝜌eg = − (𝛾
2

− 𝑖𝛿) 𝜌eg + 𝑖𝜔Ω
2

(2.29)

d
d𝑡

𝑤 = −𝛾𝑤 − 𝑖(Ω𝜌∗
eg − Ω∗𝜌eg) + 𝛾 (2.30)

We define the saturation parameter 𝑠 and the on-resonance saturation parameter 𝑠0 as

follows:

𝑠 ≡ |Ω|2

2𝛿2 + 𝛾2/2
= 𝐼/𝐼u�

1 + (2𝛿/𝛾)2 = 𝑠0
1 + (2𝛿/𝛾)2 (2.31)

with the incoming intensity 𝐼 and the saturation intensity 𝐼u� ≡ 𝜋ℎ𝑐/3𝜆3𝜏 . Knowing
that the excitation probability 𝜌ee and therefore also 𝑤 will reach an equilibrium after a

certain time we can get:

steady state: 𝑤 = 1
1 + 𝑠

= 𝜌gg − 𝜌ee = 1 − 2𝜌ee (2.32)

This then can be used to define an excitation or scattering rate 𝛾u� that uses the fact that

in the steady state the decay rate of the excited state is equal to the scattering rate:

𝛾u� = 𝛾𝜌ee = 𝑠0𝛾/2
1 + 𝑠0 + (2𝛿/𝛾)2 (2.33)

To adapt this in our specific case we can use the values for the fermionic lithium 6Li

D2 line, with a decay rate 𝛾 = 1/𝜏 = 36.898 × 106 s−1 = 2𝜋 × 5.8724 MHz and a

saturation intensity of 𝐼u� = 2.54 mW/cm2 [13]. Figure 2.1 shows the scattering rate

𝛾u� and the power broadening of the absorption probability in several settings for the

saturation parameter 𝑠0 = 𝐼/𝐼u� . We usually work with an imaging laser intensity of

around 𝐼 ≈ 0.25 mW/cm2, resulting in 𝑠0 ≈ 0.1. With increasing intensity one reaches

a threshold of 𝛾u� = 𝛾/2 on resonance, but the shape of the scattering rate also broadens.

Doppler Shift of Accelerated Atoms

In the previous section we discussed the absorption/excitation probability for an atom

at rest and described it with the scattering rate 𝛾u� . The light field resonant to the atomic

transition 𝜔eg = 2𝜋 ⋅ 𝜈eg had to have the frequency of 𝜈L = 𝜈eg. If the atom is however

moving relative to the observer system with velocity ⃗𝑣 anti-parallel to the light wave

vector �⃗�, then the resonance frequency of the atom is shifted:

𝜈( ⃗𝑣) = 𝜈eg(1 + 𝑣
𝑐

) (2.34)
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Figure 2.1: Scattering rate of 6Li with different saturation parameters 𝑠 = 𝐼/𝐼u� . One

can see that the absorption line broadens up significantly with intensities 𝐼
much bigger than the saturation intensity 𝐼u� (𝑠 > 1). For imaging in our lab
we are usually at 𝑠 ≈ 0.1. The D2 line width is 2𝜋 × 5.8724 MHz.

Looking again at a 6Li atom, we can calculate the recoil velocity 𝑣r of an initially resting

atom 𝑣i = 0 after absorbing the momentum of a photon resonant on the D2 transition

wavelength 𝜆 = 𝑐/𝜈eg = 670.977 nm [13]:

ℎ
𝜆

= 𝑣r ⋅ 𝑚6Li (2.35)

𝑣r = ℎ
𝑚6Li ⋅ 𝜆

= 9.887 cm s−1 (2.36)

Here we used the atomic mass of 6Li: 𝑚6Li = 9.988 × 10−27 kg [13].
The absorption of a single photon therefore results in a Doppler shift of:

Δ𝜈 = 𝜈( ⃗𝑣r) − 𝜈(0) = 𝜈eg
𝑣r
𝑐

= 0.1473 MHz (2.37)

Which is about 2.5 percent of the absorption line width of 6Li. The emission direction

of the photon afterwards can be assumed to be mostly random, since the laser intensity

is not high enough for stimulated emission. So in average over many excitation cycles

it can be considered not to change the velocity. Atoms which were initial at resonance

with an incoming laser, are therefore accelerated out of resonance.

We would like to quantify this assuming an ensemble of many atoms using an itera-

tive approach. Integrating the scattering rate from equation (2.33) over a sample time 𝑡u�
will give us the averaged number of scattering events in that time step depending on the

detuning. The change in detuning then can be calculated by equation (2.36) and (2.37).

Figure 2.2 shows the results of this simulation for fermionic lithium on the D2 transition.

One can identify in figure 2.2(a) the different slopes for resonant and off resonant absorp-

tion. Also with initial blue detuning one sees the passing through resonance in figure

2.2(b) which is then translated to the steep slope in the number of scattering events. For

15



0 25 50 75 100
0

25

50

75

Time [μs]

A
v
er
ag
e
sc
att
er
in
g
ev
en
ts 𝛿(0) = −Γ

𝛿(0) = −Γ/2
𝛿(0) = 0
𝛿(0) = +Γ

(a) Scattering events dependent on the initial detuning

0 25 50 75 100

−5

0

5

10

Time [μs]

D
et
u
n
in
g

𝛿
[M

H
z]

𝛿(0) = −Γ
𝛿(0) = −Γ/2
𝛿(0) = 0
𝛿(0) = +Γ

(b) Change in detuning dependent on the initial value

Figure 2.2: Effect of acceleration due to photon scattering processes. The calculation

was done with 𝑠 = 0.1 and is shown for different initial detunings. Here

Γ = 𝛾/2𝜋 = 5.872 MHz is for the D2 line of 6Li. One can identify the differ-

ent slopes for in (a) resonant and far off resonant absorption.
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measurements on atom numbers we would like to stay most of the time in the reso-

nant absorption regime with linear scattering slope while still having a lot of scattering

events. This can be achieved for example with initial detuning of 𝛿(0) = −Γ/2.

2.2 Magnetic Energy Level Shifts

In the previous section the atomwas described with only the light wave interacting with

the system. The magnetic field however also can influences the atom and for example

shift the internal energy levels. We saw already that a shift in energy leads to a different

resonance condition for an incoming laser beam and an atom. Magnetic energy shifts

are however also extremely important in other processes we want to measure, for exam-

ple in Feshbach spectroscopy, spin-changing collisions or can be used for trapping the

atoms. This section uses [15, 35, 13] and presents their results.

Many atom states posses a non zero magnetic moment ⃗𝜇 which interacts with the exter-

nal magnetic field �⃗� such that it introduces an additional energy term [15]:

𝐸(𝐵) = − ⃗𝜇 ⋅ �⃗� (2.38)

In the regime of low magnetic fields this is called the Zeeman effect. Here, the magnetic

moment comes from the angular momentum ⃗𝐹 of the Hyperfine states with a quanti-

sation axis ̂𝑧 along the magnetic field direction. The quantum number 𝐹 can be used to

describe the absolute value of the angular momentum: | ⃗𝐹 | = ℏ√𝐹(𝐹 + 1). This angu-

lar momentum is then quantised along the magnetic field direction, and described with

the quantum number𝑚u� : 𝐹u� = 𝑚u� ⋅ℏ. The total angular momentum ⃗𝐹 is the result of a

magnetic coupling between the electron spin ⃗𝑆, the orbital spin �⃗�, which form together

the total electron momentum ⃗𝐽 , and the nuclear spin ⃗𝐼 , which again can be described

the same way with their quantum numbers 𝑆, 𝐿, 𝐽 and 𝐼 .
The relation between the angular momentum along ̂𝑧 and the magnetic moment in that
direction is given by:

𝜇u� = −𝑔u� 𝜇B
𝐹u�
ℏ

= −𝑔u� 𝜇B𝑚u� (2.39)

⇒ 𝐸Zeeman = 𝑔u� 𝜇B𝑚u� 𝐵u� (2.40)

With the Bohr magneton 𝜇B and the gyromagnetic factor 𝑔u� we get [13]:

𝑔u� = 𝑔u�
𝐹(𝐹 + 1) − 𝐼(𝐼 + 1) + 𝐽(𝐽 + 1)

2𝐹(𝐹 + 1)
+ 𝑔u�

𝐹(𝐹 + 1) + 𝐼(𝐼 + 1) − 𝐽(𝐽 + 1)
2𝐹(𝐹 + 1)

(2.41)

The values of 𝑔u� and 𝑔u� can are listed in [4] and since for Lithium and Sodium 𝑔u� ≫ 𝑔u�
the second term can be neglected most of the time. With 𝐵 comparable or larger than

the fine structure splitting Δ𝐸hfs one reaches a regime where 𝐹 isn’t a good quantum

number anymore and the states have to be described again with 𝐽 and 𝐼 [35]:

𝐸u�u� = 𝜇B (𝑔u�𝑚u� + 𝑔u�𝑚u�) 𝐵u� ≈ 𝜇B𝑔u�𝑚u�𝐵u� (2.42)
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Figure 2.3: Scheme of a basic feedback controller loop. For a real system one has to

include disturbances to the system, which do not stem from the plant.

The intermediate regime usually has to be calculated numerically. However for all states

with 𝐽 = 1/2 one can use the analytical Breit-Rabi formula [9] to calculate the energy

depending on the magnetic field. All alkali ground states fulfil this condition and so we

can use for sodium and lithium:

𝐸u�u�,u�=1/2 = − Δ𝐸hfs
2(2𝐼 + 1)

+ 𝑔u�𝜇B𝑚u� 𝐵 ± Δ𝐸hfs
2

(1 + 4𝑚u� 𝑥
2𝐼 + 1

+ 𝑥2)
1
2

(2.43)

using: 𝑥 =(𝑔u� − 𝑔u�)𝜇B𝐵
Δ𝐸hfs

Here Δ𝐸hfs denotes the zero field energy difference of the hyperfine states. With know-

ing all variables in this equation the energy splittings can be calculated very accurately.

On the other hand it is also possible to scan the energy difference with microwaves with

very good frequency control and then calculating the magnetic field present at the place

of the atom. The atoms themselves are actually the best magnetic field sensors [33, 22].

2.3 Control and Regulation Theory

To change the state of a system e. g. a prameter in our experiment in a controlled way,

one will need a regulation. We will summarize the relevant information needed for the

later chapters out of [3], [39] and [8].

As an example for a regulation, one can take a human driving a car: The driver will

try to control the speed of the car to a desired value he would like to maintain. He can

change the speed of the car by pushing the gas pedal and accelerating the vehicle.

We can describe the current state of the car, e. g. the speed, with the actual value 𝑎(𝑡).
This can’t be directly accessed, but by using a sensor, e. g. a tachometer, we get a sensor

value of 𝑟(𝑡) = 80 km/h. The set point of our regulation 𝑝(𝑡) is the value we would
like 𝑟(𝑡) to reach, in our case the speed the driver has in mind 𝑟(𝑡) = 100 km/h. The

difference between the sensor value and the set point is the error signal 𝑒(𝑡) = 𝑝(𝑡) −
𝑟(𝑡) = −20 km/h. The error signal is then used by a controller, in our case the human,

to generate a controller output 𝑢(𝑡), e. g. the driver would increase the force pushing

down the gas pedal. This controller output 𝑢(𝑡) then leads the system plant to try to
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change the system parameter 𝑎(𝑡), where in our example the plant would be the motor
getting more gas to increase the speed of the car.

This whole process of regulation is called a feedback controller loop, shown in figure

2.3. In the lab, the set point, the calculation of the error signal and controller are usually

separated, whereas in our example all three are done and set by the driver. It is however

useful to always think of them separately. For us, most of the times 𝑟(𝑡), 𝑝(𝑡), 𝑒(𝑡) and
𝑢(𝑡) are voltages, enabling an electric regulation.
We are interested in the time dependence of this regulation, so for each step in the loop

we have to look at the time dependent reaction to an input parameter. We are for example

interested in how the controller output 𝑢(𝑡) depends on the input of 𝑒(𝑡).

The PID Controller

A very popular design to construct and to model such controller is the proportional-

integral-differential (PID) controller. We will introduce some concepts we can later use

for other parts of the feedback loop.

The behaviour of a PID controller can be described with three components:

𝑢(𝑡) = 𝐾u� 𝑒(𝑡)⏟
proportional(P)

+ 𝐾u� ∫
u�

0
𝑒(𝑡′)d𝑡′

⏟⏟⏟⏟⏟⏟⏟
integral(I)

+ 𝐾u�
d
d𝑡

𝑒(𝑡)
⏟⏟⏟⏟⏟

differential(D)

(2.44)

Here 𝐾u� , 𝐾u� and 𝐾u� describe the gain of the different controller parts, with which we

can tune the controller behaviour.

The P part of the regulation gives an output directly proportional to the input error sig-

nal. This is directly following the time behaviour of the error signal. The I part however

is integrating over the error signal and gets stronger as the measured regulation value

stays below or above the set point. The D part is sensitive to the derivation of the error

signal and is used to reduce the steepness of the control output in order to minimize an

overreaction of the controller.

The driver in our example would initially react to the observed error signal, e. g. the car

is too slow, by pressing down the gas pedal to a certain amount, which would be the

proportional part of our description. After observing that the speed is still to slow, the

driver would over time gradually increase the gas, corresponding to an integration of

the error signal. However if the the change in speed, e. g. the acceleration is too strong

and the driver gets pushed in his seat he will reduce the gas again, therefore adding a

differential control element.

For a different notation one can use the bilateral Laplace transformation ℒ on the input

𝑒(𝑡) and output signal 𝑢(𝑡) of the controller to get the transfer function 𝐺(𝑠) which is
used in signal theory [8]. This transformation shifts the description from the real time

𝑡 to the complex frequency 𝑠 domain, which includes an imaginary part to describe the
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frequency dependent change through the transfer in the dynamical system.

ℒ {𝑒(𝑡)} = ∫
∞

−∞
𝑒(𝑡)𝑒−u�u�d𝑡 = 𝑋(𝑠)

ℒ {𝑢(𝑡)} = ∫
∞

−∞
𝑢(𝑡)𝑒−u�u�d𝑡 = 𝑌 (𝑠)

𝐺(𝑠) = 𝑌 (𝑠)
𝑋(𝑠)

= 𝐾u� + 𝐾u�
1
𝑠

+ 𝐾u�𝑠 (2.45)

= 𝐾u� (1 + 1
𝑇u�𝑠

+ 𝑇u�𝑠) (2.46)

Where 𝑇u� = 𝐾u� /𝐾u� is called integration time and 𝑇u� = 𝐾u�/𝐾u� the differentiation

time. It can directly be seen that for high input frequencies 𝑠 the differential part 𝐾u� ⋅ 𝑠
is dominant in the response of the controller, whereas for very small frequencies it is the

integral part 𝐾u�/𝑠.
Going back to the example with the driver controlling the car speed:

With only a very small proportional part the driver can not reach his set point, but only

asymptotically approach an equilibrium speed. To see this one can think of the air fric-

tion, decelerating the car. If now at a certain gas input level (controller output) the air

friction force is equal to the accelerating force, the speed doesn’t change anymore. This

output signal is only proportional to the error signal, so with no change in speed, the

whole loop stays constant and the set point is never reached. To change this state of

equilibrium, the controller needs an integral part, meaning after a while, still not reach-

ing the desired car speed, the driver would increase gas, effectively using an integral

part. We therefore always need an integral part to reach the set point desired in our

regulation!

If the driver however would react to any deviation from his set point too sensitive, corre-

sponding to a too big amplification 𝐾u� , he would give more gas than necessary. The car

would soon be accelerated so fast that the car speed is over the desired set point and the

driver would break again very strongly. By being too slow the same process repeats. This

leads to an oscillatory behaviour in the regulationwhich is not wanted. If the oscillations

don’t decrease over time, one has reached the so called critical behaviour, which will be

important later in this chapter. With an even bigger amplification 𝐾u� > 𝐾u� (critical)
these oscillations will increase in time, leading to the collapse of the regulation.

This qualitative description includes some parameters of the system-plant behaviour that

should be described more accurately, like the delay between reaction of input and reac-

tion of the system.

System Plant

We can define in the same way a transfer function for the plant 𝑃 and the system 𝑆 and

a combined system-plant transfer function 𝐻 :

𝐻(𝑠) = 𝑃(𝑠) ⋅ 𝑆(𝑠) = ℒ {𝑎(𝑡)}
ℒ {𝑢(𝑡)}

(2.47)
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Figure 2.4: System plant response modelled using equation (2.52). One can see the dead

time and the of 𝑇u� = 0.2 s and the then slow system response of 𝑇u� = 0.4 s.
These two values limit the acctual speed any regulation process on this system

can stably achieve.

This function describes the frequency 𝑠 dependent reaction of the system 𝑎(𝑡) to the

controller output 𝑢(𝑡).
To start modelling this system-plant transfer function, one is introducing a conversion

factor 𝐴 that describes the amplitude change from system plant input to output signal:

𝑎(𝑡) = 𝐴 ⋅ 𝑢(𝑡) (2.48)

⇒ 𝐻(𝑠) = ℒ {𝑎(𝑡)}
ℒ {𝑢(𝑡)}

= 𝐴 (2.49)

This is determined for example by the gear conversion of engine rotations to the car

speed, this is however very simplified.

In a car the motor will only slowly change its rotations per minute, since the combustion

processes needs to adapt to the new air-fuel mixture. This slow reaction, translated to

the frequency domain, can be described as a low-pass filter, so that fast changes (large 𝑠)
are attenuated or completely blocked. The transfer function of a low pass 𝐿 with a time

constant 𝑇u� is given by:

𝐿(𝑠) = 1
1 + 𝑠 ⋅ 𝑇u�

(2.50)

combined with (2.49): ⇒ 𝐻(𝑠) = 𝐴
1 + 𝑠 ⋅ 𝑇u�

(2.51)

Most systems also have a dead time 𝑇u� which describes the time in which, despite

changes in the input, the output doesn’t change at all. Adding this into the description
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Figure 2.5: Quantised description of a control-system response. Rise time is the dura-

tion between 10 and 90 % of the set point signal whereas the settling time is

reached when the signal stays between 5 % of the final value.

of 𝐻 we get:

𝐻(𝑠) = 𝑒−u�u�⋅u� ⋅ 𝐴
1 + 𝑠 ⋅ 𝑇u�

(2.52)

≈ 1
1 + 𝑠 ⋅ 𝑇u�

⋅ 𝐴
1 + 𝑠 ⋅ 𝑇u�

(2.53)

Here we used an approximation with the tailor expansion for a very small 𝑇u�. Figure

2.4 shows this system behaviour for certain values in real time. This very simple model

can describe the behaviour of most systems used in the lab. With this one can already

see that any regulation is limited in it’s achievable speed by the dead time 𝑇u� and the

delay time 𝑇u�. Since they give the time scale for the regulation process, one wants to

always have a fast reaction, e. g. low 𝑇u� and only very little, ideally no dead time 𝑇u�.

For the next sections we will however not include the dead time and only use equation

(2.51) for simplicity.

Regulatory Behaviour

Adding the system-plant response and the controller transfer function into a closed loop

to model the complete regulatory behaviour is done in appendix A.1. We will use the

final result derived there for the closed loop transfer function and model the influences

of different controller behaviour.

As alreadymentioned previously, these gain settings of our controller𝐾u� ,𝐾u� and𝐾u�
have to be adjusted to the system and its frequency dependent behaviour. The values

defined in figure 2.5 are used to characterise the control loop system while changing the

set point in a step function. An ideal adjustment would have fast settling and rise time,

with nearly no overshoot and a steady state error of zero. Table 2.1 shows the influence
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Figure 2.6: Regulatory behaviour of a PID controlled system adjusted with the Ziegler-

Nichols method, see table 2.2. One can see that including and optimising all

components of the PID regulation leads to a very sharp response with little

oscillations.

of increasing the different gain variables in the controller on the system dynamics [41].

Since in most cases 𝐾u� , 𝐾u� and 𝐾u� are dependent on each other this can only be a

reference for the determination of the controller parameters.

Table 2.1: Idealised change after optimising the gain of different controller parts individ-

ually with the values defined in figure 2.5.

gain value rise time overshoot settling time steady-state error

𝐾u� decrease increase small influence decrease

𝐾u� decrease increase increase eliminate

𝐾u� small influence decrease decrease no change

As said previously, figure 2.5 doesn’t include a dead time, which is the delay of the

change in set point to the first change in the system observable.

A very common optimisation scheme of the whole regulated system including controller

and plant is the Ziegler-Nichols tuning [41]. For that one switches off any I and D part,

using only the P regulation and increasing 𝐾u� to the point that it’s regulation response

is a continuous oscillation, which is called it’s critical behaviour. The oscillation period

𝑃u� and the gain value 𝐾u� = 𝐾u� (critical) is then used in table 2.2 to determine good
values for a stable regulation, see equation (2.46):
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Table 2.2: Gain values for P, PI and PID regulations according to the Ziegler-Nichols

method. Using the critical gain 𝐾u� and the critical oscillation period 𝑃u� .

Control 𝐾u� 𝑇u� 𝑇u�

P 0.5 𝐾u� - -

PI 0.45 𝐾u� 𝑃u� / 1.2 -

PID 0.6 𝐾u� 0.5 𝑃u� 𝑃u� / 8

A typical behaviour of a such adjusted regulation with the three possible options of

control is shown in figure 2.6.

All this discussion however does not include that there are disturbances introduced to

the system outside the control loop. Since the Ziegler-Nichols method we presented

here optimises the closed loop behaviour, its values might not be ideal for a disturbed

system. A very relevant example for these disturbances are the background oscillations

in the magnetic field inside a field stabilised system. Nevertheless they provide very

good initial values, which then can be optimised to the behaviour desired. This method

was used to find initial control values for the PID controllers in chapter 4.
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3 Improvement on the Imaging System

During the work of this thesis it soon became clear that, in order to be able to detect

small changes in the population of the Lithium magnetic sub-levels, the imaging had to

be optimised. The most suited, non-invasive approach was to re-evaluate the acquisition

software and its settings. In this chapter we show the changesmade to the existing set-up

and introduce the self written camera software. Finally we show how we adjusted and

optimised the settings for an improved imaging of Lithium, which allowed us to better

observe small population changes in magnetic field sensitive processes.

3.1 Absorption Imaging

Themethod used for imaging atoms in our experiment is called Absorption Imaging and

has been used in the field of ultracold atoms for a long time [11, 19].

It uses the fact that the intensity 𝐼 of light passing through a cloud of particles with

density 𝑛 is reduced due to the scattering of photons through excitation [21]:

therefore:
d𝐼(𝑧)

d𝑧
= −ℏ𝜔L𝛾P𝑛 (3.1)

Here we used the excitation rate 𝛾u� from equation (2.33), scaling with the affected atom

number 𝑁 passed through with 𝑛 = 𝑁/𝑉 . For near resonant light and low intensities

the scattering rate becomes 𝛾u� ≈ 𝑠0𝛾/2 and we can describe this intensity loss as:
d𝐼
d𝑧

= −𝜎u�u�𝑛(𝑧)𝐼(𝑧) (3.2)

Here we identified the cross section 𝜎u�u� to be [21]:

𝜎u�u� = ℏ𝜔𝛾
2𝐼u�

= 3𝜆2

2𝜋
for: 𝛿 ≈ 0; 𝐼 ≪ 𝐼u� (3.3)

Outside these conditions, the cross-section is dependent on intensity 𝐼 and the de-

tuning 𝛿 to the resonance frequency. We use the approximation that the light beam

intensity and atom density is uniform in an area 𝐴 orthogonal to the beam direction,

which might then be projected on a camera pixel. Therefore you can calculate the total

number of atoms 𝑁 in the volume 𝑉 = 𝐴 ⋅ 𝑧 by 𝑁 = ∫
u�

∫u�
0

𝑛(𝑧′, 𝑥′, 𝑦′)d𝑧′d𝑦′d𝑥′ =
𝐴 ⋅ ∫u�

0
𝑛(𝑧′)d𝑧′.

Given an initial light intensity 𝐼0 = 𝐼(0) we can now calculate the intensity at a certain

position z:

𝐼(𝑧) = 𝐼0 exp (−𝜎u�u� ∫
u�

0
𝑛(𝑧′)d𝑧′) = 𝐼0 exp (−

𝜎u�u�

𝐴
𝑁(𝑧)) (3.4)
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With known final and initial intensity 𝐼u� , 𝐼0 and 𝜎u�u� we can in turn calculate the number

of atoms the light has passed through until detection:

𝑁 = 𝐴
𝜎u�u�

log 𝐼0
𝐼u�

(3.5)

This calculation fails of course if no light is passing through the atom cloud 𝐼u� = 0. This

is then called optically dense and can be either compensated with an increase in initial

light intensity or a reduction in density. We will come back to this problem later in the

chapter.

But it is also already harder to calculate 𝜎u�u� if the intensity 𝐼 changes too much over the
passage or the conditions for equation (3.3) like 𝛿 ≈ 0 are not met any more. This is the

reason why we stated in section 2.1 that for imaging it would be ideal to stay resonant

over the interaction time. One also has to keep in mind that the initial approximation

used to obtain equation (3.5) was the low intensity limit 𝐼 ≪ 𝐼u� and is not valid for high

imaging intensities any more.

In our experiment a collimated, monochromatic beam with a separate frequency con-

trol and a waist much bigger than the atom cloud size is shined on the atoms. The

intensity profile after absorption is then magnified through a lens stack and onto a CCD

camera. CCD stands for charge coupling device [7] and it’s working principles will be

explained later in this chapter. This gives the final Intensity 𝐼u�,u� for each pixel 𝑝. We will

call this the atom picture. According to figure 2.2 and equation (2.36) the atoms then get

accelerated so much that they fly out of the focal plane and can’t be detected anymore.

After a short period of time a second picture is taken with another laser pulse. This pic-

ture will be used to determine the initial intensity 𝐼0,u� and we will call it the reference

picture. To extract pixel errors and dark currents a third picture without any laser light

is taken at the end of each sequence.

As a naming convention we will describe the digital pictures by assigning each pixel 𝑝
a value 𝑉u�.

Since both pictures are separated in time we can’t ignore overall intensity fluctuations.

This issue is addressed by selecting a region of interest (ROI) on the picturewhich includes

the atom cloud and a considerable surrounding volume. Since we can assume that no

absorption happens outside of the ROI we can use this area to normalize the ROI part

of the picture. For that every pixel value of the atom picture 𝑉u�,u� outside the ROI is

summed up and divided by the sum of the pixel values of the reference picture 𝑉u�,u� to

get the normalisation factor 𝑓u�:

𝑓u� = ∑
u�∈ROI

𝑉u�,u� ( ∑
u�∈ROI

𝑉u�,u�)
−1

(3.6)

𝑉 ′
u�,u� = 𝑓u� ⋅ 𝑉u�,u�, for all 𝑝 ∉ ROI (3.7)

Now equation (3.5) can now be used for each pixel separately if 𝜎u�u� and 𝐴 is known. It

has to bemade sure however that the assumptions for this calculation, e. g. the saturation

parameter 𝑠, the detuning 𝛿, etc. are met and it’s values are know sufficiently. For more

information on this specific imaging algorithm one can read [20, 37].
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(a) atom picture (b) reference picture (c) calculated picture

Figure 3.1: Calculation of the atomic distribution out of the atom absorption picture (a)

and the reference picture (b) without atoms. By calculating the ratio of the

initial to the final, absorbed intensity and then taking the logarithm one can

calculate the picture (c) that shows the distributions of atoms in the image

plane. This particular picture shows a BEC of sodium. Including several scal-

ing factors we can use it as a measurement tool for exact atom numbers.

Limitations and Noise Sources

When used correctly, this method is very robust and successfully used in many experi-

ments. There are however some limitations and issues with this technique.

• Absorption imaging is a destructive measurement, meaning after taking a picture

the atoms will be accelerated out of the trapping and imaging region. Any state

prepared is therefore destroyed.

• It is crucial for this method that the laser’s intensity profile stays the same for the

atom and the reference picture. Any deviation will lead to a false calculated atom

number.

The main reasons for shifts or changes in intensity are the mechanical motion of

the optical table or the imaging optics, frequency drifts of the imaging laser and

air motion (e. g. sound waves) in the laser path.

There are some ways to reduce the intensity fluctuations, like air damping of all optical

tables, housing of optics to reduce air flow and very stable laser locks.

Another very effective way is to take atom and reference picture with an extremely small

delay between each other. This is limited by the capabilities of the camera and it’s con-

trol software.
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Figure 3.2: Schematic the absorption imaging system. The same optical fibre is used for

sodium and lithium light. The light profile shortly after the absorbing atoms

is then projected with a lens stack (for simplicity replaced with a lens sym-

bol) onto the CCD chip of the cameras to give a sharp absorption picture. A

dichroic mirror is used to separate the different wavelengths for the sodium

and lithium camera.

3.2 Hardware and Configuration

The whole imaging as a system can be described in three separate parts:

1. Laser preparation and collimation on the atoms

2. Magnification optics and camera

3. Acquisition software and experimental control

In the following we will give a short description of the parts necessary in understanding

the contents of this thesis and the changes done to it. For information on the hardware

set up one can read [20, 37, 40, 38].

Imaging Laser and Magnification Optics

We use a dye laser for the creation of 589 nm light for sodium and a diode laser with a

tapered amplifier for 670 nm light for lithium. Both lasers are locked to transition lines

in the relative spectra and frequency adjusted with acoustio-optical modulators (AOMs).

Therefore we can stably tune their frequency in the range of a few MHz close to the res-

onance of the atoms. After this preparation the two imaging laser beams are joined via

a dichroic mirror and then coupled into an optical fibre. The laser system in our experi-

ment is described in more detail in [40] and [38].

The basic scheme of the imaging next to the vacuum cell is shown in figure 3.2. After a
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fibre out-coupler the imaging beam is sent onto the square glass cell onto the atoms. This

beam then gets magnified by an objective from Zeiss. This lens system is designed for

microscopy with a working distance of 87 mm and a focal length of 100 mm. This results

in a projection magnification of 2.6x. The two wavelength components then get sepa-

rated over a dichroic mirror which reflects the sodium light and transmits the lithium

light. Both cameras are placed and adjusted to be able to sharply image the atomic cloud.

Additionally to the initial placement the lithium camera is mounted on an electronically

controlled translation stage and can therefore be moved along the beam path to adjust

the focus on the atoms.

The CCD Cameras

We use two Retiga EXi fast (non-cooled) from the company QImaging. A conventional

CCD camera consists of an two dimensional array of photosensitive, isolated diodes

called pixels. Each incoming photon has the possibility to create an electron hole pair

in the semiconductor depending on the wavelength of the photon and the material used

in the chip. The probability to create a mobile charge carrier, the electron, upon photon

impact is called quantum efficiency. The electrons created during the exposure of a pixel

directly get pulled by an applied voltage into a deeper lying storage region of the semi-

conductor creating a potential well. Usually this well has a certain maximal capacity to

store electrons, which is called the linear full well capacity. If more electrons get created

the pixel reaches saturation and is not sensitive to more photons anymore [7].

There are several ways to read out the amount of electrons stored in each pixel, but we

will only describe the method used in our camera: in a so called progressive-scan interline

CCD chip each pixel has its own storage region next to the photosensitive semiconduc-

tor area. This is done by adding a small opaque mask on the pixels, where light cannot

pass through. They are situated between the lines of pixels, hence the word interline.

The electrons accumulated on the pixels can then be shifted by applying another voltage

to the non sensitive region of the pixel. This shift is done in parallel for all pixels at once

and usually works in the time scale of some microseconds. The pixels then get read out

pixel by pixel. This happens by shifting the electron packages to a readout area, where

they are then detected and converted to a digital value by a analogue-to-digital converter

(ADC) [18]. Important characteristics for a CCD camera are therefore the quantum effi-

ciency or the sensitivity in the relevant wavelength and the capabilities of the ADC in

terms of noise and digital output range. The ADC in our camera translates charges into

a 12 bit value, and is therefore distinguishing between 4096 digital values. The conver-

sion factor of electrons to a digital count is adjusted during production to cover the full

dynamical range. In table 3.1 we list the most important characteristics of the Retiga EXi

fast [24].

One of the camera was previously used in the rubidium BEC experiment of our group

and was characterised there [23]. Out of his work we know that with standard gain, the

conversion factor of ADC is around 7.29 electrons for one digital count. Combined with

the quantum efficiencies for the wavelength we can deduce that one digital count of a

pixel corresponds to roughly 12 photons for sodium imaging light and 16 photons for
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Table 3.1: Characteristics of the cameras Retiga EXi fast from QImaging, which we use

in our experiment.

CCD sensor Sony ICX285 (monochrome)

Pixels 1392 × 1040 (1.4 million)
Quantum efficiency ∼ 60% @ 589 nm (sodium)

∼ 45% @ 670 nm (lithium)

Pixel size 6.45 μm × 6.45 μm
Linear full well 18, 000 electrons
Digital output 12 bit
Frame rate 10 fps full resolution
Transfer data rate 40 MB/s (FireWire)

lithium light. We will however introduce a tool to change this factor later in this chapter.

The readout of the camera was done with a proprietary software called QCapture Pro 6,

which runs on Windows XP and uses a hardware key dongle to protect against software

piracy. Only one software-dongle combination can be used on a computer at the same

time. Therefore two separate computers were needed to control the cameras.

The manufacturer also provides a software development kit for the programming lan-

guages C\C++ and C#. This enabled us to write a new application, communicating with

the camera on a native level.

Experimental Control and Image Acquisition

Thecamera can be triggered by an external TTL pulse in twomodes: by opening the cam-

era shutter while the trigger signal is high and then sending the picture on the falling

edge of the signal (hardware exposure) or by triggering on the rising edge and opening

during a software defined exposure time (software exposure). The trigger signal sequence

shown in figure 3.3 of the experimental control allows for a switch in these modes with-

out bigger changes:

At the set time of the image capture the TTL trigger goes high and therefore the cam-

era shutter is opened. 125 μs later the imaging laser is turned on for another 125 μs.
This is done to avoid the atoms being already accelerated out of resonance without the

camera being able to capture the absorption properly. 125 μs later the TTL trigger goes
low again. The 125 μs step duration is set by our control hardware. If hardware expo-

sure is enabled the chip is exposed over 375 μs with the full 125 μs of the laser pulse.
With software exposure one can define a value of the exposure time which then starts

from the high edge of the TTL trigger and can also capture only a part of the pulse. The

settings we have chosen for Lithium will be further discussed in the next section. In

the experimental control, the time span between image capture and turning off of the

crossed dipole trap is set. During that time the atoms can expand partially freely, so it

is called time of flight (TOF). We can choose this timespan individually for Sodium and

Lithium. The TOF can be used to reduce the density of our atom cloud by increasing
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Figure 3.3: Imaging sequence of one species. At time zero the imaging process starts,

with the trigger pulse of to the camera going high and remaining high for the

next 375 μs (red shaded area). The light is only shined on the atoms 125 μs
later for a period of 125 μs (green shaded area). In the previous settings the
camera shutter was open for the whole time the trigger pulse (dark blue line).

By using software exposure one can freely choose the time of exposure 𝑡u�u�u�
(light blue shaded area).

the size. As explained in section 3.1 this can enable better imaging and is also used in

the separation of different magnetic sub-states via a Stern-Gerlach pulse [37]. A typical

expansion time for imaging a Sodium BEC is 15 ms and 3 to 5 ms for Lithium.
The reference picture is taken after a certain delay time, which was previously 650 ms ,
which ensured that the camera is ready again and the readout of the old picture has been

completed. The dark picture is then taken at the end of the whole sequence, around 2

seconds later, with no light on. The trigger and exposure sequence stays the same for all

three images, with of course the light pulse only being present in the first two.

After the end of each experimental run three Sodium and three Lithium pictures are sent

to another computer to run the imaging algorithm using equation (3.5), calculating the

pictures with calibrated atom counts per pixel.

3.3 New Software and Graphical User Interface

In the course of this thesis a newprogramwaswritten to replace the commercial software

using the manufacturer supplied software development kit (SDK). It is aimed to address

several issues and questions:

• The software previously used could only ran on an outdated operating system (OS),

so two different OS had to be used in the lab.
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• Two computers with the task of reading out only one cameras were necessary. If

possible we wanted to reduce the amount of hardware needed for the experiment.

• The commercial software was not easy to use for our special application and many

features were hard to access. It was for example optimised to do post processing

of the images with filters and smoothing functions, which were not needed in our

case.

• The time delay between atom and reference picture was quite long which can lead

to intensity fluctuations, see section 3.1. With good knowledge on the low level

software side and its adjustment settings one could reach a regime where fringes

on the calculated image due to air movement or frequency drifts could be min-

imised.

Due to previous experience and known support for the future it was decided to write

the program in C# using the .NET 4.0 Framework. The graphical user interface was con-

structed with the Windows Presentation Foundation framework and written in XAML.

Microsoft supplies a free integrated development environment (IDE) with it’s commu-

nity version of Visual Studio. Since this IDE is downward compatible and free to use,

future changes to the program can be made very easily [10].

In the next section we want to explain operation and the functions of the camera, while

not going into every detail of the program code. It is well documented and should be

easy to understand.

System architecture

C# is a object oriented programming language, therefore also the internal structure of

the program can be understood and described with abstract software objects. These can

store information, interact with each other and control hardware connected to the com-

puter, e. g. a camera. Figure 3.4 shows their interaction possibilities and basic functions.

The camera object is the first thing to be initialised by the software on the PC. It includes

a collection of all relevant information on the camera and used for all communication

with it. In a first step one creates this object and searches for a physical camera con-

nected via the FireWire bus. If one is found it can initialize itself with the information

taken from the real, physical camera and is now used for all communication with it. All

orders and changes are sent to this software camera object which handles the commu-

nication in the background. It can handle for example a setting object, a list of all camera

settings. It can be adapted to our needs inside the software, and then sent to the camera

via the camera object. This settings object also needs to be initialised with information

taken from the camera. To let the camera take a picture, one has to initialize a picture

object and allocate space on the main memory (picture buffer) in the exact size of the pic-

ture one would like to take. Then a reference to the picture object gets handed over to

the camera object, which sends an order to the camera to take a picture with the current

settings.

In the standard implementation the picture object is sent to the camera object and waits
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Figure 3.4: Scheme of the software that controls the camera. The user interacts over the

graphical user interface (GUI), whereas a camera software object is used as

an internal interface for the communication and control of the camera. The

settings one chooses over the GUI are only sent to the camera after a separate

order Set Settings is executed and are then stored in the camera. This includes

the settings for the camera trigger. With the order Start Capture on the GUI

one creates a queue of three picture objects, that have their own memory

allocated. These three picture objects then order the camera consecutively to

take pictures depending on the settings currently set. These pictures are then

filled with the pictures the camera captures in a parallel thread, not blocking

the rest of the software. A separate callback function is called after the third

picture object is filled with an image, which then saves all three pictures on

the hard drive for further processing. The process of capture then can be

repeated by again putting three images into the queue.
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until the camera sends the picture back, writes it on the pre-allocated memory and con-

firms completion of the job. This means the whole program is frozen during that time

and can’t respond nor communicate with the camera further (e. g. asking for a second

picture to take). If one wants to take several pictures in a fast succession this could cause

a serious delay, or in the worst case the missing of a triggered picture.

To avoid that, one use a parallel computing approach, creating different computation

threads inside the same program. By using a picture queue connected to a camera object,

where several picture objects are put into, we can start a different thread which automat-

ically sends one picture after the other to the camera. With their own already allocated

memory they get sent back from the camera on completion, signalling the next picture to

be taken. This doesn’t block the software, since the main computational thread doesn’t

have to wait until completion, but just opens a callback function when the picture cap-

ture is complete. This callback function runs on another parallel thread in the software

and can be used to determine further processing of the picture. It is even possible to

reuse the picture object for example after saving the picture to the hard drive by sending

it back into the queue.

This use of parallel computing can greatly increase the possible frequency of image cap-

tures and is therefore deployed in the new software. One has to consider though that

sending a picture request to the camera doesn’t indicate an immediate capture. The pic-

ture is only taken and sent back to the PC once the camera was triggered. We will later

come to the different trigger types used in our experiment.

Since we want to take three pictures (atom, reference and dark picture) within each

camera a queue with three pictures is formed. The first two will run an empty callback

function once completed and don’t disturb the software further. The third picture’s call-

back function however initialises the processing of the three, now captured images. A

temporary image is created from each picture in the buffer and used in a software display

for observation. The pictures then are saved in a predefined folder, where they will be

fetched by the evaluation software. Once this callback is completed, the three picture

buffers are deleted, reset and the queue is filled up with the three picture objects for the

next run.

User Interface and Possible Settings

The graphical user interface (GUI) of the software has to fulfil several purposes: it should

control and initialize the camera-PC interaction, set settings on the camera, manage

capture and storage of pictures and also display the pictures taken to be able to directly

check if the sequence worked and give a picture preview. A picture of the GUI is shown

and described in figure 3.5. In the following the main functions and their underlying

mechanisms will be described. Checkboxes are used to activate specific settings, if those

are unchecked a standard value will be chosen.

The left side is used for adjusting settings and controlling the camera, whereas the right

side is used for a preview of the images taken.

a) To use the camera one has to first initialize the camera by clicking the Initialize
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a.)

c.)

b.)

d.)

e.)

f.)

g.)

h.)

i.)

Figure 3.5: The graphical user interface (GUI) of the camera software written during this

thesis. It is used to initialize and control the camera, set settings and preview

the pictures taken. a.) Buttons to initialize and reset camera, start and stop

the capture and set settings. b.) Folder selection for saved pictures and clear

folder button c.) Region of interest, d.) Binning and e.) Gainsettings f.) read-

out speed slider g.) Software exposure settings h.) Information on the camera

connected, including serial number to identify Sodium and Lithium camera

i.) preview of last pictures taken, from top to bottom: Atom picture, reference

picture, dark picture. On the atom picture one can see the absorption of three

small clouds, which are the different magnetic sub-states of the F=1 ground

state manifold of Sodium after a Stern-Gerlach separationThe different fields

are explained in more detail in the text.
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Camera button, which then changes to Reset Camera. An error message box pops

up if no camera is connected or the last connection crashed. In this case one should

check the connection cable and turn off and on the camera manually. It then reads

out the cameras internal information, to identify the camera as the Sodium or

the Lithium camera. According to that information it automatically loads the last

saved settings for that camera and fills it into the input fields of the GUI, like the

save path (see b) ). It also sets the name on top of the right side (see i) ).

With the Set Settings button one can send the current settings that are seen on the

GUI to the camera. Once this is done for the first time the Start Capture is put

out of it’s initial disabled status and can be clicked. It starts the preparation of

the picture buffers and puts the picture objects into a queue. The active capture is

indicated by the button turning into a red Stop Capture button. A new set settings

call will disable the capture again, but there is the option of automatically start-

ing the capture procedure each time one has set new settings. This is done by a

checkbox below Set Settings.

b) After the completion of the last picture queued it’s callback function will save all

pictures into a specified save folder, which are accessible from the network to fetch

the pictures. One has to take care though to write the folder path with a double

backslash (\\) rather than with a single one. The Matlab script on the evaluation

PC will take the last three pictures of in the folder, regardless of the content. So

there is a button to delete the content of this folder in order to make sure the script

doesn’t mess up the acquisition of the newest pictures. There is also the possibility

to not take three, but two pictures by omitting the dark picture. To do so one has

to uncheck the Take Third Picture check box.

c) Region of interest (ROI) is a hardware limitation on the image size and should

not be confused with the region of interest used for rescaling. The hardware ROI

is commanding the camera to only read out a rectangle with a size described by

Width and Hidth starting at the point defined by Start Point Y and Start Point X.

This can reduce the image size and therefore improve the transfer speed from cam-

era to the PC memory. One needs to keep in mind that the rescaling algorithm of

equation (3.7) also uses a different ROI, which again decreases the final computed

image size. The achievable size reduction therefore is limited, but can still be sig-

nificant.

d) One other possibility to reduce the image size is to reduce the resolution of the

image. Usually this is done software wise through after processing on the PC, but

this doesn’t increase the transfer time, since the whole picture still has to be sent

over the limiting FireWire connection. The binning option of this camera however

reduces the resolution on the hardware side of the capture process. Instead of

reading out each single pixel of the CCD, the camera can electronically connect

several pixels and read their electron count out as if coming from only one pixel.

This super-pixel is always a square and its size can be chosenwith the radio buttons

in the GUI between 2 × 2, 4 × 4 and 8 × 8 pixels. This leads to an addition of the

36



values of the connected pixels, which can be seen as an increased gain factor (4-,

16-, or 64-fold respectively) to the pixel’s image count. It also reduces the number

of readout procedures per image, which usually introduce a lot of noise. This can

also be described as a higher light sensitivity leading to better signal to noise.

With a 4 × 4 binning set, this technique reduces the resolution of a full image

from 1392 × 1040 pixels (file size 2.76 MB) to 348 × 260 pixels (file size of 0.086

MB). When using the ROI setting (see item c)) one has to adapt the values that

describe the chosen rectangle on the image: Since the ROI size is defined through

pixels one has to think of the picture after the binning, e. g. change Starting Point

X from 400 (no binning) to 100 (4 × 4 binning). Binning also acts as a averaging

filter compared to the full resolution picture, so the statistical noise is reduced.

However this is no real advantage, since this can also be done post processing.

One of course has to weight the advantages of the increase in transfer speed to the

big loss of information due to the reduced resolution of the picture.

e) Adjusting the gain of the camera sets the conversion factor from electrons read

from the CCD chip (see section 3.2) to the 12-bit digital value assigned to the pixel

in the Analogue-to-Digital-Converter (ADC). Electronic saturation on a pixel is

reached with a count of around 18,000 electrons (Linear Full Well). The factory

settings 𝑔0 are adjusted to enable the best full dynamical range of 12 bit (0 to 4095)

below this value. With gain 𝑔 set to 1 (standard value) this results in a conversion
of 𝑔0 = 4.5 electrons to one digital integer step. Every other gain factor 𝑔 changes
this conversion accordingly:

𝑁u�−𝑔0 ⋅ 𝑔 = 𝑉digital (3.8)

Here 𝑁u�− denotes the electrons sent to the ADC from one pixel and 𝑉digital the

digital pixel value saved in the image.

The readout noise in the ADC is not only dependent on the incoming electron

number 𝑁u�− but also on an internal intrinsic read noise. So one can reduce the

relative noise by adjusting the gain of the signal to use the full dynamical range,

therefore increasing the signal to noise ratio. For an exact atom number calcula-

tion, with the absorption imaging technique described earlier, one has to include

this factor as well.

f) The camera’s readout speed 𝑓u�u�u�u�u�u�u� defines how fast the set of pixels is read from

the CCD chip. It will take a time 𝑡u�u�u�u� to read out a certain number of pixels𝑁u�u�u�u�u�.

𝑡u�u�u�u� =
𝑁u�u�u�u�u�

𝑓u�u�u�u�u�u�u�
(3.9)

The camera is capable of using four different readout speed settings from 2.5 MHz
to 20 MHz. For a full image with 1392 × 1040 ≈ 1.45 × 106 pixels the readout

process will take 579 ms in slowest and 72 ms in the fastest settings. A faster

readout speed generally leads to an increase in readout noise, depending on the

capabilities of the ADC. In our case this noise is about 8 electrons per readout and

not separately specified for different speeds.
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g) As already described in section 3.2 the camera can switch between a hardware and

software exposure time mode. In both a TTL signal sets the start of capture, but

the duration of exposure is either set by signal high time (hardware exposure) or

an internally set time (software exposure). The exposure time for the second mode

can be set in microsecond steps, but one has to keep in mind that the imaging light

pulse arrives only 125 μs after the trigger signal (see figure 3.3).

h) On shut down the program will call a routine that dissolves the computer internal

binding of the camera, e. g. the camera software object. If this is not done correctly,

future communication attempts with the camera will fail, since it is still bound to

a now non-existing structure on the PC. For debugging reasons one can do this

manually by using the Release Camera button. However closing the program and

reopening it will have the same effect.

On every initialisation of a communication with the camera some basic informa-

tion will be asked and displayed at the bottom left of the GUI. The serial number

is displayed next to the tag ID and is then used to distinguish between the lithium

and the sodium camera. It also loads accordingly the last saved settings of that

camera and puts its values in the GUI.

i) If the program can identify the serial number of the camera, it displays the name

on top, e. g. Sodium Camera. The rest of the GUI’s right side is used for previewing

all three different pictures taken in one sequence.

The topmost picture is the atom picture, where in the shot shown one can see the

absorption of three separate atom clouds. This is done by using a Stern-Gerlach

sequence to separate the different magnetic sub-states of the sodium hyperfine-

splitting [37]. In the middle the reference picture without atoms is displayed and

on the bottom the dark picture without any light is shown.

To display a 12 bit greyscale picture one needs at least a 16 bit greyscale image

format. All files are therefore saved in this format in a TIFF file. However there

are some issues with the .NET 4.0 framework this program is working in and dis-

playing the 16 bit greyscale format. Therefore we used a red-green-blue format

which uses only 5 bits per colour channel. The colour scale of all pictures is fixed!

Pixels that have values with only 10 bit values (e. g. 0 to 1023) only use blue and

green colours. In an area with higher intensity, where the pixel values go over

1023 one can see a separation line. There only one bit of the red channel is added

and the blue and green channel values start from zero again. It is no artefact of

the camera nor its image, but only of the colour-scale used. Since the purpose of

these images in the GUI are for preview only this was deemed acceptable.

We chose the settings implemented in the software according to our specific set-up

and with the intention on improving the signal-to-noise ratio of our imaging. There are

other settings the software development kit can access we don’t need, like post process-

ing options or the addition of a global offset. Others are connected to colour imaging,

which is not possible with our cameras.
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To address both cameras at once, they were connect to the same PC, which ran two

instances of the same software. On initialisation it will detect the cameras not yet bound

and try to connect to first the lithium and then the sodium camera. If there are any prob-

lems at the initialisation, e. g. only one camera is recognised, one should close all software

instances and manually restart both camera. The cause for not recognizing a camera is

usually not correctly terminated software instances or the removal of a FireWire cable

during operation.

3.4 Adjustment and Optimisation of Lithium Imaging

We wanted to optimise our imaging to the best extend as possible with the software

settings described in the previous section. Here we will only focus on the images calcu-

lated with the algorithm described in section 3.1. For this we use the two characteristics

described in the following:

Noise on Empty Regions

For the definition of this quantity, a region𝑅 of our picture was chosen with no atoms in

it. Given a correctly adjusted rescaling algorithm and no noise sources, onewould expect

an even distribution over the whole picture with value zero, which would correspond to

zero absorbing atoms in this region. However this is not the case, since statistical noise

and other systematics have to be accounted for. We define the noise 𝜎u� in an imaging

region as the deviation of the measured value 𝑉u� from the expected value 𝑉u�u�u�,u� = 0
with the 𝑝 denoting one of 𝑁 pixels in the region 𝑅, we examine:

𝜎2
u� = ∑

u�∈u�
(

𝑉u� − 𝑉u�u�u�,u�

𝑁 − 1
)

2

(3.10)

This definition is also valid for an atomic distribution in our picture, however it is hard to

know the exact distribution of the atoms beforehand. Therefore we will focus on exam-

ining this characteristic in empty regions, knowing the noise there is directly correlated

to the regions where atoms are.

We discussed already most of the possible systematic errors of the absorption imaging

method in section 3.1. There we stated that shortening the delay between atom and ref-

erence picture should reduce any deviations in the calculated image. There are however

some noise sources only dependent on the process of taking and reading out the image

itself. These noise sources can be summarised in [23]:

• Readout noise

All components of the readout electronics can produce some noise, from the elec-

tron transfer to the analogue-to-digital converter itself. Generally this noise is

characterised by the manufacturer, in our case around 8 electrons per readout and

pixel. It depends however also on the readout speed, and is generally reduced by
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a slower readout. Binning can also help to reduce this noise, since several pixels

are read out at once, but with the loss of resolution.

• Thermal noise

The CCD chip consists essentially of an array of photo diodes, in which electrons

can be exited to the conducting band with residual thermal energy. To reduce this

noise one has to cool the CCD chip itself, which is not feasible with our camera.

• Photon noise

With a fixed light intensity the probability to detect a photon number 𝑁 is given

in a Poissonian distribution. For large photon numbers, e. g. high intensities, this

distribution can be approximated with a Gaussian distribution with standard de-

viation of
√

𝑁 centred around a mean value ̄𝑁 . This intrinsic variation on the

photon count cannot be reduced easily, and gives us a lower limit of our imaging

noise.

Signal-to-Noise

More important than the pure noise characteristic is its relation to the signal obtained.

e. g. for us this signal could be the photon atom number 𝑁atom we calculate. That means

wewould like to increase the laser’s absorption efficiency of the atomwhile still reducing

the noise 𝛿𝑁atom on our image. In that case we would define the signal-to-noise ratio

(SNR) as:

SNR = 𝑁atom

𝛿𝑁atom

(3.11)

We would also like to reduce other imaging errors, like off focus imaging, leading to a

blurring of our atomic cloud absorption picture or the possible air motion in the imaging

laser’s beam path. A known atomic cloud distribution, like the Thomas-Fermi profile of

a BEC, could be used as a reference. A wrong focus leads to broadening of this profile

on the calculated atom picture, so we would try to minimize it.

3.4.1 Reducing the Imaging Noise

With the new software interface, we evaluated the effect of different camera settings on

the noise. For that, 𝜎u� was calculated in an empty region𝑅 without any atoms. To do so,

the optical trap was turned off a few seconds before the imaging to let all atoms escape.

The lasers were still frequency locked and the standard sequence was used to replicate

accurate experimental conditions. We also used the existing algorithm for the calcula-

tion of atom counts, which is in part described in section 3.1. This algorithm and its

scaling was calibrated for the previous hardware settings, such that the atom counts and

therefore the deviations should not be viewed in absolute units, but in relative changes.

For every data point in the following measurements 10 pictures were taken. To also

test the possible improvements for shorter delay time, the time to capture and transfer a
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Figure 3.6: Measurement of the impact of a faster pixel readout speed on the noise in

empty regions. The points are averaged values over the variance 𝜎u� of 10

iterations. We could not observe a worse image noise for a faster readout,

even though one would expect this.

picture to the PC had to be reduced. This was achieved by selecting a region of interest

(ROI) of 200 x 200 pixels in the centre of our the CCD chip, which reduced the size of

the image transferred from 2.76 MB to 0.078 MB. At the same time, fewer pixels have
to be read out on the camera chip, which also leads to an reduction of total capture time

by a factor of 35. The intention hereby was to show the limits of the camera and not to

prepare doing experiments with this setting, since the pictures are too small to use for

more advanced post processing methods.

We started by scanning the readout frequency from 2.5 MHz to 20 MHz, where 2.5 MHz
was the previously used standard setting (see item f) in the previous section). The mea-

sured mean noise �̄�u� is plotted versus the readout speed in figure 3.6. Error bars are the

standard deviation of 𝜎u� for the ten different calculated images. An increased readout

speed is usually connected to more electronic noise, which then can be seen on the cal-

culated picture. We could however not see a significantly worsening of our noise with

faster readout. Therefore the speed for the next measurements was set to the maximum

value of 20 MHz. Later we observed that for the whole picture with no ROI active only
10 MHz would work reliable, but we couldn’t find any reason for that neither in the

software nor the camera.

We expected to see the biggest reduction of noise by reducing the delay time 𝑡delay
between the atom picture and the reference picture. If 𝑡delay is bigger than the usual

time scale of a drift in frequency or fluctuations in the air, then the resulting diffraction

pattern on the reference picture to the atom picture should be more or less randomly

placed. Only if the time delay is shorter than the time scale of any fluctuations one
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Figure 3.7: Change in noise on empty image regions dependent on the delay time be-

tween atom and reference picture. The points are averaged values over the

variance 𝜎2
u� of 10 iterations. The previously used setting was 650 ms for this

delay timer. To achieve times below 120 ms the image size for readout and
transfer to the computer had to be reduced significantly. One can observe

a small relative reduction of about 5 percent in noise starting at 56 ms and
lower.

would see an improvement in the noise on the calculated picture. Assuming for exam-

ple some 50 Hz noise on the laser control electronics from the house power line, then

we would expect to also see oscillations on the laser frequency. This could lead to small

changes in the beam path and the diffraction pattern, since the optical density is fre-

quency dependent. This would therefore lead to an oscillation of our diffraction pattern

with a period of 20 ms. Therefore it would be ideal to go to delay times in the order of

a few milliseconds. Using the described changes up to now (ROI of 200 x 200 pixels and

readout speed of 20 MHz) we could only reproducibly take two pictures with a delay

of 32 ms. To further reduce the image size a 4 x 4 binning of the picture was chosen,
which lead to an effective reduction in image size and readout of a factor of 16. With that

we could go down to 16 ms, which is only half the time of the previous measurement.

Since this scaling is not proportional it already shows that the size of the image including

readout is not the limiting factor anymore. The communication between computer and

camera, triggering and internal processes now limit the capture time of a single picture.

The maximal frame rate of the camera specified by the manufacturer is 165 frames per

second, which would lead to a delay time of about 6 ms [24]. This is however with not

further specified binning and ROI and especially not with an external trigger signal as

needed in our experiment.

With 4 x 4 binning, a ROI of 50 x 50 pixels and 20 MHz readout a scan of the delay time
from 16 ms to 106 mswas performed, with an additional measurement at around 650 ms
which was the previous setting used. The averaged noise of 10 different pictures �̄�u� is
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Figure 3.8: Plotted change of the noise against three different gain settings. Each point

is an average of 10 iterations. One can see a small improvement in imaging

noise by going to higher gain settings.

plotted against the delay time in figure 3.7. One can see that with a delay time of 56 ms a
small reduction in noise is possible, but already with a delay of 100 ms this improvement
is lost again. It takes a delay of around 120 ms to capture two full resolution pictures (no
binning or ROI) which would be necessary for intensive post processing. The trade off

for the improved noise characteristic is therefore very high: One would have to either re-

duce the resolution of the camera with binning, or only use part of the image with a ROI.

As a next step we wanted to see the effects of a change in the camera internal gain

(see item e) in the previous section). By changing the gain factor of the ADC one will

of course also amplify any noise that is already existing beforehand, like photon noise

or thermal noise. But it can reduce the internal electronic noise of the ADC relative to

the overall light intensity, provided one doesn’t reach saturation. Therefore it should

always be tried to use the full dynamical range of the 12 bit ADC. For this measurement

the binning was turned off, so that we had a 200 x 200 pixel ROI, with a readout speed

of 20 MHz. The averaged noise over 10 iterations of each setting is plotted against the

gain setting in figure 3.8. One can again see a small reduction of noise going from a

gain of 1 to a gain of 16 of about 5 percent. This however is dependent on the initial

intensity and should be set to use the full 12 bit dynamical range of the camera. We

were however only able to set the gain to 16 since the previously lithium intensity was

set to a very low value. Additionally one has to keep in mind that changing the gain has

lots of implications on the exact calibration of the algorithm calculating atom numbers,

which would have to be completely readjusted.

Finally we looked into the possible different exposure time settings and their effect on

the image noise. This of course can only be adjusted sensibly with atoms present, since

the detuning and the overall absorption is highly dependent on the light pulse time, as
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Figure 3.9: Graph showing the averaged noise versus the software exposure time cal-

culated out of 10 iterations for each data point. The time scale starts at the

trigger signal going high (𝑡 = 0). The light pulse is shone onto the camera

between 𝑡 = 125 µs and 𝑡 = 250 µs. A longer exposure time means more

light onto the CCD chip. Therefore the raw signal of atom and reference pic-

ture is small relative to the electronic and thermal noise on these images. This

translates into a bigger noise on the calculated image as shown here. After

250 µs the noise is constant since the imaging intensity stays the same.

shown section 2.1. It is however possible to check the function of the camera setting sep-

arately without atoms and see if it would improve the noise characteristics. We again

used 4 x 4 binning, a 200 x 200 pixel ROI and 20 MHz readout speed.
The software exposure setting was activated (see item g)) and the exposure time scanned,

starting from the trigger low to high transition. In figure 3.9 the results of the measure-

ment are shown. To correctly understand these pictures, one has to keep in mind that

the camera trigger signal goes high 125 µs before the imaging light pulse of 125 µs starts.

So after 250 µs from the trigger the light should disappear again and no change in counts

on the image should appear. At 135 μs the CCD chip was exposed to a small amount of

light, therefore the electronic and thermal noise play a more important role relative to

the light intensity. This then translates into image noise on the calculated picture shown

in the figure. With more exposure time the raw signal compared to the noise is increased

again, until the light pulse ends after 250 µs and no big change is observed anymore.

Longer exposure times are nevertheless not always useful, since after a certain time the

atoms are accelerated with increasing detuning. Off resonant absorption is smaller, so

the atom calculation has to be adjusted precisely. It also leads to imaging disturbances,

comparable with focusing errors. We therefore have to not only look for a reduction in

noise, but also to its relation to the signal.
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3.4.2 Optimising the Lithium Imaging

During the course of this thesis a lot of parameters were changed in the experimental se-

quence, in order to observe spin dynamics in the sodium lithium mixture. We switched

from fermionic 6Li to bosnic 7Li and changed the coils inducing the Stern-Gerlach sep-

aration pulse for a faster separation of the magnetic sub states. Therefore we took the

chance and optimised the lithium imaging again, while also using the settings tested in

the previous section. The main parameters tuned were the exposure time, the imaging

frequency detuning and the position of the camera relative to the magnifying optics.

As already discussed in the first chapter, a big problem with the absorption imaging

of lithium is its small mass. Due to this and the photon recoil, the atoms are very fast

blown out of resonance, as seen in figure 2.2. A heavier atom like sodium is not as easily

affected, and can be exposed to light longer, while staying resonant. One has to choose

the exposure time to a value where most atoms can absorb the incoming light with very

little detuning. For a longer exposure the absorption rate changes and the algorithm

calculating atom numbers is underestimating the atom number. But as seen in the pre-

vious measurement however, a longer exposure time can reduce noise on the calculated

image. Therefore we scanned the exposure time 𝑡exposure from 125 μs (beginning of the
laser pulse) to 200 μs, including a control shot with 375 μs (old settings). Within each

setting 5 measurement iterations were performed to reduce experimental fluctuations,

e. g. of the atom number. The atom pictures with no or only very few atoms were sorted

out as measurement errors. All further evaluations was then done over the averaged

picture of the remaining images for each setting. They are shown in figure 3.10. Here

one can already observe qualitatively that after an initial rise, the peak intensity is again

reduced. This is caused by the decreased absorption due to acceleration. The change in

detuning also has a big effect on the susceptibility of an absorbing material [28]. Since

the refraction index is directly coupled to it, one can observe a big change in the refrac-

tion index close to the resonance. Some of the light away from resonance therefore will

be diffracted out of the parallel beam path. The cloud of atoms is acting then as a lens,

leading to an effect similar to defocusing. This can be observed in the images, since the

shape of the atoms gets blurred out. One can also see the previously measured decrease

in noise in regions with no atoms for longer exposure time.

To quantify this effect more and to objectively choose the best settings we would like

to calculate a signal-to-noise ratio. For this the mean noise in an empty region below

the atoms (size 200 x 100 pixels) was measured. The definition of a signal quantity of

our images is however not so straight forward. One could think of the total atom count

which is linked to the absorption of light on the atoms. With stationary atoms, this

value should stay constant even if the light frequency is not on resonance. If since the

atoms are moveable, we saw already in figure 2.2 and equation (2.36) that the atoms

are soon detuned from resonance and the absorption rate is not constant any more. So

after a certain exposure time, the calculated atom numbers should be underestimated.

As explained in the paragraph above one also has to include blurring out of the light

shape due to off resonant diffraction which lead to wrong calculation of atom numbers.
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Figure 3.10: Measurement of the effects of different exposure times to the calculated

atomic pictures. For each setting an averaged image out of a set of 5 pic-

tures was created. All averaged images have a fixed colour scale. The ring

form of the atomic cloud is a result of defocusing and a diffraction effect

due to frequency detuning. These settings will be adjusted in the following.

One can see the decrease in noise in regions with no atoms with increas-

ing exposure time. At the same time the atomic cloud gets blurrier after a

long exposure time, since the measured absorption in the centre regions is

increased. The calculated peak intensity of the atoms also decreases.
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Figure 3.11: Different atom image properties, that could help to define the signal on the

calculated atom pictures for different exposure time settings. The overall

averaged atom count of all pixels is not useful since the main signal here

is the sharpness of the absorption profile. For this we use the peak count,

averaged over the 200 pixels with the highest value and the pixel spread, that

describes the area relative to that the peak count that. In equation (3.12) we

defined the signal as the ratio of peak count to pixel spread.

Therefore the total atom number is not a good quality to use in the definition of a signal.

The averaged atom pixel counts of the images are nevertheless plotted in figure 3.11 as

additional information.

The discussion on the sum of all atom counts directs us to the in this casemost interesting

image property, the sharpness of the calculated shape. If the absorption properties of the

cloud change over time then this leads to a change in the resultingmomentary absorption

profile. The resulting image on the chip then will be the integrated absorption shapes

over the exposure time. If no change happens this overall picture will have the same

absorption profile during the time of the exposure and we will see a sharp profile. This

doesn’t necessarily have to be the actual cloud shape, since we haven’t calibrated the

imaging frequency and the camera focus.

To define this sharpness we will use two quantities, the averaged peak count and the

pixel spread: To reduce statistical influences on the maximal pixel value of a picture we

will take the average of the 200 highest counting pixels, and will define this as the peak

count. Any blurring out of the absorption shape will reduce this value. The pixel spread

is measured relative to the peak values. It describes on howmany pixels the biggest part

of the signal with is distributed. For that we count the pixels with a value higher than

half the averaged peak count and scale them for better display with constant factor. This

pixel spread is also shown in figure 3.11 together with the averaged peak count. One

can see that it is roughly constant up to an exposure time of 150 μs, then it rises as the
image gets blurred out more and more.
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Figure 3.12: Signal-to-noise measurement for the exposure time. Plotted against the ex-

posure time is the peak signal, the noise and the signal-to-noise ratio. One

can see the already in figure 3.9 observed decrease in noise. The ratio signal-

to-noise has its peak around 155 μs, which would be a good value to work
with.

With these two values we can define our signal as:

signal = average peak count
pixel spread

(3.12)

Figure 3.12 shows the resulting signal, the noise calculated as described in the para-

graph above and the resulting signal-to-noise for different exposure time settings. The

overall maximum of the SNR is with an exposure time of 160 μs, close to the time of

the signal maximum. The SNR alone is more than twice as high for in the peak region

around 155 μs than for the old setting of 375 μs, while the signal we defined is nearly
tripled. Looking again at the pictures in figure 3.10 one can qualitatively see that the

pictures around that exposure time setting are both sharp and with little noise. For all

further measurements with lithium we switched to 160 μs exposure time in the software
exposure mode of the camera.

The now clearly visible ring shape can have two origins. One would be a defocused

image, which we could improve by changing the distance of the camera to the mag-

nifying lens stack. Another possibility is however that the imaging laser frequency is

detuned. While the real part of the optical refraction index is unity on resonance, it is

non-zero if not on resonance [28]. Assuming a spherical cloud this would have the same

effect as a small lens on the otherwise parallel laser beam. Since these two effects can

cancel out each other, we have to find a way to optimise one without using the shape of

the cloud. An independently observable value is the pixel atom count summed over the

whole picture. The calculated atom number is dependent on the absorbed light intensity

which itself is dependent on the detuning of the laser to resonance. So by optimising on

the atom count one can optimise the frequency and therefore its effect on the imaged
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Figure 3.13: Plot of the sum of all calculated pixel atom counts in one picture against

the beat lock frequency between the spectroscopy and the tapered amplifier

laser. The calculated atom numbers are for the assumption to be on res-

onance, so there is no change in real atom number, but on the detection.

The detuning frequency was determined by the beat lock frequency. It is

not completely linear, but sufficiently enough to fit a Lorentzian to the data

set, seen in red. As one can see the maximum is about 3 MHz away from
resonance, which corresponds to around half the line width.

cloud shape.

In figure 3.13 we plotted the sum of the calculated atoms dependent on the imaging fre-

quency. Fitting Lorentzian to the data we could see it’s peak atom count and therefore

the optimal detuning for our imaging to be at around 𝛿 ≈ 3.6 MHz offset lock frequency.
This corresponds to a detuning of around half the line width, which is reasonable in light

of the results of figure 2.2(a) and a light exposure time of 160 μs − 125 μs = 35 μs.
Using the motorised stage the lithium camera is mounted onwe could change the posi-

tion of the camera very accurately. This was used to scan the position compared relative

to the initial one over a range of 20 mm. We could observe a shift in the position of the

atoms on the images taken as well as a change in shape. The change in position results

in not perfect positioning and alignment of the imaging system to the symmetry axis

of the magnification objective. The shape of the cloud changed from the doughnut-like

ring to a very smooth, positive distribution with a smaller width. To quantify this we

could use a function build into the image algorithm. It creates two profiles of the atomic

distribution by adding up all values in each pixel row and column respectively. Fitting a

Gaussian distribution to this profile doesn’t match perfectly, it is however good enough

to get a quantified value of the width of the atomic distribution. Using these values to

compare different settings figure 3.14 was created, showing a minimum in width around

a displacement of around 10 mm. Any circular deformation disappeared and due to the

concentration of the absorption onto fewer pixels, we got a very good signal to noise.
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Figure 3.14: Measurement to determine the right camera position to be in focus. Plotted

relative to the camera position is the width of a Gaussian fitted onto the col-

umnwise summed profile of the atomic picture in x direction. Theminimum

and therefore the sharpest image is at 10 mm. This can also be done for the

y axis, but they both yield the same results.

This improvement made further measurements possible, so that the magnetic field

stabilisation envisioned in this thesis could be constructed.
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4 Stabilisation of the Magnetic Field

The experiments that are currently being done at our experiment are very sensitive to

the magnetic field, such that we would like to have a field stability of less than a milli-

gauss at the centre of the atom trap. In the scope of this work an active magnetic field

stabilisation was designed tested and a prototype implemented in the experiment.

In this chapter, first coarse measurements of the magnetic field during the experimental

sequence are described. Then the active stabilisation scheme is introduce,d which in-

cludes the tests done and the different configurations used, discussing advantages and

disadvantages. Finally, the first results on the stabilisation will be presented.

4.1 Drifts and Noise of the Magnetic Field

The atoms we work with are both alkali metals with one valence electron. As described

in section 2.2 this leads to a high sensitivity of the internal energy levels to magnetic

fields. We use this in our sequence for example to magnetically trap atoms and also to

separate different magnetic hyperfine states in the Stern-Gerlach pulse sequence, just

before the imaging [37]. These magnetic fields are produced by stable current supplies

and are switched on and off in a very controlled way, so that one can characterise them

and adjust the experimental sequence in the desired manner.

There are however external fields that are not controlled by the sequence. They can

influence experiments which are critical on the magnetic stability and an exact energy

level splitting. We can separately discuss these fields by their frequency 𝑓 :

• Drifting fields: 𝐵(𝑓 << 1 Hz)
These fields are also called the DC fields, since similar to a DC current they have

a mostly constant value. The earth magnetic field in Heidelberg for example has a

value of around 0.45 Gauss [12]. Also permanent magnets like the large ion pumps

in our lab give a contribution to the permanent magnetic field. There are also field

sources that can’t be assumed to be constant over time, like the superconducting

15 T electromagnet used in an other lab in our institute. Even with a constant

background outside the lab, the DC fields may drift, due to the change of ferro-

magnetic magnetisation during our sequence.This can lead to a change over the

course of a day due to the large fields we use in our magnetic trapping phase. The

slow drift in these fields is dangerous for our measurements and frequent and time

consuming recalibration is necessary.

• Low frequency fields: 𝐵(1 Hz < 𝑓 < 1 kHz)
The grid electricity in Europe is normed to 230 V oscillating at 50 Hz. All elec-
tronics in our lab are powered with this AC line, even high power line cables are
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Figure 4.1: Amplified magnetic background oscillations in our lab. One can clearly see

the 50 Hz with it’s 20 ms oscillation period and higher harmonics at 100 Hz
and 150 Hz. This was an averaged measurement using a flux-gate sensor and

a self built amplification with filter described in section 4.3, triggered on the

50 Hz line. The shape and exact amplitude is dependent on the direction and

the exact location in the lab.

just three phase shifted voltages with this oscillation frequency. Every cable car-

rying this 50 Hz current acts as an antenna, producing an oscillating field at this
frequency and its higher harmonics. This 50 Hz noise can be seen everywhere in
the lab and also affects our atoms. The rubidium BEC experiment in our research

group measured this oscillation on their atoms [22]. The period of 20 ms is compa-
rable to typical sequences in our experiment and can therefore potentially disrupt

our measurements. Triggering the experimental sequence on the power line can

give a better reproducibility of the measurements data, however it still doesn’t get

rid of the magnetic field change during the oscillations.

• High frequency fields: 𝐵(1 kHz < 𝑓)
There is also higher frequency electromagnetic noise in our lab, with various sources.

Switching power supplies are known to produce high frequency in their output

current and voltage (see [17]). Depending on their construction the noise fre-

quency is in the order of several tens of kilohertz. If a power supply like this

drives for example an amplification stage, then one can detect these frequency

components also on their output, which then radiates into the lab. The rubidium

frequency reference we use also operates on 10 MHz and if not properly shielded

emits electromagnetic noise.

Slow magnetic field drifts can be measured with trapped cold atoms in an initially

well known state with a microwave frequency sweep.One can calculated the precise en-

ergy shift of the magnetic hyperfine sub states of the ground state with the Breit-Rabi
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formula shown in equation (2.43). With a direct-digital-synthesizer (DDS) system imple-

mented by Arno Trautmann [37], which uses a rubidium frequency reference one can

control the microwave frequency very accurately. Probing then the atoms with a mi-

crowave frequency sweep then gives the transition probability of the population, which

is maximal for resonant excitation. This can then be used to calculate the magnetic field

inducing the energy shift. For fast oscillating magnetic field (𝑓 > 50 Hz) this technique
is not suitable any more, since the RAP ramp duration limits the possible probing time.

To get rid of drifts and most of the other noise in the magnetic field one needs to search

for other concepts.

The idea of an active magnetic field stabilisation is to suppress low frequency noise

and cancel any drifts with a well controlled magnetic field. This can be done by a feed-

back control loop, as described in section 2.3.

To implement this technique one needs an accurate and fast sensor, which can measure

the fluctuations in the background and a fast regulation that is capable of countering the

measured changes. To get an indication on the magnetic field behaviour during our se-

quence we would first like to characterise this roughly with a low resolution sensor. This

then can be used to define the more exact requirements on the sensor and the regulatory

circuit.

4.2 First Sequence Characterisation

For these initial measurements a small and inexpensive magnetic field sensor like the

Honeywell HMC5883L was deemed to be ideal. It is designed for use in low power, low

cost applications, e.g. as a compass for mobile navigation. One of these chips including

a breakout board (GY-273) can be bought online for 4 to 8 €. It is controllable via the I²C

standard which makes it ideal to use with a low cost microcontroller like the Arduino.

The three axes can be measured simultaneously and then are digitised with a 12 bit DAC.

In table 4.1 some further specifications of the chip and the breakout board are listed [16].

The connection of this chip with an Arduino is relatively simple. The on board voltage

regulators of the GY-273 accept an input voltage of 3 to 5 volts, so it can be powered over

the 3.3 V and 5 V power supply pins on the Arduino. Apart from the ground connection,

one only needs two cables, serial clock (SCL) and serial data (SDA), for the I²C commu-

nication. There exists another breakout board, the GY-271, which additionally adapts

the signal levels of these channels to a better suited voltage, but for us the GY-273 was

sufficient. The Arduino has special pins to be used for these two communication lines

which then will be addressed with the wire.h library. All communication between the

two devices is then done by the exchange of full bytes, which is always initiated by the

master device, in our case the Arduino. It can order read or write operation with the

chips identification number (first byte) on 13 chip internal 8 bit registers (second byte),

used for configuration, operational mode, status and data output (third byte).

Sending for example the three bytes (written in hexadecimal):

0x3C 0x00 0x70
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Table 4.1: Some of the specifications of theHoneywell HMC5883L [16]magneto-resistive

sensor and it’s breakout board GY-273 we used for initial measurements, like

the one shown in figure 4.2. It is recommended to average over several mea-

surement iterations, to reduce the electric readout noise.

Sensor type 3 - axis magneto-resistive sensor

Size chip 3.0 × 3.0 × 0.9 mm surface mount

Readout 12 bit ADC with 8 gain settings

Measurement range ±0.88 G (min. gain)

±8.1 G (max. gain)

Digital resolution 0.73 mG per count (min. gain)

4.35 mG per count (max. gain)

Output rate 160 Hz maximum
Noise floor (100 samples) 2 mG standard deviation

Supply voltage (GY-273) 3.3 V - 5 V

addresses the chip on a write operation with 0x3C, and writing the byte 0x70 into the

first register 0x00. This operation sets the chip to do a normal measurement with inter-

nal average over 8 measurements in 15 Hz repetition speed.

For reading one first has to move the register pointer to the register one wants to read

with a write operation, for example to the forth register 0x03:
0x3C 0x03
Then one can specify the number of bytes to read, with every operation moving the in-

ternal register pointer one register further. The order

0x3D 0x06
is therefore the request of a read operation to the chip 0x3D (last bit in the byte has

changed to indicate a read operation) to send six bytes 0x06 back over the serial data

channel. In our specific case this would result in the chip sending register 4 to 9 back

to the Ardunio, which contain the x, y and z value of the latest measurements. The full

code used including more documentation is added in the appendix of this thesis’s online

version.

The performance of this very low cost sensor was impressive, since we could detect

changes of the magnetic field in the order of 1 mG. For this we used averaged values

over several hundred measurements. This is since then used to detect the operation of

the superconducting 15 T electromagnet three floors above the lab. When it is working

or changing its field output, the energy states are shifted, requiring a recalibration of the

microwave preparation sequence.

We measured the magnetic field during our experimental sequence to gain additional in-

formation on the behaviour of the fields we wanted to regulate. In order to do so, a code

was written that measured all three axes, stored the data on an Arduino and repeated

the measurement a certain number of times. This was then read out later over the USB

connection to the computer using a matlab script. Since the storage for live variables

of the Ardiuno was limited we had to move from an Arduino Uno (2 kB SRAM) to an
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Figure 4.2: Measurement of the magnetic field 30 cm away from the atom trap using the

Honeywell HMC5883L magneto-resistive sensor [16]. We choose a setting

that enabled us to measure in a range of ±4.0 G with a 12 bit resolution,

leading to 2.5 mG digital steps. All three axes were measured simultaneously

and stored in 13.3 ms time steps on the RAM of an Arduino Mega. With

that one whole experimental run could be observed, starting at 𝑡 = 0 s. The

different phases of the experimental sequence can be identified, but one has

to remember that the absolute values the sensor sees are vastly different to

the field the atoms experience due to the large distance to the actual trapping

region. A nice feature to observe is the microwave for evaporation visible on

the z axis.
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Arduino Mega (8 kB SRAM) and add pauses in between the measurements. With the

careful adjustments of these breaks we perform a measurement of the magnetic field in

all three axes during a sequence of 40 seconds with 3000 measured values for each axis.

The resulting data can be seen in figure 4.2. Even though the sensor was placed 30 cm

away from the atoms to avoid saturation, we could see and identify the different phases

in our sequence:

Time [s] Start of phase

1.5 NaLi - MOT

5.5 Magnetic trap (MT) and cleaning sweep

8 Slower field off

9 Evaporative cooling with microwave

24 Turning off MT and switching to dipole trap

26 Evaporative cooling in dipole trap

29 Experiment in the ultra cold

32 Transmitting new sequence and wait

36 Li-only - MOT

One can nicely see themicrowave that is used for evaporative cooling during the clean-

ing sweep and the microwave cooling phases on the x and z axis. After turning off the

current for themagnetic trap the field largely fluctuates due to the sudden current change

in the coils and leads the sensor into saturation for a short time.

With this measurement and the previous tests on accuracy we could see that a digital

measurement device would not be fast enough to detect the noise we wanted to elimi-

nate (with 𝑓 = 50 Hz) due to the limitations in readout speed and data acquisition. In

addition to that, this sensor was not accurate enough to resolve fluctuations with low

magnitude nor detect the DC field with the required high precision. However, measuring

the rise times of coils’ magnetic field was also used to assure the experiments were done

in a period of magnetic field stability. This is a prerequisite for accurate measurements

of Feshbach resonances and other processes mainly dependent on the magnetic field.

4.3 The Flux Gate Sensor

Out of the previous tests with the HMC5883L magnetometer, we could rule out that a

digital sensor would be suitable for a fast regulation and stabilisation below one milli-

gauss. Analogue flux gate magnetic field sensors are very fast in their response while

granting precise and exact measurements, provided the readout electronic is designed

well enough [14, 27]. They are therefore ideal for our intended application.

The sensor we decided to use is the Bartington MAG-03MS1000 [5] three axis, low noise

magnetic field sensor. It has a measurement bandwidth of 3 kHz in a range between

±10 G, giving out a not amplified voltage of 1 V/G. The electronics are optimised for

low noise operation, resulting in a noise floor of less than 100 nG/
√

Hz at 1 Hz.
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Another experiment in our research group already uses one of these to stabilise the mag-

netic field around a value of 9.2 G. With their set up they could achieve a stability of

about 45 μG with a single axis stabilisation [22]. To be able to also achieve a high sta-

bility also at lower fields around 0 G we need to stabilise all three spatial directions at

the same time. We still could use their experience and expertise to build up and enhance

our system.

Operation Requirements and First Amplification

The sensor needs a well regulated and stable supply voltage of more than ±(measure-

ment output range + 2.5 V) = ±12.5 V, which is preferably floating compared to other
grounds in the experiment [6]. A separate box connecting the sensor via a shielded VGA

cable is providing the needed supply voltages, and was used to feed signals of the three

axes to separate BNC ports. Care was taken to connect the grounds of supply voltage

and signal only directly at the signal, to avoid any influence on the signal. This box was

connected to a linear DC power supply, so that no electric connection to other devices

was established. We knew from the other experiment, that in their lab the dominant

50 Hz noise had an amplitude of about 2 mG. This corresponds to a raw sensor signal

oscillation of 2 mV. We would like to amplify our signal to be able to detect and then

regulate on that signal. This amplification then can additionally act as an impedance

converter, since the sensor readout requires a high input impedance. Using a differential

amplifier between signal ground and the signal would have the big advantage of decou-

pling the sensor ground completely from all other electronic grounds in the lab, leading

to a electronically robust system, which can easily be shielded from outside fields.

This scheme has however the big disadvantage that one is limited in the total amplifi-

cation possible: A differential amplifier with supply voltages of±12 V is only able to put

out up to 10 V [2]. For a measurement at 4 G one would expect a 4 V signal with a 2 mV
amplitude oscillation on top. Using a gain factor of 2 would be possible, since the total

signal is below 10 V, but already an amplification by the factor of 3 is not possible any
more. This disadvantage is mostly irrelevant if one aims at measuring fields close to 0 G.

For our first test we however wanted to be able to access the whole ±10 G measurement

range with an amplification of the AC magnetic field component between 1 to 1000 fold.

This initial amplification device can be seen in figure 4.3. We build a digitally controlled

voltage source, that could put out between 0 and 10 V in 1024 steps. This voltage was

then subtracted form the sensor signal and amplified. The voltage source consisted of a

10 bit digital potentiometer AD5293 from Analog Devices and a REF01 10 V reference,

including voltage regulated power supplies. The digital potentiometer was then con-

trolled and given commands by an Arduino. The big disadvantage of this scheme was

that one had to connect the ground of the voltage source to the signal ground, and there-

fore breaking the electric isolation of the input signal. To reduce any negative effects we

used the same floating power supply unit that drove the sensor for the voltage source as

well and decoupled to the Ardunio with the use of opto-couplers. The amplification was

done by a low cost instrumental amplifier AD622 with maximal gain of 1000 and a gain
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Figure 4.3: First amplification stage with a digitally controlled voltage source. The top-

most DIP IC is an REF01 10 V voltage reference, which is then sent to the

digital potentiometer below on the small separate board. The control SPI sig-

nal from an Arduino is connected through the opto-couplers to the right of

both ICs. The Sensor signal, coming in from the left, then gets subtracted

from this set voltage and amplified with the instrumentation amplifier in the

lower centre of the board. The signal can then be directly read out (BNC con-

nector at the bottom of picture) or sent through a notch filter described later

in the text (BNC connector to the right).

bandwidth product (GBP) of 8 MHz. This factor is a description of the deterioration of

the amplification bandwidth with higher gains, e.g. with gain 𝐺 = 1000 the bandwidth
of the amplifier is 8 MHz/1000 = 8 kHz. This is totally sufficient for the use with the

3 kHz bandwidth sensor. The gain of the amplifier is determined by a resistor 𝑅u� con-

nected to it, with the gain𝐺 = 1+50.5 kΩ/𝑅. Using for example a 50 kΩ potentiometer

enables us to continuously tune the gain factor from 2 to 1000.

Figure 4.4 shows the raw sensor signal and the resulting amplified signal. It is im-

portant to note the different scales for the two signals. Comparing the initial signal

amplitude of 2.5 mV to the resulting one of 2 V one can deduce the gain factor 𝐺 to be

around 800. Looking at the absolute values one will note that the raw signal is positive

(193 mV mean) whereas the amplified one is negative (−3 V mean), therefore a bigger

voltage than 192 mV had to be subtracted before the amplification. This is already show-

ing the strength of this method: Without the subtraction and the same amplification the

resulting signal should theoretically be as big as 154 V, which exceeds by far the output
range of any IC amplifier typically used in our experiment. Like this we canmeasure and

regulate on a magnetic field with a system sensitivity of up to 800 V/G. One can also

see that there is a lot of high frequency noise that broadens the width of the amplified

signal. Analysing the frequency spectrum one can detect a very strong frequency com-

ponent of 15.78 kHz on the sensor signal. This is a lot higher than the bandwidth of the

sensor and is an artefact of the measurement method. Each flux gate sensor has a fixed

frequency of operation that has to be filtered out afterwards. For further information
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Figure 4.4: Amplification of the raw sensor signal with the circuit described in this sec-

tion. Plotted in red is the raw signal before amplification, with an amplitude

of about 2.5 mV, corresponding to a magnetic field of 2.5 mG. The blue data

then shows the amplified signal, now spanning 2 V. The notch filtered sig-

nal in black was measured shortly after the two other data sets and one can

observe the slight shift of the DC magnetic field.

on the operation of a flux gate sensor one can look into [27]. Usually this is done using

low pass filters, but one can also use a notch filter, which is in principle a bandstop filter,

blocking a certain frequency 𝑓u�.

Figure 4.5 shows several different designswith different advantages and disadvantages.

The quality factor 𝑄 of a notch filter is the quantity describing the width of the blocking

dip in the frequency spectrum. Defining the bandwidth Δ𝑓 of the filter as the width

where the signal is attenuated by 3 dB, one can calculate the quality factor as 𝑄 =
𝑓u�/Δ𝑓 . 𝑄 also determines the phase response in the frequency domain, where a higher

𝑄 leads to a smaller region inwhich the phase of the input signal is changed significantly.

Notch filters are usually designed using capacitors and inductances to determine the

filter frequency like shown in figure 4.5(a). These filters can perform with an excellent

quality factor, e.g. a very sharp frequency response. One needs big inductances for

filtering higher frequencies with this design. [17] offers another passive solutionwithout

inductors, a twin-T filter design that only uses resistors and capacitances and which is

therefore easy to assemble and reproduce, as displayed in figure 4.5(b). The quality factor

in this design is dependent on the exact matching of all components, but can’t exceed

1/4. Especially conductors have to be carefully chosen and should only differ from the

chosen values within one percent. The filter frequency is then still fixed. To change it is

only possible by switching half of all parts simultaneously. With some modifications to

the filter one can adjust the resonance frequency with a single potentiometer as shown

in figure 4.5(c). 𝑄 is still limited to at maximum 1/4. The only way to improve this is to

bootstrap the filter, by adding an artificial ground with two operational amplifiers, see

figure 4.5(d). With that one can increase the quality up to a certain degree and therefore
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Figure 4.5: Different notch filter designs used in this thesis, which can be found in the

book of Horowitz and Hill [17]. The most basic design 4.5(a) is using an in-

ductance and has a very sharp and deep transmission dip in their frequency

response. Getting big and precise inductors may not be desirable, but there is

also another passive circuit layout using only resistors and capacitors, shown

in 4.5(b). Its disadvantage is the requirement of precise component match-

ing (< 1%), a fixed centre attenuation frequency, while having a rather bad

𝑄 factor. The improved circuit design, called bridged differential notch fil-

ter, of figure 4.5(c) allows you to change the centre frequency 𝑓u� in a certain

range, while maintaining the not ideal 𝑄 factor value of 1/4. Bootstrapping

the ground in figure 4.5(d), to create an artificial signal ground level for the

filter finally enables to tune the quality factor. 𝑄 → ∞ is however only a

theoretical value, limited by the operational amplifier performance.

60



optimising the phase response of our filtered signal. The notch filter used in figure 4.4

was a twin-T design with not adjustable 𝑓u�. It could still reduce the 15.78 kHz noise

significantly, while not changing the phase response of the frequencies interesting for

us. For figure 4.1 a tunable twin-T filter was used. Later measurements were done with

the bootstrapped, active version.

4.4 Setting up an Active Magnetic Field Regulation

With the sensor being able to detect and characterise the magnetic field noise in our lab,

we could turn to the realisation of an active stabilisation. As discussed in section 2.3, for

a feedback control system one needs several components:

The actual value we want to regulate is the magnetic field, sensed by the atoms. It is

however not possible to directly access this in situ. Therefore the fluxgate sensor de-

scribed in the previous section is used. It is not possible to place it into the glass cell

where the atoms are, but it will be mounted as close as possible. The field gradient of

the sensor to the atom trap has to be evaluated with separate measurements.

The other difference to the theoretical measurements is that the voltage signal of the

sensor can not always be directly converted into a real magnetic field value, e.g. the

15.78 kHz noise on the sensor signal seen in figure 4.4 is not originating of a field fluc-
tuation of this frequency, but is an artefact of the measurement. One also has to consider

that the sensor core can be magnetised if a field much larger than the saturating field

is applied to the sensor. This effect can be reduced by continuous operation and should

not play a big role in our system [34]. The amplification of the signal and subtraction of

a set value can be done as explained in the previous section, we will however present an

alternative way later in this section.

In both set ups, a PID controller PCB designed by Moritz Höfer was used. In addition to

the separately adjustable proportional, integral and differential gain values 𝐾u� , 𝐾u� and

𝐾u�, this design features an initial amplified subtraction of either an external set value

or an on board reference value. We then will use this control voltage to drive a voltage

controlled current source connected to a coil pair. This will give us a feedback controlled

regulation loop, as was discussed in section 2.3.

Prototype Regulation

The set up on our test bench is shown in figure 4.6. The sensor was placed in between

a coil pair in Helmholtz configuration, with the sensing part centred in the symmetry

axis. The signal then gets subtracted by a digitally controlled voltage as described in

the previous section. The then amplified signal is sent through a twin-T notch filter to

eliminate the 15.78 kHz noise on it. The PID controller board uses an instrumentation

amplifier INA128 that creates the error signal of our regulation. The set signal for the

subtraction is either set to zero volt with a 50 Ω termination or a set voltage produced

by a function generator. So there are two separate differential amplification stages, the

first one set by the Arduino, which can only regulate in 2 mV steps, and the second one
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sensor differential amplifier PID controllercurrent source

coil pair supply/readout function generator

Figure 4.6: The prototype of the active field stabilisation, set up on a test bench. On the

left the flux gate sensor is placed between a Helmholtz coil pair. The readout

box sends the signal to the differential amplifier described in the previous sec-

tion. After passing a twin-T notch filter the signal is sent to a PID controller

that creates an error signal relative to the set signal of a function generator.

The control voltage then is sent to a simple current source, driving the coils

and therefore closing the feedback loop. Placed between the function gen-

erator and the PID board is the blue Arduino microcontroller, that sets the

offset of the differential amplification stage.

that can then adjust for any value in between, depending on the amplification of the first

stage.

One has to take care however not to push the instrumentation amplifiers to their output

limits. This is set by the supply voltage, which is about ±14 V, since their operation be-
haviour is not good any more [2]. A good rule of thumb to set the amplification gain was

to not let the amplitude of the amplified signal be greater than 10 V. The PID controller

itself gave out a control voltage, that was then sent to a simple current source, which

used a Darlington transistor. The current then was driving the coils, hence closing the

feedback loop.

There were however some drawbacks of this system: for example that the voltage ini-

tially subtracted from the signal could only have positive values, since the digital poten-

tiometer was only using a positive voltage reference. The sensor had to be positioned

so that the earth magnetic field was positive in its measurement axis. Additionally, the

transistor limited the current direction one could control, so the coil connections had to

be chosen appropriately. To adjust the control circuit for the active stabilisation we used

the methods described in section 2.3. A more than ten-fold noise suppression with good

field control could be achieved.

We could also use the parts of this system to test a more or less passive noise reduc-

tion with a feed-forward system. For that one uses the function generator to put out a

sine wave at the frequency one wants to suppress. Then it is connected directly to the

current source, driving a magnetic field at that frequency. By controlling the amplitude

and the relative phase one then can effectively cancel this frequency component in the
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Figure 4.7: Positioning of the magnetic field sensor in the main experiment. Indicated in

the top left of the image is the trapping region, which is visually blocked by

the large coils for the magnetic trap.

background signal. The optimised measurement is plotted in figure 4.11 and will also be

discussed in detail later in section 4.5.

Moving to the Main Experiment

While it was important to be able to test the whole system including all different sub-

parts, in the end only measurements on the real system can hold significance for us.

The placement of the sensor was chosen such that the optical access to the experiment

was not reduced, while still positioned as close as possible to the atom trapping region.

The final mounting of the sensor can be seen in figure 4.7. The design of the adjustable,

non-magnetic holder was done in the CAD software Solidworks and machined by the

internal workshop. The drawings are included in the appendix. It is placed next to the

coils for the magnetic trap, but underneath the beam paths of MOT and optical dipole

trap. With that position we can be as close as about 8 cm away from the atoms. Initial

concerns about the magnetisation of the sensor during the time of the magnetic trap

phase were resolved after discussions with a Bartington support team member [34]. Ad-

ditionally some test measurements without an active regulation during the trapping. No

drifts in the mean magnetic field directly after the trapping phase that could indicate a

slow demagnetisation could be observed. It is important however to let the sensor run

also in this phase, since the flux gate working principle then partially shields the core

from magnetisation.

While the principle of the feedback loop stayed the same there were some changes in

the individual parts of the system:

• Initial amplification:

In the prototype design the control system was intended to stabilise the filed in

between ±10 G. Therefore the subtraction of a first rough set value had to be
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(a) AD5293 adapter board (b) AD5791 adapter board

Figure 4.8: Comparison of the 10 bit digital potentiometer AD5293 and the 20 bit DAC

AD5791 board designed in this thesis side by side. They were produced with

the Kirchhoff institutes’s PCBmilling machine and the ICs soldered onto it by

hand. Both were designed to be plugged into special slots on the PID board

and use the same pin configuration. The latest version of the DAC board

design is included in the appendix.

done during the initial amplification stage. It had the disadvantage to connect

somehow the signal ground to the rest of the circuit, introducing the possibility of

noise transmission. The focus of our experiments however shifted more towards a

stabilisation around zero magnetic field. So we could introduce an initial differen-

tial amplification of signal relative to signal ground, therefore making it (ground-

wise) floating. Since we still had to be able to adjust the stabilisation value in some

field range of about±1 G, the initial amplification of the instrumentation amplifier

INA128 was chosen to be small (𝑅gain = 5.6 .. 1 kΩ):

𝐺INA128(𝑅gain) = 1 + 50 kΩ
𝑅gain

𝐺INA128(5.6 kΩ) ≈ 9.93
𝐺INA128(1.0 kΩ) = 51

We used the bigger amplification of 𝐺 = 51 in the main magnetisation axis of

previous experiments, e.g. the Feshbach measurements, which was the z - axis.

After the observation of stability issues with the simultaneous stabilisation of all

three axes, we set the two other gain settings to 𝐺 ≈ 9.9. We will discuss the

issues of the cross axis talk in the next section.

• Notch filter:

The not activated, bridged differential circuit (see figure 4.5(c)) was ideal to adjust

the filter frequency 𝑓u�. There was however some slight phase shift of for example
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150 Hz oscillations due to the circuit. With the bootlegged filter (see figure 4.5(d))

𝑄 was adjustable again and a high Q was chosen while remaining stable. The

components where chosen to match within 3 percent accuracy to the calculated

values, to increase performance.

• PID controller board:

The PID board has an instrumentation amplifier for the creation of the error sig-

nal by subtraction from either an external signal given in via BNC connector or

an internal adjustable voltage. To do so a jumper has to be switched, to connect

one of the inputs with a 10 bit digital potentiometer, connected to ± 10 V from a

voltage reference. It is the same chip used in the previous section and can also be

controlled over SPI with an Arduino. The step size of this voltage source is then

20 V/1024 ≈ 20 mV. Including the initial amplification factor of about 10 this

corresponds to a step size in the possible magnetic field stabilisation of 2 mG.

The error signal for the regulation is then produced by differential amplification

of the two input signals with an INA128 and a gain of 𝐺 = 6. The different pa-

rameters for the PID regulation then can be adjusted by potentiometers, summed

and put onto a operational amplifier used as buffer.

• Digital-to-analogue converter (DAC):

Asmentioned above, with the previously used digital potentiometer we could only

set voltage steps resulting in 2 mG resolution of our field stabilisation. This is suffi-

cient for the initial stabilisation, but could be an issue in the future: For a stabili-

sation that can control the field up to a few hundred μG a smaller step size would

be needed. For ease of use and minimal invasive changes in the overall system, a

new adapter board was designed and milled. It had the same pin configuration as

the 10 bit DAC to be able to switch between the new and the old solution quickly.

Therefore we were bound to a SPI interface, a ±10 V reference input voltage and

a dual power supply. There are several ICs that would fit, with 14 bit (AD5446), 16

bit (AD5542), 18 bit (AD5781) and 20 bit (AD5791) resolution. The design for all

of those ICs would have to be done completely new anyway, so we choose to use

the 20 bit DAC from Analog Devices [36]. In combination with a ±10 V reference

voltage source, it can set values in steps of 20 V/(220) = 20 V/1048576 ≈ 20 μV.
This chip can change it’s output with speeds up 100 kHz, is therefore fast and pre-
cise enough even for the most challenging tasks in our experiment. We used the

PCB design software EAGLE to create the adapter board, also housing three ul-

tra precise operational amplifiers (AD8676 and AD8675), used as input and output

buffers. Figure 4.8 shows the 10 bit digital potentiometer next to the 20 bit DAC.

The pin configuration stays the same, however it is very important to check if the

power supply is capable of operating the chip. Some resistors on the PID board had

to be replaced and bridged by a conductor compared to the original layout, other-

wise the supply voltage would be less than the input reference voltage, destroying

the DAC. The latest circuit design drawings and the Arduino code to address the

20 bit DAC are attached to this thesis.
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Figure 4.9: Characterisation of the current source used. Plotted are the three indepen-

dent channels consisting ofMOSFETs switched in parallel. The current source

is bi-directional, meaning it can supply positive and negative currents. Close

to zero one can see the non-linearity in the response of the MOSFETs. This

region should be avoided during the stabilisation.

• MOSFET transistor array:

The control signal then goes directly into a current source, an array of MOSFET

transistors, we call the passbank. It was designed by Jürgen Schölles and build by

Fabián Olivares. Four bi-directional channels with 5 power MOSFETs in parallel

for each direction can be controlled individually and give out more than ±10 A of

current. The output curve, with input control voltage against output current for

all three channels we used is plotted in figure 4.9.

• Offset coils:

The coils where already build in and used in the experimental sequence to create

small offset fields when needed. All three square coil pairs are centred around the

trapping region of the atoms and described in table 4.2.

coil axis number of windings dimensions [m × m] separation distance [m]

X 14 1.212 × 0.604 0.89
Y 26 0.825 × 0.604 1.23
Z 9 0.825 × 1.172 0.63

Table 4.2: Dimensions of the offset coils used for the stabilisation.

They were characterised in combination with the current source channels they

were connected to, which is plotted in figure 4.10. These coils were designed to
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Figure 4.10: Characterisation of the coils used for the stabilisation. For comparability the

same sensor gain of ≈ 9.9 ⋅ V/G was used for all three sensor axes. With

no current flowing a field of about 0.5 G is measured in y direction, which

is about the earth magnetic field’s magnitude [12].

give a very homogeneous magnetic field at the centre of the atom trap, which

is unfortunately not precisely where the sensor is positioned. Hence the field at

our sensor is not completely homogeneous and a field applied along one axis can

change the field in the other two. We will refer to this effect as crosstalk.

• Relay box:

Since both the current source and the coils were already in use in the previous

sequence, some kind of switch between the old offset field, set by the sequence

control, and the new active regulation had to be implemented. A relay box was

build, that switches the whole set of input signals for the MOSFET array on the

digital high of a TTL signal. With that no changes to the original sequence had

to be made and the active stabilisation can be switched on or off timed with the

experimental sequence control.

After getting all components of the regulation working again the feedback loop could be

tested and adjusted.

4.5 Results and Adjustments

With the system described, we could gain good control over the behaviour of the mag-

netic field at the place of our sensor. With using a feed forward signal on our current

source, as described in section 4.4 we could nearly completely eliminate any background

field oscillations of the set frequency. For that we triggered a function generator to the

power line 50 Hz and adjusted its own 50 Hz output phase and amplitude such that the
oscillations in this signal were extinguished. This was possible because the 50 Hz noise
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Figure 4.11: Feed forward suppression of 50 Hz background magnetic field oscillations
measured with the first test system. Plotted in blue is the initial signal which

is already subtracted by an offset and amplified. In cyan the feed forward

signal is shown, which is used to control the current in the coils. Since it

was not possible to drive the current in two directions, an offset had to be

included, which can also be seen in the resulting sensor signal in red. The

noise in this plot is due to aliasing of the 15.78 kHzwhich was not optimised
at that time.

stems from the line power, so even higher harmonics will always have a fixed phase re-

lation. The result of optimising these settings can be seen in figure 4.11. With nearly no

50 Hz background present after the feed forward current control, the amplitude of the
background oscillations has been reduced by a factor of 4! What is left is mostly 150 Hz
noise and other higher harmonics of the 50 Hz background. With adding and adjusting

these frequencies into the feed forward signal a further reduction could be possible. This

method is robust since it doesn’t rely on active feedback, but rather on the passive sta-

bility of the system, which is given by the triggering to the power line. It needs however

some time to adjust and has to be checked in certain intervals of time for any change in

the background oscillations. As seen in our measurement one has to at least additionally

take the 150 Hz background also into account. For three axes, with two frequencies each
this results in an optimisation of 12 parameters, which would have to be done repeatedly

in a real experiment.

While feed forward can effectively suppress the background oscillations it cannot be

used to set the magnetic field to a certain value, e.g. zero. With passive stabilisation

like monitoring and adjusting the current flow through the coils, one can change the

magnetic field generated by the coils to a certain value. This doesn’t react to any slow

drifts of the background DC field nor has day to day stability. That’s where a sensor

based stabilisation is ideal. By using the feedback system described in this chapter one

can adjust the regulatory feedback control with only the PID factors in the controller.

We already explained the adjustments possible in section 2.3.
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Figure 4.12: Active feedback control of the magnetic field in z direction with a long in-

tegration time 𝑇u� . The initial PID control settings were chosen according to

the Ziegler-Nichols method, see section 2.3. In cyan the background oscil-

lation without active stabilisation are added on top of one step for compar-

ison. With the active regulation set to the function generator signal in red

the sensor signal in blue exhibits less fluctuations.

Choosing for example a long integration time 𝑇u� compared to the typical noise frequen-

cies and a suitably large proportional gain𝐾u� will lead the regulated parameter, e.g. the

magnetic field, to reach a set mean value, while suppressing the background oscillations

only slightly. This setting is demonstrated in figure 4.12. The background oscillations

are suppressed by a factor of three, however still clearly visible in the regulated signal.

More importantly one can regulate the mean field accurately to a set value. Since the

regulated value, the magnetic field, doesn’t have an overshoot but rather approaches it

smoothly we can say that this is a very stable regulation. The measurement was done

in the z axis, which is the atoms’ main magnetisation axis in our experiments. For this

and the following measurements the other two axes where set to similar regulation pa-

rameters, with a not changing set value of zero. This granted us needed stability of the

whole regulation due to magnetic field cross talk of the coil axes.

In order to optimise the field response and to minimize any oscillations of the back-

ground fields one has to use a shorter integration time 𝑇u� . This leads to high overshoots,

which can be reduced by setting an appropriate value for the differential time 𝑇u�. There

exist several methods on how to optimise the system response, howevermost of them are

either suited for following a small signal change around a fixed value or for fast changes

in the set value, the whole system has to react to. We would like to have something in

between, being able to switch on the regulation in a very short time of few milliseconds

and then following and cancelling accurately the background oscillations. In figure 4.12

we showed a stable and slow regulation, while in figure 4.13 we optimised the controller

to follow and suppress the background oscillations. The regulation behaviour is very

sensitive, leading to a big overshoot, which however reaches the desired value after only
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Figure 4.13: Short integration time 𝑇u� and a significant differential part in the active

feedback control of the magnetic field in z direction. The settings are chosen

to maximize the suppression of background fluctuations while still being

able to switch very fast to a desired mean value.

a few short oscillations. Here we have a reduction in the noise amplitude of a factor of

eight while the signal settled to the new set value after around 25 ms. While the back-

ground noise is suppressed we have to accept that the other factors like overshoot and

settling time are not ideal.

Magnetic Field Measurements with Atoms

We could show that the stabilisation of the magnetic field worked at the place of the

sensor, but the goal is to do so at the place of the atoms in the optical trap. Ideally

the field there is the same as at the sensor, and all changes with the offset coils are

homogeneously translated there too. It can be checked if that is true by probing the

magnetic field sensitive hyperfine level splitting with a microwave. For that a frequency

sweep of the microwave gets sweep discrete intervals is performed.

While a slight difference had to be expected we were surprised that by regulating the

sensor output in the x and y axis to zero, the atoms experienced a total magnetic field of

about 320 mG. By adjusting the set values of two axes active stabilisation (x and y) and

a passive current stabilisation in the z axis, we could achieve a total field 3.7(28) mG
measured with the atoms. The parameters chosen are shown in table 4.3:

Table 4.3: Parameters of the active regulation used to achieve 3.7(28) mG total field at

the atoms.

coil axis set value (active) [V] current (passive) [A]
X 1.625 -

Y -2.54 -

Z - 1.456
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We can also calculate the field at the place of the sensor for these values, but since

there is crosstalk of the coils producing the field, summing them corresponding to the

single axis characterisation would not give an accurate value for the difference between

the sensor and the place of the atoms. This value√𝐵2
X + 𝐵2

Y + 𝐵2
Z = 338 mG however

is in qualitative agreement with the previous measurement.

Technical and Conceptional Problems

It was already mentioned that two of the three axes had to be set to a slow, but stable

regulation. This was due to the big crosstalk of the different regulation axes. By setting a

certain value for the y axis, one automatically could see a significant change in the other

two directions. Optimising this is not easy, since there are some permanent magnets (ion

pump magnets) and magnetizable objects (optical table) close to the atoms. The possible

positioning in the experiment is additionally very limited. If now the regulation of two

axes is coupled strongly enough and the time scales of the regulation comparable to the

overshooting frequency then the regulation becomes very unstable. While in most cases

the regulation of one axis adds the signal it wants to suppress to the other axis and vice

versa, it also often leads to the regulation not being able to settle at the desired field

at all. Hence only one axis can be regulated with a fast response shown in figure 4.13,

which gives the best background noise suppression. This is sufficient for non zero total

magnetic fields, since the vector addition of the spacial field components is quadratic.

Therefore the noise on the smaller axes has less and less influence on the total field’s

noise with bigger total magnetic field. We want to stabilise however to zero magnetic

field, where all three field components add equally to the total noise. This limits the total

suppression of background field fluctuations possible with this system.

An additional issue discovered during the optimisation of the regulation parameters was

connected to the subsequent use of two instrumentation amplifiers. Both can amplify

small signals precisely with a set gain, but their operation with bigger, already amplified

signals has strong constrains. Due to the internal construction of the INA128 the linear

input range is limited to around 1.4 V below the positive and 1.7 V below the negative

power supply voltage [2]. If this threshold is crossed with one input, then the internal

operation of the instrumentation amplifier is compromised. This leads to the output of

the maximal negative or positive voltage. The behaviour is not easily predictable due to

the complex internal structure of the instrumentation amplifier. In the usual operation

one knows the possible, mostly small input ranges and adapts the supply voltage so

that this never happens. If two amplifiers are however set in series with a big initial

amplification it is easily possible that the first amplifier’s output is already at themaximal

output voltage. So if the second amplifier uses the same power supply then the signal

is out of the input range. We observed several times the breakdown of the regulation

of even just one axis if the initial amplification was too high. The PID control output

was set to the maximum due to this wrong input and the resulting sensor signal grew

even bigger, producing a lock down of the feedback circuit. Due to that reason all initial

amplification was set to a very small value mentioned in the previous section.

Initial thoughts for doing the subtraction after the initial amplification was because it
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was expected to regulate the field around the zero measurement value of the sensor.

As was discovered later this was not the case since there is a difference in total field of

about 320 mG form the sensors position to the atom trap location. This in combination

with the issue of the input range was leading to even less possible initial amplification.

The other reason to do the subtraction after an amplification was due to the possible

controllable step voltage of 2 mV with the 10 bit digital potentiometer. But with the use

of the 20 bit DAC one can now put out and use for subtraction 40 μV steps, which would

correspond to 40 μG in the not amplified sensor signal. Therefore the subtraction of the

set signal should happen before or with the initial amplification.
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5 Conclusion and Outlook

In the framework of this thesis several additions to the experiment were tested and im-

plemented. We would like to use the summary of the results to point out future, possible

improvements to the system.

Imaging System

The new camera software allows for an easy usage and good control over all camera

parameters relevant to the experiment. A new graphical user interface was presented

and its internal function explained. By systematically checking imaging parameters we

could achieve significant improvements in image quality and signal strength for lithium

absorption imaging. This lead to an improved detection capability of small population

changes, which is now not limiting the experiment anymore.

The high hopes of achieving very low delay times between the atom and the reference

picture were however not fulfilled. Here we showed that even with pushing the cam-

era to its limits and reducing resolution and size, we could not get close to time scales

of only a few milliseconds. There are however cameras and techniques that can reach

this regime. One can use for example frame-transfer CCD cameras, where half of the

CCD chip is covered with a mask, thus making the pixels there insensitive to light. After

the not concealed CCD pixels have been exposed to light and accumulated electrons in

their potential wells, they get collectively shifted as one frame into the masked region,

where they can be read out. This shifting process is done in less than a millisecond [1],

whereas the readout itself may take much longer. With good shutter timing, one can

already expose the sensitive region for a second picture, while the other frame, now

stored under the mask, gets read out. It is therefore possible to capture two images with

a time separation of around one millisecond. Since any shift in the fringe pattern of the

initial images is then too slow to play a relevant role for the atom number calculation,

the resulting, calculated pictures would have an even better quality, while maintaining

maximal resolution and size.

Another project that started during the course of this thesis is to exchange the commer-

cial microscope objective below the glass cell with a customised lens stack. This project,

addressed by Alexander Mil, will aim at reaching diffraction limited imaging at a high

numerical aperture.
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Magnetic Field stabilisation

An active magnetic field stabilisation was built and tested and we could gain good con-

trol over themagnetic field at the position of the sensor. We achieved an at least four-fold

reduction in background oscillations in each direction, while being able to set specific

magnetic fields to a very good accuracy. The big gradients of the magnetic field close to

the atom trap make it however difficult to translate this result to a field stabilisation at

the position of the atoms. While the prototype was designed to stabilise to set signals

around zero, we discovered that we had to include the absolute field difference of about

320 mG from the sensor to the atoms into our regulation scheme. The two stage am-

plification with the set signal subtraction after the initial amplification was therefore a

limiting component. The 20 bit DAC circuit, designed during this thesis, was however

not included in the initial planing. Using this can give us the possibilities for an even

better suited design. With the new digitally controlled voltage step size of 40 μVwe have

the possibility to directly subtract the set signal within the initial amplification step. A

second amplification stage is hence not needed anymore. This can give us back the fea-

sible amplification factors of 𝐺 = 100 to 1000 and a more stable regulation. A wanted

feature would be to include a digital controlled potentiometer as the gain resistor 𝑅u�,

enabling us to digitally control the amplification of the signal. With this added to the

circuit one could ramp up the sensitivity of the sensor during the turn on phase of the

stabilisation, allowing for a very controlled and smooth transition from unregulated to

regulated fields.

Since the difference in sensor to atom trap magnetic field is so big, cancelling the os-

cillations seen by the sensor don’t necessarily reduce the field fluctuation at the atom

position. We should therefore also use a scheme to reduce the background oscillations

with a more or less passive stabilisation: The feed forward noise cancellation was very

promising in their ability to suppress the background oscillations at a specific frequency.

Using a Ramsay spectroscopy sequence with microwave pulses and triggering the whole

experiment to the 50 Hz power line would allow for a measurement of these oscillations

directly with the atoms. This then could be used to optimise the feed forward signal

which could be added to the controller voltage. Hence one could actively stabilise to an

absolute magnetic field reference, the sensor, while still passively reducing the fluctua-

tions.
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A Appendix

A.1 Closed-Loop Transfer Function

Open Loop Regulation

For understanding the regulatory behaviour of a system it is interesting to look at the

transfer function of the controller and the system-plant combined, giving the so called

open loop gain 𝑂:

𝑂(𝑠) = ℒ {𝑎(𝑡)}
ℒ {𝑒(𝑡)}

= 𝐻(𝑠) ⋅ 𝐺(𝑠) (A.1)

For example thinking of a controller using only PI parts and a system-plant modelled as

a low pass with some actuation, as in equation (2.51) we can calculate:

𝑂(𝑠) = 𝐻(𝑠) ⋅ 𝐺(𝑠) = 𝐴
1 + 𝑇u�𝑠

⋅ 𝐾u� (1 + 1
𝑇u�𝑠

) (A.2)

= ( 1 + 𝑇u�𝑠
1 + 𝑇u�𝑠

) (𝐴 ⋅ 𝐾u� ) ( 1
𝑇u�𝑠

) with: 𝑇u� = 𝐾u�
𝐾u�

(A.3)

Loop Regulation

We would like to calculate the frequency dependant reaction of the actual value 𝑎(𝑡) to
a change in the set value 𝑝(𝑡):
Connecting the previous results and assuming that the sensor is ideal and instantaneous

𝑟(𝑡) = 𝑎(𝑡) we can derive the following:

ℒ {𝑎(𝑡)} = 𝐻(𝑠) ⋅ ℒ {𝑢(𝑡)} = 𝐻(𝑠)𝐺(𝑠) ⋅ ℒ {𝑒(𝑡)} (A.4)

with: ℒ {𝑒(𝑡)} = ℒ {𝑝(𝑡)} − ℒ {𝑎(𝑡)} (A.5)

⇒ ℒ {𝑎(𝑡)} = 𝐻(𝑠)𝐺(𝑠) [ℒ {𝑝(𝑡)} − ℒ {𝑎(𝑡)}] (A.6)

Now we can define the so called closed-loop transfer function 𝐶(𝑠):

𝐶(𝑠) = ℒ {𝑎(𝑡)}
ℒ {𝑝(𝑡)}

= 𝐻(𝑠)𝐺(𝑠)
1 + 𝐻(𝑠)𝐺(𝑠)

(A.7)

This completely describes the behaviour of our system and can be used to model most

regulation in our lab. The usually desired outcome is that 𝐶(𝑠) ≈ 1, meaning that the
system directly follows any change in set value!
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A.2 Circuit Board Designs

Figure A.1: Circuit design of the 18 Bit digital-to-analogue converter adapter board for

the AD5781. The 20 bit DAC AD5791 is interchangeable with the AD5781

and was used in this work. The top layer is shown in blue, whereas the

bottom layer is shown in red. The AD8676 dual operational amplifier is used

as reference voltage input buffer, whereas the AD8676 is buffering the output

voltage. It was created using the EAGLE PCB design software and used with

the institute internal milling machine.
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A.3 Technical Drawings
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Figure A.2: Technical drawing for the sensor holder for the positioning close to the

atoms. It’s made out of aluminium and was machined by the institute

workshop.
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A.4 Arduino Codes

Magnetometer Readout

/ *

GY−273 module w i th Honeywe l l HMC5883L 3−Axi s D i g i t a l Compass IC

* /

/ / math l i b r a r y f o r r ound ing

# include <math . h>

/ / i n c l u d e t h e I2C l i b r a r y

# include <Wire . h>

/ / i n c l u d e t h e l i b r a r y f o r t h e LCD s c r e e n

# include < L i q u i dC r y s t a l . h>

/ * l c d s c r e e n i n i t i a l i s a t i o n

* LCD RS p in t o d i g i t a l p in 48

* LCD Enab l e p in t o d i g i t a l p in 46

* LCD D4 p in t o d i g i t a l p i n 47

* LCD D5 p in t o d i g i t a l p i n 49

* LCD D6 p in t o d i g i t a l p i n 51

* LCD D7 p in t o d i g i t a l p i n 53

* LCD R /W p in t o ground

* /

L i q u i dC r y s t a l l c d ( 4 8 , 4 6 , 4 7 , 4 9 , 5 1 , 5 3 ) ;

/ / _______________________________________________________________________

/ / −−−−−G l o ba l v a r i a b l e s −−−−−
/ /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / −−−−−−−−−−−−−−−−−−−−−−−−− f a s t a d j u s tmen t HMC5883L−−−−−−−−−−−−−−−−−−−−−
/ / Gain s e t t i n g c h o o s e n

by te sample = 3 ; / / Sampled a v e r a g e : 1 ; 2 ; 4 ; 8

/ / ( sample = 3 => 8 v a l u e s a v e r ag ed )

by te r a t e = 6 ; / / r a t e s i n He r t z :

/ / 0 . 7 5 ; 1 . 5 ; 3 ; 7 . 5 ; 15 ; 30 ; 7 5 ; ( r a t e = 3 => r a t e = 7 . 5 Hz

by te po s _b i a s = 0 ; / / S e t t i n g s f o r p o s i t i v e b i a s c o i l s ( 1 f o r on )

by te neg_b i a s = 0 ; / / S e t t i n g s f o r n e g a t i v e b i a s c o i l s ( 1 f o r on )

by te s i n g l e = 0 ; / / s i n g l e meas surement i f s e t t o 1

by te ga in = 3 ; / / g l o b a l ga in s e t t i n g => can be o v e r w r i t t e n i n t h e

/ / c o n f i g u r a t i o n f u n c t i o n , m u l t i p l i c a t i v e f a c t o r d e f i n e d be l ow

f l o a t ga i n _ a r r a y [ ] = {

0 . 7 3 , 0 . 9 2 , 1 . 2 2 , 1 . 5 2 , 2 . 2 7 , 2 . 5 6 , 3 . 0 3 , 4 . 3 5 } ;

/ / a m p l i f i c a t i o n f o r ga in s e t t i n g : 100 LSB c o r r e s p o n d t o t h e ga in i n mG

/ /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

/ / P o s s i b i l i t y t o u s e a d i g i t a l a v e r a g i n g o v e r t h e v a l u e s

/ / t o g e t a l owe r s t a t i s t i c a l v a r i a t i o n

in t N_averag ing = 5 0 ;

in t wai t = 0 ; / / Wait t ime be tween e v e r y sample , s e t t o 0 i f n o t wanted
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/ / s e l f c a l b i r a t i o n on o r o f f

boo lean s e l f c a l = f a l s e ; / / c u r r e n t l y NOT WORKING

/ / We d e c l a r e our v a r i a b l e s f o r t h e d i f f e r e n t v a l u e s o f t h e magne t i c f i e l d

f l o a t x = 0 ;

f l o a t y = 0 ;

f l o a t z = 0 ;

f l o a t t o t a l ;

/ / d e c l a r i n g t h e s e n s i t i v i t y a d j u s tm e n t s f o r each s e n s o r ( d e f a u l t = 1 0 0 )

f l o a t x_m = 1 . 0 0 ;

f l o a t y_m = 1 . 0 0 ;

f l o a t z_m = 1 . 0 0 ;

/ / d e c l a r i n g t h e o f f s e t s o f each a x i s ( d e f a u l t = 0 )

f l o a t x_o = 0 0 ;

f l o a t y_o = 0 0 ;

f l o a t z_o = 0 0 ;

/ / h e l p i n g v a r i a b l e t o u s e f o r g e t t i n g t h e b y t e s

f l o a t x_uc = 0 ;

f l o a t y_uc = 0 ;

f l o a t z_uc = 0 ;

f l o a t x_1 ;

f l o a t y_1 ;

f l o a t z_1 ;

f l o a t sum_x = 0 ;

f l o a t sum_y = 0 ;

f l o a t sum_z = 0 ;

in t x_show ;

in t y_show ;

in t z_show ;

by te x1 ;

by t e x2 ;

by t e y1 ;

by t e y2 ;

by t e z1 ;

by t e z2 ;

/ / v a l u e t o be t r a n sm i t t e d

in t x_unmod ;

/ / c h e c k t h e bnc i n p u t

boo lean d i g i t a l _ i n p u t ;

/ / i n p u t c h a r a k t e r , d e f i n e s communica t i on wi th t h e a r du i n o
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char i npu t ;

/ / a r r ay l e n g t h f o r t r a n s f e r t o PC i s d e f i n e d h e r e

const int Ar r ayS i z e = 7 5 0 ; / / 2 625 −> 35 s

in t DataArray [ Ar r ayS i z e ] ;

/ / _______________________________________________________________________

void s e tup ( )

{

/ / s t a r t t h e l c d i n t e r f a c e wi th 16 c h a r a c t e r s and two l i n e s

l c d . beg in ( 1 6 , 2 ) ;

/ / s t a r t t h e I2C bus s e r v i c e

Wire . beg in ( ) ;

/ / s e t t h e i n i t i a l v a l u e s f o r t h e c o n f i g u r a t i o n o f t h e c h i p

ad jus t_mag ( ) ;

/ / S t a r t Communicat ion wi th PC and MatLab

S e r i a l . b eg in ( 1 1 5 2 0 0 ) ;

/ / S e r i a l . p r i n t l n ( ” t e s t w o r k s ” ) ;

pinMode ( 3 0 , INPUT ) ; / / s i g n a l t o t u r n on

pinMode ( 3 1 ,OUTPUT ) ; / / GND

d i g i t a lW r i t e ( 3 1 , LOW) ;

S e r i a l . p r i n t l n ( 0 ) ; / / s t a r t u p i s done and s i g n a l s can be r e c i e v e d

}

/ / _______________________________________________________________________

/ / Main Programm

void l oop ( )

{

/ / i n i t a l i z e t h e i n t e r n a l v a r i a b l e s f o r d i g i t a l av e r ag ing , f i r s t sum up ,

/ / t h en d e v i d e t h r ough t h e no o f v a l u e s

sum_x = 0 ;

sum_y = 0 ;

sum_z = 0 ;

/ / d i g i t a l s amp l ing l oop , r e a d s ou t a number o f v a l u e s , t h en a v e r a g e s

/ / o v e r them t o g e t a l owe r s t a t i s t i c a l u n c e r t a i n t y ( we assume i t i s

/ / b e t t e r than t h e i n t e r n a l a v e r a g i n g )

for ( in t i = 0 ; i < N_averag ing ; i ++) {

/ / d a t a _ r e ady ( ) ;

g e t _ d a t a ( ) ; / / r e q u e s t s s e t o f data , i n c l u d i n g s c a l i n g

sum_x = sum_x + x ;

sum_y = sum_y + y ;

sum_z = sum_z + z ;

d e l ay ( wa i t ) ; / / d e l a y t h e c y c l e t o g e t l e t t h e da ta be more r e a d a b l e

}

/ / s e t t h e x y z v a l u e s on t h e a v e r a g e

x_1 = sum_x / N_averag ing ;
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y_1 = sum_y / N_averag ing ;

z_1 = sum_z / N_averag ing ;

/ / g e t t h e c o r r e c t i o n f a c t o r s f o r our s c a l i n g

t o t a l = s q r t ( ( x_1 * x_m ) * ( x_1 * x_m ) + ( y_1 * y_m ) * ( y_1 * y_m ) +

( z_1 * z_m ) * ( z_1 * z_m ) ) ;

x_show = round ( x_1 * x_m ) ;

y_show = round ( y_1 * y_m ) ;

z_show = round ( z_1 * z_m ) ;

show_data ( x_show , y_show , z_show ) ; / / u p d a t e s t h e LCD

/ / c h e c k i f pc s e n t a r e q u e s t t o t r a n s f e r t h e da ta c o l l e c t e d

i f ( S e r i a l . a v a i l a b l e ( ) ) {

i npu t = S e r i a l . r ead ( ) ;

/ / l o o p u n t i l o t h e r i n p u t comes

while ( i npu t == ’w ’ ) {

/ / now g e t a l l da ta f o r t h e a r r ay t o t r a n s f e r

l c d . s e tCu r s o r ( 0 , 0 ) ;

l c d . w r i t e ( ” Data ␣ C o l l e c t i o n ␣ ” ) ;

l c d . s e tCu r s o r ( 0 , 1 ) ;

l c d . w r i t e ( ” ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ␣ ” ) ;

/ / now wa i t f o r t h e s i g n a l o f on a d i g i t a l i n p u t

boo lean d i g i t a l _ i n p u t = true ;

while ( d i g i t a l _ i n p u t ) {

d i g i t a l _ i n p u t = d i g i t a l R e a d ( 3 0 ) ;

}

/ / f o r d e t e rm i n i n g t h e l e n g t h o f t h e da ta t ak en

long int t i c k = micros ( ) ;

/ / S e r i a l . p r i n t l n ( ” s t a r t ” ) ;

/ / f o r ( i n t i = 0 ; i < A r r a y S i z e ; i ++) {

/ / c o n t i n u e as l o ng as atom beam s u t t e r i s open

while ( ! d i g i t a l _ i n p u t ) {

g e t _ d a t a ( ) ;

/ / d i r e c t l y p r i n t i t t o mat lab

S e r i a l . p r i n t ( x ) ;

S e r i a l . p r i n t ( ’ ␣ ’ ) ;

S e r i a l . p r i n t ( y ) ;

S e r i a l . p r i n t ( ’ ␣ ’ ) ;

S e r i a l . p r i n t ( z ) ;

S e r i a l . p r i n t ( ” ; ␣ ” ) ;

d i g i t a l _ i n p u t = d i g i t a l R e a d ( 3 0 ) ;

d e l ayMic ro s e conds ( 1 0 2 2 1 ) ;

}

81



long int t a c k = micros ( ) ;

S e r i a l . p r i n t l n ( ) ;

long int d e l t a = t a ck − t i c k ;

/ / S e r i a l . p r i n t l n ( d e l t a ) ;

/ / c h e c k i f da ta a c c q i s i t o n was a b o r t e d

i f ( S e r i a l . a v a i l a b l e ( ) ) {

i npu t = S e r i a l . r ead ( ) ;

}

} / / end o f wh i l e l o o p

/ / s e t back t o normal meas surement mode

ad jus t_mag ( ) ;

}

}

/ / _______________________________________________________________________

/ / p d a t e s t h e LCD s c r e e n wi th t h e newes v a l u e s o f x , y , z and t o t a l

void show_data ( in t x , in t y , in t z ) {

l c d . s e tCu r s o r ( 0 , 0 ) ;

l c d . w r i t e ( ” x : ␣ ␣ ␣ ␣ ␣ ␣ ” ) ;

l c d . s e tCu r s o r ( 3 , 0 ) ;

l c d . p r i n t ( x ) ;

l c d . s e tCu r s o r ( 8 , 0 ) ;

l c d . w r i t e ( ” y : ␣ ␣ ␣ ␣ ␣ ␣ ” ) ;

l c d . s e tCu r s o r ( 1 1 , 0 ) ;

l c d . p r i n t ( y ) ;

l c d . s e tCu r s o r ( 0 , 1 ) ;

l c d . w r i t e ( ” z : ␣ ␣ ␣ ␣ ␣ ␣ ” ) ;

l c d . s e tCu r s o r ( 3 , 1 ) ;

l c d . p r i n t ( z ) ;

/ / g e t t h e a b s o l u t e v a l u e

l c d . s e tCu r s o r ( 8 , 1 ) ;

l c d . p r i n t ( ”T : ␣ ” ) ;

l c d . p r i n t ( t o t a l ) ;

l c d . p r i n t ( ” ␣ ␣ ␣ ” ) ;

}

/ / _______________________________________________________________________

/ / Th i s f u n c t i o n w r i t e s a by t e i n t o t h e 3 c o n f i g u r a t i o n r e g i s t e r s

/ / R e g i s t e r A : sample r a t e , a v e r a g e s , b i a s f i e l d s on ( p o s i t i v e / n e g a t i v e )

/ / R e g i s t e r B : ga in

/ / R e g i s t e r M( ode ) : s i n g l e o r c o n t i n u o u s meas surement
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void ad jus t_mag ( ) {

by t e RegA = ( sample << 5 ) | ( r a t e < <2) | ( n eg_b i a s <<1) | p o s _ b i a s ;

by t e RegB = ga in << 5 ;

by te RegM = s i n g l e ;

/ / s e t t h e c o n f i g u r a t i o n r e g i s t e r A

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ; / / t h e a d r e s s i s 0 x1E f o r t h e magne tomete r

Wire . w r i t e ( B00000000 ) ; / / s e t t o w r i t e f i r s t r e g i s t e r

Wire . w r i t e ( RegA ) ; / / −> c o n f i g u r a t i o n r e g i s t e r A

Wire . endTransmis s ion ( ) ;

/ / s e t t h e c o n f i g u r a t i o n r e g i s t e r B

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ; / / t h e a d r e s s i s 0 x1E f o r t h e magne tomete r

Wire . w r i t e ( B00000001 ) ; / / s e t t o w r i t e s e c o n d r e g i s t e r

Wire . w r i t e ( RegB ) ;

Wire . endTransmis s ion ( ) ;

/ / s e t t h e mode r e g i s t e r

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ; / / t h e a d r e s s i s 0 x1E f o r t h e magne tomete r

Wire . w r i t e ( B00000010 ) ; / / s e t t o w r i t e s e c o n d r e g i s t e r

Wire . w r i t e ( RegM ) ; / / 1 . b i t H ighSpeed I2C 0−> o f f 7 . −8 . b i t o p e r a t i n g

/ / mode 00 −> s e t t o c o n t i n o u s meas surement mode

Wire . endTransmis s ion ( ) ;

}

/ / _______________________________________________________________________

/ / Th i s f u n c t i o n c a l l s t h e da ta r e g i s t e r s and r e a d s them ou t . F i r s t i t has

/ / t o s e t t h e d e v i c e p o i n t e r t o t h e r i g h t a d d r e s s ( da ta X A => p o s i t i o n 3 )

/ / and th en r e q u e s t s 6 b y t e s ( 1 . X 2 . Z 3 . Y )

/ / A l l v a l u e s a r e t h en w r i t t e n on t h e g l o b a l v a r i a b l e s x , y , z and t o t a l

void g e t _ d a t a ( ) {

/ / wa i t u n t i l da ta i s r eady ( wa i t i n ms −> o p t i o n a l , d e f a u l t = 0 )

da t a_ r e ady ( ) ;

/ / g e t t h e da ta −> go t o t h e f i r s t da ta r e g i s t e r

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ;

Wire . w r i t e ( B00000011 ) ; / / r e g i s t e r 3 −> X 5 −> Z 7 −> Y

Wire . endTransmis s ion ( ) ;

/ / R e q u e s t 6 b y t e from th e a d d r e s s o f t h e magne tomete r . A f t e r e v e r y

/ / r e ad p r o c e s s , t h e r e g i s t e r i s s h i f t e d by one −> one t ime r ead and

/ / g e t a l l o f i t

Wire . r eques tFrom ( 0 x1E , 6 ) ;

x1 = Wire . r ead ( ) ;

x2 = Wire . r ead ( ) ;

z1 = Wire . r ead ( ) ;

z2 = Wire . r ead ( ) ;
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y1 = Wire . r ead ( ) ;

y2 = Wire . r ead ( ) ;

/ / uc s t a n d s f o r u n c o r r e c t e d −> d i f f e r e n t s c a l i n g

x_uc = ( x1 << 8 ) | x2 ;

z_uc = ( z1 << 8 ) | z2 ;

y_uc = ( y1 << 8 ) | y2 ;

/ / s c a l i n g wi th two f a c t o r s : t h e t o t a l s c a l i n g due t o d i f f e r e n t ga in

/ / s e t t i n g s tot_m , and t h e d i f f e r e n t s c a l i n g f o r each a x i s x_m and

/ / a d j u s t s f o r an o f f s e t x_o

x = ( x_uc * g a i n _ a r r a y [ ga in ] ) + x_o ;

y = ( y_uc * g a i n _ a r r a y [ ga in ] ) + y_o ;

z = ( z_uc * g a i n _ a r r a y [ ga in ] ) + z_o ;

return ;

}

/ / _______________________________________________________________________

/ / Th i s f u n c t i o n c a l l s t h e da ta r e g i s t e r s and r e a d s them ou t .

/ / F i r s t i t has t o s e t t h e d e v i c e p o i n t e r t o t h e r i g h t a d d r e s s

/ / ( da ta X A => p o s i t i o n 3 ) and th en r e q u e s t s 6 b y t e s ( 1 . X 2 . Z 3 . Y )

/ / A l l v a l u e s a r e t h en w r i t t e n on t h e g l o b a l v a r i a b l e s x , y , z and t o t a l

void g e t _ d a t a _ s i n g l e ( ) {

/ / wa i t u n t i l da ta i s r eady ( wa i t i n ms −> o p t i o n a l , d e f a u l t = 0 )

da t a_ r e ady ( ) ;

/ / g e t t h e da ta −> go t o t h e f i r s t da ta r e g i s t e r

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ;

Wire . w r i t e ( B00000011 ) ; / / r e g i s t e r 3 −> X 5 −> Z 7 −> Y

Wire . endTransmis s ion ( ) ;

/ / R e q u e s t 6 b y t e from th e magne tomete r . A f t e r e v e r y r e ad p r o c e s s ,

/ / t h e r e g i s t e r i s s h i f t e d by one −> one t ime r ead and g e t a l l o f i t

Wire . r eques tFrom ( 0 x1E , 2 ) ;

x1 = Wire . r ead ( ) ;

x2 = Wire . r ead ( ) ;

/ / z1 = Wire . r e ad ( ) ;

/ / z2 = Wire . r e ad ( ) ;

/ / y1 = Wire . r e ad ( ) ;

/ / y2 = Wire . r e ad ( ) ;

x_unmod = ( x1 << 8 ) | x2 ;

/ / d e l a yM i c r o s e c o n d s ( 6 0 0 0 ) ;

return ;

}

/ / _______________________________________________________________________
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/ / f u n c t i o n t o ch e c k i f new da ta a v a i l a b l e w i th t h e a d e f i n e d l o o p wa i t t ime

void da t a_ r e ady ( ) {

boo l ean Nready = true ; / / t h i s i s s e t t o f a l s e when da ta i s r eady

while ( Nready )

{

/ / c h e c k i f t h e r e i s new da ta −> go t o s t a t u s r e g i s t e r

Wire . b eg inT r an sm i s s i on ( 0 x1E ) ;

Wire . w r i t e ( B00001001 ) ; / / r e g i s t e r 9

Wire . endTransmis s ion ( ) ;

/ / r e q u e s t 1 b y t e from th e magnometer d e v i c e

Wire . r eques tFrom ( 0 x1E , 1 ) ;

by t e s t a t u s = Wire . r ead ( ) ;

i f ( s t a t u s & ( 1 << 0 ) )

{

Nready = f a l s e ;

}

}

return ;

}
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10 Bit Digital Potentiometer with Opto-Couplers

/ *

D i g i t a l P o t i C on t r o l , f o l l o w i n g imp l emen t a t i o n by Tom I g o

and Hea th e r Dewey−Hagborg

Adap t i o n s by Arno Trautmann , 2012−2013

M o d i f i c a t i o n s by Ma r c e l l Ga l l , 2 015

10 b i t d i g i t a l p o t i AD5293 , w i th S P I o v e r o p t o c o u p l e r s

* /

/ / i n s l u d e t h e S P I l i b r a r y :

# include <SPI . h>

# include <math . h>

/ / s e t p i n 10 as t h e s l a v e s e l e c t f o r t h e d i g i t a l p o t :

const int s l a v e S e l e c t P i n = 1 0 ;

in t i npu t ;

void jumpto_o ld ( in t j v a l ) {

S e r i a l . p r i n t ( ” Jump ␣ to ␣ ( o l d ) : ␣ ” ) ;

S e r i a l . p r i n t l n ( j v a l ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

SP I . t r a n s f e r ( 6 1 4 6 >> 8 ) ; / / command b i t s t o upda t e c a l i b r a t i o n , a l l ow change

/ / o f w ip e r p o s i t i o n , p e r f o rman c e mode , f o r f a s t e r sw i t c h t o normal

SPI . t r a n s f e r ( 6 1 4 6 ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

SP I . t r a n s f e r ( j v a l +1024 >> 8 ) ; / / 1 024 i s s e t t i n g one command b i t

/ / t o go t o t h e w r i t e mode

SPI . t r a n s f e r ( j v a l + 1 0 2 4 ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

}

void jumpto ( in t j v a l ) {

S e r i a l . p r i n t ( ” Jump ␣ to : ␣ ” ) ;

S e r i a l . p r i n t l n ( j v a l ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

by t e Abyte = 6146 >> 8 ;

by te Bbyte = 6 1 4 6 ;

SP I . t r a n s f e r ( ~ Abyte ) ;

SP I . t r a n s f e r ( ~ Bbyte ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

by t e Cbyte = j v a l +1024 > >8;

by te Dbyte = j v a l +1024 ;

SP I . t r a n s f e r ( ~ Cbyte ) ;

SP I . t r a n s f e r ( ~ Dbyte ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

}

86



void s e tup ( ) {

/ / s e t t h e s l a v e S e l e c t P i n as an ou t p u t :

pinMode ( s l a v e S e l e c t P i n , OUTPUT ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

/ / i n i t i a l i z e S P I :

SPI . beg in ( ) ;

SP I . s e t B i tO r d e r ( MSBFIRST ) ;

SP I . setDataMode ( SPI_MODE3 ) ; / / i s s e t i n f u n c t i o n jumpto

SPI . s e t C l o c kD i v i d e r ( SPI_CLOCK_DIV128 ) ;

S e r i a l . beg in ( 5 7 6 0 0 ) ;

S e r i a l . p r i n t l n ( ” I n i t i a l i z e d ␣ t o ␣ 0 ␣ Vo l t ␣ o f f s e t ” ) ;

jumpto ( 0 ) ; / / 2V −> 2G

}

void l oop ( ) {

/ / t o change t h e o f f s e t va lue , s end a new va l u e

i f ( S e r i a l . a v a i l a b l e ( ) ) {

i npu t = S e r i a l . p a r s e I n t ( ) ;

i f ( i npu t < 1 0 2 4 ) {

jumpto ( i npu t ) ;

}

S e r i a l . p r i n t l n ( ” Wri te ␣ v a l u e s ␣ between ␣ 0 ␣ t o ␣ 1023 ␣ t o ␣ change ␣ v a l u e ” ) ;

}

}
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20 DAC Serial Control

/ *

D i g i t a l P o t i C on t r o l , f o l l o w i n g imp l emen t a t i o n by Tom I g o e

and Hea th e r Dewey−Hagborg

Adap t i o n s by Arno Trautmann , 2012−2013

Adap t i o n s by Ma r c e l l Ga l l , 2 015

Adapted t o c o n t r o l t h e AD5791 − 20− b i t DAC wi th Ardu ino Mega

* /

/ / i n s l u d e t h e S P I l i b r a r y :

# include <SPI . h>

# include <math . h>

/ / s e t p i n 10 as t h e s l a v e s e l e c t f o r t h e d i g i t a l p o t : ( mega 5 3 )

const int s l a v e S e l e c t P i n = 5 3 ;

long i npu t ;

by t e Abyte , Bbyte , Cbyte ;

void jumpto ( long j v a l ) {

S e r i a l . p r i n t ( ” Jump ␣ to : ␣ ” ) ;

S e r i a l . p r i n t l n ( j v a l ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;

Abyte = j v a l +1024 > >16;

Bbyte = j v a l +1024 > >8;

Cbyte = j v a l +1024 ;

Abyte = B00010000 ^ Abyte ; / / add t h e a d d r e s s o f t h e DAC r e g i s t e r ( 0 0 0 1 )

t o t h e 20 b i t word

SPI . t r a n s f e r ( Abyte ) ;

SP I . t r a n s f e r ( Bbyte ) ;

SP I . t r a n s f e r ( Cbyte ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

}

void s e tup ( ) {

/ / s e t t h e s l a v e S e l e c t P i n as an ou t pu t :

pinMode ( s l a v e S e l e c t P i n , OUTPUT ) ;

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

/ / i n i t i a l i z e S P I :

SPI . beg in ( ) ;

SP I . s e t B i tO r d e r ( MSBFIRST ) ;

SP I . setDataMode ( SPI_MODE1 ) ;

SP I . s e t C l o c kD i v i d e r ( SPI_CLOCK_DIV128 ) ;

S e r i a l . b eg in ( 5 7 6 0 0 ) ;

/ / s e t DAC in c o n t r o l − r e g i s t e r :

d i g i t a lW r i t e ( s l a v e S e l e c t P i n ,LOW) ;
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SPI . t r a n s f e r ( B00100000 ) ;

SP I . t r a n s f e r ( B00000000 ) ;

SP I . t r a n s f e r ( B00010010 ) ; / / s e c o n d t o l a s t b i t i s s e t

/ / i n c o n f i g u r a t i o n wi th e x t e r n a l c o n d e n s a t o r

d i g i t a lW r i t e ( s l a v e S e l e c t P i n , HIGH ) ;

S e r i a l . p r i n t l n ( ” I n i t i a l i z e d ␣ t o ␣ 0 ␣ Vo l t ␣ o f f s e t ” ) ;

jumpto ( 5 2 4 2 8 8 ) ; / / 2V −> 2G

}

void l oop ( ) {

/ / t o change t h e o f f s e t va lue , s end a new va l u e

i f ( S e r i a l . a v a i l a b l e ( ) ) {

i npu t = S e r i a l . p a r s e I n t ( ) ;

i f ( i npu t < 1048576 ) {

jumpto ( i npu t ) ;

}

S e r i a l . p r i n t l n ( ” Wri te ␣ v a l u e s ␣ between ␣ 0 ␣ t o ␣ 2^20−1 ␣ t o ␣ change ␣ v a l u e ” ) ;

}

}
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