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Abstract

This thesis investigates the possibilities to experimentally realize strongly correlated quantum systems by means of the sodium-lithium Bose-Fermi mixture. For that purpose, we have studied the intraspecies interactions of sodium as well as the interspecies interactions within the mixture. With a quantitative analysis of the sodium Feshbach spectrum, we were able to refine its scattering properties and in particular improve the accuracy of the last bound state’s energy by a factor of 50. For determining the interspecies scattering properties, we developed a widely applicable approach, which we demonstrated by means of the sodium-lithium mixture: We obtained sign and magnitude of the scattering length experimentally and used this value to determine the last bound state energy, which served as the starting point for the explanation of the measured Feshbach spectrum. In the particular case of sodium-lithium we could assign 23 of 26 observed resonances as $d$-waves. This unexpected result was confirmed by a coupled-channels calculation, which also yielded scattering properties in good agreement with our experimental findings.

As a complementary approach to study strongly correlated systems by directly tuning the interactions, we implemented an optical lattice into our system. Methods to map out the band population as well as coherently manipulate it were demonstrated and interspecies energy transfer was studied in different ways. We investigated the determination of the lattice frequency with regard to the achievable precision. The value obtained combined with the results from the interaction analysis show that in the ultracold Bose-Fermi mixture of sodium-lithium Fröhlich polarons could be observed successfully via detecting the increase in effective mass.
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1. Introduction

Since the first experimental realization of Bose-Einstein-Condensation in 1995 [1, 2], the research field of ultracold atomic gases has been growing rapidly. Whereas the first experiments investigated rather weakly interacting systems, after some years there were several developments making it possible to realize strongly interacting systems, which are in the focus of interest of today’s ultracold atom research [3].

A system is called strongly interacting if its interaction energy $E_{\text{int}}$ is much larger than its kinetic energy $E_{\text{kin}}$, i.e. $E_{\text{int}}/E_{\text{kin}} \gg 1$. In contrast to this case, for a simplified description of gases one often considers the ideal gas, which is by definition non-interacting. To take also interactions into account, most gases can – outside of critical points – be correctly described by the van der Waals equation. This regime of weak interactions is both experimentally and theoretically well understood. To be able to investigate more complicated systems, tools have been developed for tuning ultracold quantum gases into the strongly interacting regime, where the strong correlations make a correct theoretical description more challenging. On the one hand, Feshbach resonances [4, 5] make it possible to get a direct handle on the interaction energy $E_{\text{int}}$. On the other hand, the use of optical lattice systems [6] gives access to experimentally tune the ratio $E_{\text{int}}/E_{\text{kin}}$, e.g. by lowering the dimensionality of the system [7, 8].

These developments paved the way to realize the long-standing proposal of a quantum simulator [9] in the field of ultracold atom research: In 1982, R. P. Feynman showed that the computation time 'classical' computers require to simulate a quantum system scales exponentially with the size of its Hilbert space. To circumvent this problem, he proposed to use a so-called quantum simulator, on which the Hamiltonian of the system of interest could be emulated. A famous example, where in an ultracold atom system a problem of condensed matter has been tackled and solved this way, are imbalanced Fermi gases: It was well-known that for sufficiently strong interactions, ultracold Fermi gases of two spin states will show superfluidity induced by a BCS-like pairing mechanism [10, 11, 12]. But it had not been clear, which imbalance between the two spin states is necessary to destroy this superfluidity.
completely. In ultracold atom systems, where one—in contrast to condensed matter systems—is able to set an arbitrary imbalance at will, this Clogston-Chandrasekhar limit [13, 14] has been mapped out [15], being an impressive demonstration of practicability of the quantum simulator.

In the extreme limit of imbalance, where one impurity of spin down is immersed in a sea of spin up Fermions, a quasiparticle, the so-called Fermi polaron is formed [16]. One can think of it as a particle, which drags a cloud of particle-hole excitations with it due to its strong interaction with the atoms in the other spin states. This gives rise to an increase in effective mass \( m^* > m \), which could be measured experimentally by mapping out the resulting shift in oscillation frequency [17]. Until recently, experiments have only investigated Fermi polarons composed of equal [16] and different [18] fermionic atom species. The polaron concept has first been introduced in condensed matter theory [19], where it describes an electron travelling through a (ionic) crystal. The coulomb interaction results in a displacement of the atomic cores, i.e. the lattice sites, which can be described by lattice phonons. The quasiparticle formed by the coupled electron-phonon system is called polaron and can be attributed an effective mass \( m^*_e > m_e \) being bigger than the bare electron mass \( m_e \).

For ultracold atomic gases, there are proposals to simulate this polaronic Hamiltonian using an impurity atom immersed in a bosonic background [20, 21]: In comparison to the condensed matter system, the phonons correspond to the Bogoliubov modes of the condensate and the role of the electron is taken by the impurity atom. As long as one only considers the single polaron case, there is no difference between bosonic and fermionic impurities. To express the strength of the coupling between impurity and phonons, the commonly used parameter is denoted \( \alpha \), which in the case of an ultracold atom system reads

\[
\alpha = \frac{a^2_{IB}}{a_{BB} \xi}.
\]

Here, \( a_{IB} \) denotes the interspecies scattering length between impurity and background atoms\(^1\), \( a_{BB} \) the intraspecies scattering length of the bosons and \( \xi = 1/\sqrt{8\pi n a_{BB}} \) the condensate healing length with \( n \) being the bosonic atom’s density. We see that \( \alpha \), whose value is fixed for a condensed matter system, can be tuned by changing e.g. the scattering lengths \( a_{IB} \) or \( a_{BB} \). Of special interest is the strongly interacting regime \( \alpha > 1 \), where there are different theoretical approaches to solve the problem, e.g. variational Feynman path-integral [21] and quantum monte carlo treatment [22]. Those calculations, which have been performed for different experimental situations, could be validated by experiment, in particular their results for the effective mass \( m^* \). The impact of a deep understanding of the polaron problem outreaches the field of ultracold atom systems: As they are considered to

\(^1\)Depending on the context, in this thesis the abbreviations \( a_{IB} \) (Impurity-Boson) and \( a_{BF} \) (Bose-Fermi) are used equivalently, as our impurity \(^6\)Li is a fermion.
play an important role in the understanding of high-$T_c$ superconductors [23], results of such measurements would also be highly interesting for the condensed matter community.

So far, the investigation of polarons in Bose-Fermi mixtures has only been done in one dimension [24]. To be able to study them in our experiment, which uses bosonic sodium and fermionic lithium, we first have to understand the tuning properties of $a_{BB}$ and $a_{IB}$. Moreover, the experimental tools to detect a small increase in effective mass $m^* > m$ have to be developed. The implementation of a species selective optical lattice does not only give the possibility to measure precisely the oscillation frequency of lithium $\omega^* \propto 1/\sqrt{m^*}$, but also provides the versatility to investigate physics in lower dimensions.

**Contents of this Thesis**

The first part of this thesis deals with Feshbach resonances, i.e. the tuning properties of $a_{BB}$ and $a_{IB}$ are investigated in detail. For that purpose, we start with basic scattering theory in chapter 2, where important terms as the scattering length are introduced and its connection to repulsive and attractive interactions within a simple mean-field picture is derived. In chapter 3, we give a short introduction to our experimental setup, with a focus on the preparation of different spin state combinations. Loss mechanisms in ultracold samples are treated theoretically in detail and the results are applied to interpret experimentally obtained loss curves. As a main result of this chapter, the difference between the sodium-lithium singlet and triplet interspecies scattering lengths is determined.

In chapter 4, Moerdijk and asymptotic bound-state model are introduced and applied to develop an understanding of the sodium intraspecies Feshbach resonance spectrum. Starting with a model only involving $s$-wave resonances, we extend our theory to higher partial waves and compare our results to a coupled-channels calculation.

Chapter 5 first presents measurements performed to understand the sodium-lithium interspecies Feshbach resonance spectrum. We obtain sign and absolute value of $a_{IB}$ experimentally and relate it to the least bound state energy, which finally serves as a guidance to develop an explanation of the measured Feshbach resonances, most of which are assigned $d$-wave resonances. The results of a coupled-channels calculation confirm the experimental data and our assignment of resonances with the asymptotic bound-state model.

In the second part of this thesis, Bose-Fermi mixtures in periodic potentials are investigated. In order to design a species selective optical dipole trap in form of an optical lattice in chapter 6, we derive different criteria which our system has to fulfil. Starting with analytic approximations, we extend our picture to a full quantum-mechanical treatment of the periodic potential. First results of the effects of the periodic potential on sodium and lithium are shown and analyzed quantitatively.

As a tool to investigate the states in the optical lattice in detail, we introduce Brillouin
zone mapping in chapter 7, a technique which allows to map out the population of the different Bloch bands. By adding a sodium background, we are able to optimize the lithium lattice loading process and thus prepare atoms only in the lowest Bloch band. Starting from that state, we show in chapter 8 how we can excite the lithium atoms in a controlled way and analyze the resulting state in terms of Bloch states. The interspecies energy transfer in the Bose-Fermi mixture is analyzed quantitatively, with the dynamics of the process giving the absolute value of $a_{1B}$ in agreement with the results of the first part of the thesis. Finally, we show our control of the optical lattice by demonstrating Rabi oscillations.

The Outlook gives a perspective on the physics beyond this thesis, which can be investigated on basis of the results presented in the following.
Part I.

Feshbach Resonances

The first part of this thesis deals with Feshbach resonances in the NaLi mixture. In an introduction to basic scattering theory of ultracold atoms the important concept of the scattering length is introduced. We show how we prepare different spin mixtures and analyze their losses both theoretically and experimentally.

By means of the Feshbach spectrum of sodium, we introduce the Moerdijk and ABM models to explain our findings. For the sodium-lithium mixture, we present different measurements to obtain information about sign and magnitude of the scattering length. Guided by these results, we develop a model explaining all 26 NaLi resonances observed experimentally.
2. Scattering of Ultracold Atoms

In this chapter, we will investigate scattering of ultracold atoms from the theoretical point of view, starting with the van der Waals potential as an example of a typical interatomic potential. The scattering length \( a \) is introduced and exemplarily calculated using the box potential as a simple model. With the results, we connect the sign of \( a \) to repulsive and attractive interactions and show how they come into play in mean-field theory. The chapter concludes by explaining the underlying principles of a Feshbach resonance used to tune the scattering length.

2.1. Hamiltonian

As scattering processes of two atoms can be highly complex processes \([25]\), we first want to investigate in which regime our experiments take place, i.e. which approximations can be made in order to simplify the description of interactions.

The interaction potential \( U(r) \) between two alkali atoms, which have one electron in their outer shell, can be divided into two regions: For small interatomic distances, the potential is repulsive due to Pauli blocking of the electrons and the repulsive interaction between the positively charged nuclei. As this part strongly depends on the two electrons’ spin state, which can be a singlet \( S = 0 \) or triplet \( S = 1 \), one can assign each \( S \) a different potential \( U_S(r) \) as depicted in figure 2.1 a). The underlying reason for the different potentials is the required asymmetry of the two electrons’ wavefunction: A spin triplet (singlet) is symmetric (antisymmetric), thus the spatial wavefunction must be antisymmetric (symmetric). This means, that the electrons have a higher probability to be found between the atoms in a spin singlet, thus they bind the two positively charged atom nuclei, which form the molecule, more strongly and so the singlet potential is deeper than the triplet. As an example, in the case of \( \text{Na}_2 \) there are \( \nu_X = 64 \) singlet and \( \nu_a = 14 \) triplet states \([26]\), when there is no magnetic field applied.

The long-range part of the potential, which is the same for both singlet and triplet, is given by the induced dipole-dipole interaction between the atoms, scaling as

\[
U(r) = -\frac{C_6}{r^6}
\]

with the van der Waals coefficient \( C_6 \) given by the details of the atoms’ electronic configu-
The associated length scale scale of this potential is given by

\[ R_{\text{vdW}} = \frac{1}{2} \left( \frac{2\mu C_6}{\hbar^2} \right)^{1/4}, \tag{2.2} \]

where \( \mu \) denotes the effective mass of the two interacting atoms. With typical values for the van der Waals coefficient \( C_6 \), we get an \( R_{\text{vdW}} \) ranging from 10\( a_0 \) to 100\( a_0 \) for the alkalis [5], where \( a_0 \) denotes the Bohr radius\(^1\).

This value can be compared to other typical length scales of our system. Dealing with atom densities ranging from \( n = 10^{12} \text{ cm}^{-3} \) in a thermal cloud to \( n = 10^{15} \text{ cm}^{-3} \) in a BEC, the ratio of \( R_{\text{vdW}} \) to the mean interatomic distance \( R_{\text{vdW}} \cdot n^{1/3} \) is well below 0.1, which we call dilute.

\[ \lambda_T = \sqrt{\frac{2\pi \hbar^2}{m k_B T}}, \]

which gets at the onset of quantum degeneracy at temperatures of about 1 \( \mu \text{K} \) on the order of the interparticle spacing \( \lambda_T = \mathcal{O}(0.1...1) \mu \text{m} \) [27]. Thus the details of the interaction potential can not be resolved in cold collisions and so a quantum mechanical treatment of the scattering processes is unavoidable.

\(^1\)In the following, we will use the abbreviations for constants as listed in appendix A and will for reasons of brevity not explicitly introduce them unless required.
As to be found in every basic quantum mechanics textbook [28], a partial wave expansion\(^2\) of the atoms’ scattering wave function yields for its radial part \(R_l(r)\) with angular momentum \(l\)

\[
R''_l(r) + \frac{2}{r} R'_l(r) + \frac{2\mu}{\hbar^2} [E - V(r)] R_l(r) = 0 ,
\]

with

\[
V(r) = U(r) + \frac{\hbar^2 l(l + 1)}{2\mu r^2}
\]

being the sum of bare interaction potential and rotational term, as sketched in figure 2.1 b). The resulting rotational barrier has a height of

\[
U_{\text{rot}} = \frac{1}{\sqrt{2C_6}} \left( \frac{\hbar^2 l(l + 1)}{3\mu} \right)^{3/2}
\]

which is for the \(p\)-states in sodium and lithium 1 mK and 8 mK, respectively. With our atomic samples having temperatures of around \(1\mu\text{K}\), we see that for a basic understanding of the collisions it is sufficient to consider \(s\)-wave scattering only.\(^3\)

### 2.2. Scattering Length

To gain first insight into the mechanisms of scattering, it is sufficient to replace the real potential by some model potential with wavefunctions that can be calculated easily. As we will see later, despite of this simplification the basic physics is still preserved.

A potential with well known energy eigenfunctions is the square well potential

\[
U(r) = \begin{cases} 
-V_0 & \text{for } 0 \leq r \leq r_0 \\
0 & \text{for } r > r_0
\end{cases}
\]

Plugging this potential into eq. \((2.3)\) and substituting \(\chi_l(r) = r \cdot R_l(r)\), we get the one-dimensional Schrödinger equation

\[
\chi''_l + [\varepsilon - \tilde{V}(r)]\chi_l(r) = 0
\]

with \(\varepsilon = 2\mu E/\hbar^2\) and \(\tilde{V}(r) = 2\mu V(r)/\hbar^2\). With \(E = \frac{\hbar^2 k^2}{2\mu}\), the solution of eq. \((2.7)\) for \(V_0 = 0\), i.e. free particles, reads

\[
\chi_l(r) = c \cdot \sin (kr + \eta_0).
\]

\(^2\)The kind of partial wave expansion applied here is only valid in the case of a spherically symmetric potential, which is justified in our case due to our atoms not having a permanent dipole moment. Note that there are also numerous cold atoms experiments where the dipolar interactions are in the focus of interest [29, 30] and thus scattering has to be analyzed differently.

\(^3\)As we will see later in chapter 4 and 5, this is not completely true, as e.g. the dipole-dipole interaction couples \(l = 0\) to \(l = 2\) states.
Figure 2.2: Scattering length $a$ according to eq. (2.11) in dependence of the wavevector $k_0$, latter being obtained from the potential depth $V_0$ as $k_0 = \sqrt{2\mu V_0}/\hbar$. The wavefunctions for the three highlighted points are shown in figure 2.3. Schematically shown is also the energy of the universal bound state (black line) emerging for $a > 0$.

In the following we want to show how we can understand the underlying scattering physics from the parameter $\eta_0$.

As a first easy example, we choose $V_0 = -\infty$, which is the so-called hard-sphere potential, meaning that the two atoms scatter like classical billiard balls. As wavefunction, we get

$$\chi_0(r) = \begin{cases} 0 & \text{for } 0 \leq r \leq r_0 \\ c \cdot \sin (k(r - r_0)) & \text{for } r > r_0 \end{cases} \quad (2.9)$$

We note that $\eta_0 = -k \cdot r_0$ to make the wavefunction continuous at $r = r_0$. By defining $a = \lim_{k \to 0} -\eta_0/k$, we introduce the scattering length $a$, which is one of the most important parameters to characterize the strength of interactions in ultracold quantum gases, as we will see later. In this simple case of the hard-sphere potential, we see that $a$ exactly coincides with $r_0$, the range of our potential, i.e. the scattering length reduces the complex quantum scattering processes to one parameter used to describe classical scattering.

In the following, we will consider the case of a potential well with finite depth $V_0 = \frac{\hbar^2 k_0^2}{2\mu} > 0$. As the wavefunction is now allowed to penetrate into the range of the potential, it reads

$$\chi_0(r) = \begin{cases} c_1 \sin (k_+ r) & \text{for } 0 \leq r \leq r_0 \\ c_2 \sin (k r + \eta_0) & \text{for } r > r_0 \end{cases} \quad (2.10)$$

with $k_+^2 = k_0^2 + k^2$. Here we already set the phase of the wavefunction inside the potential to zero, as $\chi_l(0) = 0$ is required due to the regularity of $R_l(0)$. Moreover, the wavefunction has to be continuously differentiable at $r = r_0$ and thus we get for the scattering length

$$a = r_0 - \frac{\tan k_0 r_0}{k_0} \quad (2.11)$$
Figure 2.3: Wavefunctions $\chi_0(r)$ for the points highlighted in figure 2.2, the left graph being a zoom-in for small interatomic distances $r$. We see that for attractive/repulsive interactions $a \leq 0$, the wavefunction is being dragged into/out of the origin (green/red line), whereas for $a = 0$ (blue line) the wavefunction looks almost as there is no interatomic potential present. Furthermore, the weakly bound universal halo dimer (black dashed line) is shown. The graphs have been obtained using typical experimental parameters for collision energy corresponding to $T \sim 1 \mu K$ and potential range $r_0 = 60a_0$.

which is visualized in figure 2.2 with the corresponding wavefunctions shown in figure 2.3.

We see that the points where $k_0r_0 = \pi/2 + n\pi$ are of special interest, as $a$ is diverging there. To get more detailed insight into that special configuration, we consider a bound state of the square well under consideration, i.e. a state with $\varepsilon_b = -\frac{\hbar^2}{2\mu}k^2 < 0$. The solution of the one-dimensional Schrödinger equation (2.7) now reads

$$\chi_0(r) = \begin{cases} c_1 \sin (k_- r) & \text{for } 0 \leq r \leq r_0 \\ c_2 e^{-kr} & \text{for } r > r_0 \end{cases} \quad (2.12)$$

where $k_-^2 = k_0^2 - k^2$. The requirement of continuous differentiability now yields $k_- \cot (k_- r_0) = -k$, which in the limit of weakly bound states $k/k_0 \to 0$ is readily solved by $k_0 r_0 = \pi/2 + n\pi$, which we identify as being coincident with the values of diverging $a$. Calculating the binding energy for $a \gg r_0$, we get using eq. (2.11)

$$\varepsilon_b = -\frac{\hbar^2}{2\mu a^2}. \quad (2.13)$$

The range of validity of eq. (2.13) is called the universal regime, as the state and thus the physics can be described by one parameter, the scattering length $a$, only. This can also be understood intuitively by considering the wavefunction of this weakly bound state for large $r$,

$$\chi_0(r) = \sqrt{\frac{2}{a}} e^{-r/a}, \quad (2.14)$$
which describes a weakly bound halo dimer [5]. In figure 2.3 we see that in this state the probability to find the atoms is mostly located beyond the classical turning point $r_0$ of the potential, and in this range $a$ is the only parameter needed to describe the wavefunction. Furthermore, the meaning of the scattering length is highlighted: At temperatures around $1\mu K$ as achieved in our experiment, the atomic wavefunction is not able to resolve the structure of the potential, but its effect can be captured by the phase shift $\eta_0$ which the atoms acquire during a collision. Note that although $a$ diverges, $\eta_0$ stays finite due to the finite temperatures and resulting finite $k$ we deal with.

### 2.3. Mean-Field Energy

With a potential being attractive for all $r_0$ and $V_0$, it is not obvious how to get repulsive interactions between the atoms. As shown in introductory books to ultracold atom theory [31], the full potential $V(\vec{r})$ can be replaced by a contact interaction

$$V(\vec{r}) = \frac{4\pi\hbar^2 a}{m}\delta(\vec{r}),$$

(2.15)

which gives rise to an interaction energy $E_{\text{int}} \propto a$. One sees how the sign of the scattering length $a$ connects to an energy change due to collisions and thus gives rise to repulsive or attractive interactions.

In the following, we want to develop a picture how this result, which is rigorously derived by means of quantum field theory, can be understood in an intuitive picture. For that purpose, we consider the two particles being trapped in an external, infinitely high box potential of size $R$, where their wavefunction according to eq. (2.10) reads for $r \gg r_0$

$$R_0(r) = \frac{c}{kT} \sin \left(k(r - a)\right).$$

(2.16)

With the boundary condition of $R_0(R) = 0$, we get for the energies in the interacting and noninteracting case

$$E = \frac{\hbar^2}{2\mu} \left(\frac{\tilde{n}\pi}{R - a}\right)^2$$

(2.17)

and

$$E = \frac{\hbar^2}{2\mu} \left(\frac{\tilde{n}\pi}{R}\right)^2,$$

(2.18)

respectively, with $\tilde{n} \in \mathbb{N}$. From a Taylor expansion of the difference of eqs. (2.17) and (2.18), we get an energy shift by interactions of

$$\delta E = \frac{\hbar^2}{\mu} \left(\frac{\tilde{n}\pi}{R}\right)^2 a.$$

(2.19)
Now, we want to relate this energy shift in the two-body problem with the corresponding many-body-system containing \( N \) atoms. From the normalization condition of the wavefunction,

\[
\rho_0 \int \frac{\rho(r)}{\rho_0} r^3 r = 1, \tag{2.20}
\]

we get by using eq. (2.16) and \( \rho(r) = |R_0^2(r)| \) for the effective volume occupied by the two particles \( V_{\text{eff}} = \frac{2 \pi}{\hbar} R^3 \). Inserting this into the result for the energy shift eq. (2.19) and noting that for identical particles with mass \( m = 2 \mu \) there are \( N^2/2 \) pairs of atoms in our system, we end up with a total energy increase due to interactions of

\[
\Delta E = \frac{2 \pi \hbar^2 N^2}{m} V a, \tag{2.21}
\]

which translates into a chemical potential of

\[
\mu = \frac{\partial E}{\partial N} = \frac{4 \pi \hbar^2}{m} n a. \tag{2.22}
\]

We see that at positive scattering lengths \( a \), it costs energy to add a particle to the system of density \( n \), which corresponds to a repulsive interaction. From figure 2.3 we see that this is the case when there is a bound state just below threshold, i.e. the incoming atom can be considered as being pushed out of the origin.

We note that in the case of mixtures of distinguishable particles, e.g. fermions \( n_F \) in a bath of bosons \( n_B \), eq. (2.22) reads

\[
\mu_F = \frac{\partial E}{\partial N_F} = \frac{2 \pi \hbar^2}{\mu_{BF}} n_B a_{BF}. \tag{2.23}
\]

Here, \( \mu_{BF} = \frac{m_B m_F}{m_B + m_F} \) denotes the effective mass and the subscripts \( B \) and \( F \) denote bosons and fermions, respectively. The approximation made in deriving the chemical potential due to interactions is the so-called mean-field approximation: Instead of considering the whole many-body problem, one considers only the one-body problem of a single atom in the external mean field of the others. This approximation breaks down if e.g. interactions become strong, i.e. not only two-, but also three-body processes gain importance.

### 2.4. Simple Model of a Feshbach Resonance

To lead over to an experimentally more realistic situation, we have to go from a single- to a two-channel description of the problem. As sketched in figure 2.4 a), the incoming atoms in a certain spin state called entrance or open channel interact via the corresponding background potential \( V_{\text{bg}}(r) \). If there is a closed channel which the entrance channel couples to and
**Figure 2.4.:** 

a) During a collision, two atoms in the open channel (green) can be coupled to a closed channel (red). The coupling can be resonantly enhanced by tuning the bound state energy of the closed channel appropriately.

b) Scattering length $a$ as described by eq. (2.24) in dependence of the magnetic field. Additionally shown are the energies of open (green) and closed (red) channel having different magnetic moments.

The associated potential $V_c(r)$ has a bound state, this can give rise to a Fano-Feshbach resonance [32, 33] if the bound state’s energy is tuned near the collision energy of the incoming atoms. The tuning can e.g. be done by an external magnetic field, if open and closed channel have a difference in magnetic moments $\delta \mu \neq 0$. To develop an intuition for the magnetic tuneability with the simplest possible model, we reduce the two-channel problem to a one channel model with a potential of width $r_0$ depth $V_0 = \delta \mu \cdot B$. This way, we get a potential of magnetically tuneable depth and can thus refer to the previously derived results. Denoting $B_0$ as the field at which the bound state is tuned in resonance, we can expand eq. (2.11) around that value and get

\[ a = a_{bg} \left( 1 - \frac{\Delta}{B - B_0} \right). \]  

(2.24)

Here, we introduced the background scattering length $a_{bg} = r_0$ and the width of the resonance $\Delta = -\hbar^2/(2\mu r_0^2 \delta \mu)$. Although here it has formally only been derived for the case of a box potential, eq. (2.24) provides the general form of a so-called magnetically tuneable Feshbach Resonance [5], which is visualized in figure 2.4b). Note that eq. (2.24) has been derived using $k_0^2 \propto B$ resulting in the resonance width $\Delta$ being independent of the potential depth $V_0 \propto k_0^2$, although in figure 2.2 the widths of the different resonances are obviously not all the same, which is due to the x-axis being given there in units of $k_0$ and not in dependence of the magnetic field $B$ as in figure 2.4.

In chapter 4 and 5 we will learn more about Feshbach resonances by means of the exam-
ples sodium and sodium-lithium. The knowledge about the characteristics of the scattering length \( a \) will prove important to analyze density profiles as well as scattering dynamics of trapped ultracold samples.
3. Experimental Setup to Measure Feshbach Resonances

Unlike the title of this chapter might suggest, we will not give an introduction to the technical details of our machine, which can be found in previous diploma and PhD theses [34, 35, 36, 37, 38]. We will rather explain the different experimental techniques, which will be used later to address fundamental physical questions. Especially for a deep understanding of the Feshbach resonance spectra, profound knowledge of the atoms' nature is crucial: The characteristics of their different spin states in an external magnetic field will be studied by means of a derivation of the Breit Rabi formula. Furthermore, we will show how we can transfer between those states and check the results afterwards using a Stern-Gerlach technique, both being of crucial importance for recording the Feshbach spectrum in chapter 5.

Important for our experiments is also a deep understanding of loss processes, which we will first analyze in detail theoretically in different regimes. To understand the experimentally measured loss curves, we then give an overview of atomic density distributions in traps, which we apply to the homonuclear sample. Using the theory derived before, we are able to extract information about the sodium-lithium scattering length from loss measurements of heteronuclear samples.

3.1. Alkali atoms in magnetic fields

As known from basic atomic physics [39], the state of an atom can be characterized by its quantum numbers, which read for the alkalis having one electron in the outer shell:

- $n$: The main quantum number characterizes the electron’s energy state.
- $l$: The orbital angular momentum of the electron
- $s$: The electron spin, $s = 1/2$ for the alkalis
- $j$: The total electron angular momentum $j = |l - s|, \ldots, |l + s|
- $i$: The nuclear spin
- $f$: The atoms’ total spin $f = |i - j|, \ldots, |i + j|$
Moreover, each of the angular momentum quantum numbers \( k \in \{ l, s, j, i, f \} \) can be assigned another quantum number \( m_k \) being the projection of the angular momentum on the quantization axis, where latter can e.g. be given by an external magnetic field \( B \). Most generally, the state of the alkali atom can be written as \( |n, l, s, j, i, f, m_f⟩ \), but as we are dealing with alkali atoms \((s = 1/2)\) in the ground state\(^1\) \((n = 2(3) \text{ for Li(Na)}, l = 0)\), it is sufficient to characterize the state of the atom with fixed \( i \) by \( |f, m_f⟩ \) in the limit of small \( B \) or \( |m_s, m_i⟩ \) in the limit of large \( B \), respectively. One should keep in mind that \( m_f = m_s + m_i \) is a conserved quantity for almost all Hamiltonians we deal with in the following.

With the assumptions made, the Hamiltonian relevant for the description of an alkali atom in a magnetic field consisting of the hyperfine Hamiltonian \( H_{\text{hfs}} \) and the Zeeman Splitting \( H_{\text{Zeeman}} \) reads

\[
H_{\text{hfs}} + H_{\text{Zeeman}} = \frac{a_{\text{hfs}}}{\hbar^2} \vec{s} \cdot \vec{i} + (g_s m_s + g_i m_i) \mu_B B. \tag{3.1}
\]

Here, \( a_{\text{hfs}} \) denotes the hyperfine constant, \( g_s \) and \( g_i \) the gyromagnetic ratio of electron and nucleus, respectively. In the following, we want to diagonalize this Hamiltonian and discuss the resulting energy eigenstates from an experimental point of view.

For the so-called stretched states \( |f = i + 1/2, m_f = \pm f⟩ \), the Hamiltonian is already diagonal with the eigenvalues \( E = a_{\text{hfs}} f^2 \pm (g_s/2 + ig_i) \mu_B B \). For all other states, the analysis is more involved. First, we rewrite the term \( \vec{s} \cdot \vec{i} \) as

\[
\vec{s} \cdot \vec{i} = s_z i_z + \frac{1}{2} (s_+ i_- + s_- i_+)
\]

with the spin lowering and raising operators \( s_\pm = s_x \pm is_y \) and \( i_\pm = i_x \pm ii_y \). Considering the properties of these operators \([40]\),

\[
j_\pm |j, m_j⟩ = \hbar \sqrt{(j \mp m_j)(j \pm m_j + 1)} |j, m_j \pm 1⟩ \tag{3.3}
\]

with \( j = i, s \), we see that Hamiltonian eq.(3.1) only interconnects the states \( |m_s, m_i⟩ = |1/2, m_f - 1/2⟩ \) and \( |m_s, m_i⟩ = | -1/2, m_f + 1/2⟩ \). Thus, determining the eigenenergies reduces to the diagonalization of

\[
\begin{pmatrix}
\frac{a_{\text{hfs}}}{2} (m_f - \frac{1}{2}) + (\frac{g_s}{2} + g_i (m_f - \frac{1}{2})) \mu_B B \\
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2} \\
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2} \\
-\frac{a_{\text{hfs}}}{2} (m_f + \frac{1}{2}) + (\frac{g_s}{2} + g_i (m_f + \frac{1}{2})) \mu_B B
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2} \\
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2} \\
\frac{1}{2} \sqrt{(i + \frac{1}{2})^2 - m_f^2}
\end{pmatrix}
\]
With $x = \frac{(g_s - g_i)}{a_{\text{hfs}}(i + 1/2)} \mu_B B$, the resulting eigenenergies read

$$E(B) = -\frac{a_{\text{hfs}}}{2} + g_i m_f B \mu_B \pm \frac{a_{\text{hfs}}(i + 1/2)}{2} \sqrt{1 + 2x \frac{m_f}{i + 1/2} + x^2}.$$  

(3.5)

This is the celebrated Breit-Rabi-Formula [41] giving the magnetic field dependence of the energy of an atom in state $|s, i, f, m_f\rangle$ or $|s, i, m_s, m_i\rangle$, where the appropriate choice of quantum numbers depends on the strength of the magnetic field $B$ applied. For the atoms of interest for this thesis, sodium and lithium with hyperfine constants $a_{\text{hfs}}^{\text{Na}} = 885.8130644 \text{ MHz}$ and $a_{\text{hfs}}^{\text{Li}} = 152.1368407 \text{ MHz}$, the Breit-Rabi-Diagrams are plotted in figure 3.1. Especially for the understanding of magnetic trapping, microwave (MW), radiofrequency (RF) transfers and Feshbach resonances a profound knowledge of those energy diagrams is essential. As it is obvious that each state $|m_s, m_i\rangle$ at high fields (Paschen-Back regime) adiabatically connects to a certain $|f, m_f\rangle$ at low fields (Zeeman regime), we will for the sake of simplicity in the following denote the states according to their low-field nomenclature.

![Breit-Rabi-diagrams of lithium and sodium according to eq. (3.5). At low fields (Zeeman regime), where $|f, m_f\rangle$ are good quantum numbers, the different hyperfine manifolds are split by $a_{\text{hfs}}(i + 1/2)$, which is 228 MHz and 1.7 GHz for lithium and sodium, respectively. At high fields (Paschen-Back regime), $|m_s, m_i\rangle$ are the quantum numbers which characterize the atoms best: We see that the two main branches with slope $\pm 1.4 \text{ MHz/G}$ are given by the electron spin orientation $m_s = \pm 1/2$ and the substructure reveals the different $m_i$ states, which are offset by $a_{\text{hfs}}/2$ from each other.](image)
3.2. Preparation of Different Spin Channels

3.2.1. Ultracold Atoms in the Optical Dipole Trap

As the preparation of an ultracold sodium-lithium mixture in an optical dipole trap (ODT) has already been described in detail elsewhere [38], we will in the following only shortly summarize the most important steps here and focus on the new items being of direct relevance for this thesis.

In the magnetic trap (MT), sodium and lithium are both trapped in their respective stretched states $\text{Na}\{2, 2\}$ and $\text{Li}\{3/2, 3/2\}$ as in this combination spin-changing collisions (see section 3.3.2) are not possible and thus sympathetic cooling works most efficiently [42, 43]. When the atoms are cold enough, both species are loaded into a crossed beam optical dipole trap (ODT), which has been realized in two different ways during the course of this thesis:

- For all measurements presented in our paper on sodium intraspecies Feshbach Resonances [26], we used optical fibers to guide the light to our experimental setup. Due to the limited power capability [44], we had to use high trapping frequencies of $\omega_{\text{Na}}/2\pi = (310, 130, 310)$ Hz to provide sufficient trap depth of $\sim 10 \, \mu\text{K}$ to hold the atoms.

- As our old ODT was both limited in trap depth due to power issues as well as in sodium atom number due to density-induced three-body losses (see section 3.4.2), we decided to change our setup and send the infrared beams forming the ODT potential free space to the experiment. The resulting trapping frequencies are $\omega_{\text{Na}}/2\pi = (74, 78, 145)$ Hz at similar trap depths as before, i.e. three-body losses are not limiting any more, resulting in $4 \cdot 10^6$ thermal Na atoms after loading from the MT into the ODT or an almost pure condensate of $1 \cdot 10^6$ atoms after an additional stage of evaporative cooling, respectively.

- Due to imperfections in the alignment of the ODT and a residual curvature in our magnetic field, we had to change the power balancing in the ODT beams for some of the resonances at high fields (see chapter 5 and appendix B), resulting in $\bar{\omega}_{\text{Na}}/2\pi = 102$ Hz.

Throughout this thesis, the coordinate system will be oriented as follows: The $x$-axis points in the direction of the optical lattice (chapter 6), the external magnetic field is applied in $y$-direction and the camera takes pictures in the $x - y$ plane (for visualization, see figure 6.1). Gravity acts along the $z$-axis, thus our trap frequencies in this direction are chosen highest in order to counteract the gravitational sag and thus maximize the overlap between the two atomic clouds.

In both ODT configurations, the trapping frequencies for lithium are given by $\omega_{\text{Li}} = 2.11 \omega_{\text{Na}}$, as can be easily seen by the formulas given in section 6.1.2, where optical dipole potentials are treated in detail. The oscillation measurements presented in figure 5.1 of section 5.2 confirm the theory: From the respective fits, we get $\omega_{\text{Li}}/2\pi = (154.2 \pm 1.4)$ Hz and $\omega_{\text{Na}}/2\pi = (74.9 \pm 0.4)$ Hz, which yields a trapping frequency ratio of $2.06 \pm 0.02$. Considering
the large amplitude oscillation used for that measurement, which makes the atoms also probe
the anharmonic regime of the trap, the agreement between theory and experiment is good.

3.2.2. Rapid Adiabatic Passage

Sodium atoms in the $|2, 2\rangle$ state are not a good starting point for making a BEC as this
state heavily suffers from three-body losses [45]. Thus we want to drive the transition
$|2, 2\rangle \rightarrow |1, 1\rangle$, as the three-body loss coefficient $L_3$ of the final state is an order of magnitude
lower than the one of the initial state (see measurements section 3.4.2). A robust way to
achieve this transfer is using a rapid adiabatic passage (RAP) [46], which we will explain in
the following.

Figure 3.2.: RF-transitions between different spin states in lithium and sodium as used in our
experiment. The antenna resonance frequency $\omega$ is shown as dotted black line. Note that
the transitions $\text{Li} |3/2, 1/2\rangle \rightarrow \text{Li} |3/2, -1/2\rangle$ and $\text{Li} |1/2, 1/2\rangle \rightarrow \text{Li} |1/2, -1/2\rangle$ almost lie
exactly on top of each other and are not resolved in this graphical representation.

In short, the RAP is based on the dressed states of a two-level system with resonance
frequency $\omega_0$ in an electric field oscillating with $\omega$. The idea is to adiabatically keep the
atom in the dressed state when sweeping the detuning $\Delta = \omega - \omega_0$ over resonance, thereby
transferring the atom between the two bare states, which resemble the dressed states in the
limit of large detuning. On resonance, where the detuning $\Delta = 0$, the Rabi frequency is
denoted as $\Omega$. If one sweeps the oscillation frequency$^2$ over the two-level system’s resonance
at a constant sweep rate such that $\Delta(t) = \alpha t$, according to the celebrated Landau-Zener
formula [47] the probability $P$ for a diabatic transition is

$$P = e^{-2\pi \frac{\alpha^2}{\omega_0^2}}, \quad (3.6)$$

$^2$Equivalently, one can also sweep the resonance frequency $\omega_0$ instead of $\omega$, which can be easily done e.g. by
applying a small external magnetic field which shifts the levels and thus $\omega_0$ due to the Zeeman effect.
We see that $|\alpha| \ll \Omega^2$ must be fulfilled in order to make the passage adiabatic, i.e. a high Rabi frequency is advantageous. The word rapid refers to the passage not only being used in the case of RF- and MW-, but also optical transitions. There, the passage has to be done rapidly in comparison to the timescale given by spontaneous decay processes. For a more detailed description the reader may be referred to [48], where a comprehensive overview of RAPs using a Bloch Sphere picture is given.

Experimentally, the RAP on the Na $|2, 2\rangle \rightarrow |1, 1\rangle$ transition is realized by sweeping an offset magnetic field around 1 G at fixed MW frequency $\omega/2\pi = 1775.3$ MHz. Simultaneously, we do the transfer Li $|3/2, 3/2\rangle \rightarrow |1/2, 1/2\rangle$ by irradiating $\omega/2\pi \approx 231.6$ MHz, such that the resulting final state of the mixture does not suffer from spin-changing collisions. Note that this transfer has to take place after loading the atoms into the ODT, as the final states are high-field seekers and thus not magnetically trapable.

After some optional additional evaporative cooling in the ODT, we prepare the atoms in the spin channel we want to do the experiments, e.g. Feshbach spectroscopy, in. For this purpose, we built an antenna being impedance matched at 16.9 MHz. Depending on the magnetic field sweep range, we can drive the transitions shown in figure 3.2.

Figure 3.3 shows the results of the MW- and RF-transfer of Na $|2, 2\rangle \rightarrow |1, 1\rangle$ and Na $|1, 1\rangle \rightarrow |1, -1\rangle$, respectively. With the frequency sweep ranges of 511 kHz and

\[\text{This frequency is mostly determined by the geometric constraints for the antenna: It has been designed such that it does not diminish the optical access when being placed near the atoms, i.e. on the glass cell.}\]
11.21 MHz corresponding to the respective ramps in magnetic field, we get a Rabi frequency of $\Omega_{\text{MW}}/2\pi = (668 \pm 44)$ Hz and $\Omega_{\text{RF}}/2\pi = (12.8 \pm 1.4)$ kHz, respectively.\footnote{Note that the transition $\text{Na}|1,1\rangle \rightarrow \text{Na}|1, -1\rangle$ is a two-photon transition via the $\text{Na}|1,0\rangle$ state, so the single transition Rabi frequency for $\text{Na}|1,1\rangle \rightarrow \text{Na}|1,0\rangle$ or $\text{Na}|1,0\rangle \rightarrow \text{Na}|1, -1\rangle$ is expected to be higher.} It has to be stressed that in the current configuration the antenna, which is also being used for evaporation in the magnetic trap, is not impedance matched, which severely limits the Rabi frequency $\Omega_{\text{MW}}$. Thus we can currently not exceed a Rabi frequency of $\Omega_{\text{MW}} = 0.67$ kHz on the $\text{Na}|2,2\rangle \rightarrow \text{Na}|1,1\rangle$ transition without major changes of the MW setup.

Recently, MW induced Feshbach resonances have been proposed for sodium \cite{49}. Their width depends on the strength of the applied radiation and can be estimated as follows: With $\hbar \Omega \propto \Delta \mu B_{\text{MW}}$, where $\Delta \mu$ is the magnetic moment of the transition and $B_{\text{MW}}$ the magnetic field strength of the microwave radiation, we see that this strongly limits $B_{\text{MW}} \lesssim 0.4$ mG. The corresponding width of the microwave induced Feshbach resonance is $\sim 1$ mHz \cite{49}, which would require a magnetic field stability on the order of $\sim 0.5$ nG for tuning, a value being experimentally not feasible. Thus, at least an impedance matching circuit and the resulting increase in $\Omega$ would be essential to observe MW induced Feshbach resonances.

### 3.2.3. Stern-Gerlach

Having applied the RAP on the atoms, we have to check whether the transfer has been succesful. For that purpose, we use a Stern-Gerlach type experiment: The common way to image our atoms is absorption imaging \cite{27}, usually after a time-of-flight (TOF) expansion in order to reduce the high optical densities. If we consider the expansion of a thermal cloud at temperature $T$, the $1/e^2$ radius of the cloud $\sigma(t_{\text{TOF}})$ reads after a time $t_{\text{TOF}}$ of TOF

$$\sigma^2(t_{\text{TOF}}) = \sigma^2(0) + \frac{k_B T}{m} t_{\text{TOF}}^2$$

(3.7)

where $m$ denotes the mass of the atoms and $\sigma(0)$ is the in-situ width of the trapped atomic cloud (for a derivation, see section 3.4.1). We see that the normal TOF expansion does not differ between different spin states. This changes if we apply a magnetic field gradient $B' = \partial B/\partial y$ during a time $t_{\text{TOF}} - t_D$ of the expansion. If we denote $\mu$ as the atoms’ magnetic moment in their respective spin state, the shift of the cloud center reads

$$\Delta x = \frac{\mu B'}{2m} \left( t_{\text{TOF}}^2 - t_D^2 \right).$$

(3.8)

We see that $\Delta x \propto t_{\text{TOF}}^2$, while $\sigma \propto t_{\text{TOF}}$, i.e. by choosing long TOFs we are able to separate the different spin components. The external magnetic field is not applied during the whole expansion time $t_{\text{TOF}}$, but only during $t_{\text{TOF}} - t_D$, as the fintune coil used to create the gradient produces a magnetic field $B(y) = B_0 + B'y$ with $B_0 = 10.4$ G and $B' = 3.9$ G/cm. Thus the offset field $B_0$ results in a transition shift for sodium of 27 MHz = 2.7$\Gamma$, where $\Gamma = 10$ MHz.
Figure 3.4.: Stern-Gerlach expansion of sodium (left) and lithium (right), showing pictures of different experimental preparations superimposed. The respective spin states of the condensed sodium atoms are nicely separated due to their low expansion energy, whereas the different lithium spin states overlap and are thus offset for reasons of clarity. The calculated profiles have been obtained using eqs. (3.7) and (3.8) with $t_{NaTOF} = 11\,\text{ms}$, $t_{LiTOF} = 6\,\text{ms}$, $T_{Li} = 500\,\text{nK}$ and $T_{Na} = 100\,\text{nK}$, latter chosen to yield a good guide to the eye. Due to the short time-of-flight, the sodium clouds of the $F = 1$ hyperfine manifold are optically dense.

is the linewidth of the transition used for imaging. Thus, if we would not turn off the finetune coil before imaging, the sodium atoms would scatter about a factor of thirty less imaging light than at vanishing magnetic field $B = 0$. Experimentally we choose a delay time of $t_D = 2\,\text{ms}$ to ensure all fields to have reached a sufficiently low value, which yields the displacements given in table 3.1 by means of eq. (3.8).
Table 3.1: Theoretically calculated and measured displacements of different spin states after Stern-Gerlach separation. The TOF-durations chosen are $t_{\text{TOF}}^{\text{Na}} = 11\,\text{ms}$ and $t_{\text{TOF}}^{\text{Li}} = 6\,\text{ms}$. The values were obtained without using any free parameters. Considering the high sensitivity on the order of about $100\,\mu\text{m}/\text{ms}$ on the TOF-duration $t_{\text{TOF}}$ and especially on the delay time $t_D$, the agreement of theory and experiment is good.

<table>
<thead>
<tr>
<th>Spin State</th>
<th>Na</th>
<th>Li</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>2, 2\rangle$</td>
<td>551</td>
</tr>
<tr>
<td>$</td>
<td>1, 1\rangle$</td>
<td>-289</td>
</tr>
<tr>
<td>$</td>
<td>1, 0\rangle$</td>
<td>-17</td>
</tr>
<tr>
<td>$</td>
<td>1, -1\rangle$</td>
<td>264</td>
</tr>
</tbody>
</table>

In order to visualize the effect of the Stern Gerlach-expansion, in figure 3.4 we show absorption images of sodium and lithium in different spin states. The preparation of the condensed sodium atoms can be checked by eye, whereas determining quality of the lithium preparation requires a fit to the data.

3.3. Loss Mechanisms in Trapped Ultracold Atom Samples

Having prepared a atoms in a certain spin state, one can map out a loss curve of the sample to determine its lifetime, e.g. in dependence of an external magnetic field applied. In the following, we will explain which useful information about the scattering length can be concluded from such measurements.

3.3.1. One-Body Losses

Loss processes, which only involve a single trapped atom, are called one-body losses. There are mainly two mechanisms leading to such a process: As the vacuum of an experimental apparatus is never perfect, there is always the probability that an atom at room temperature scatters with a trapped cold atom, which makes latter immediately leave the trap.\(^5\)

Another process which can lead to the loss of atoms are uncontrollable changes in the trap frequency: If the trapping potential features noise at multiples of the trap frequency, this can cause excitations of the atom to a higher harmonic oscillator state, which finally results in loss. As we will show in detail in chapter 8, using this kind of excitation process can also be used in a controlled way to study relaxation of the resulting excited state.

\(^5\)This is actually how vacuum problems in our experimental setup show up: We observe strongly reduced atom lifetimes if e.g. the atomic beam shutter is broken and thus the hot atom beam scatters with the trapped atoms.
Typically, the atoms in the MT feature a lifetime of \( \sim 30 \text{s} \) and in the ODT \( \sim 30 \text{s} \) as well. Together with a calculated photon scattering rate of \( \Gamma_{sc} \sim 0.011/\text{s} \) from the IR-beams, this sets an upper bound of \( \Gamma_{bg} < 0.031/\text{s} \) on the one-body loss rate induced by collisions with the background gas.

### 3.3.2. Two-Body Losses

**Spin-Exchange Processes**

The interaction potential of two alkali atoms \( U(r) \) can to a good approximation be assumed to be spherically symmetric. During the collision, the two valence electrons of the colliding atoms can either be in a singlet \( S = 0 \) or triplet \( S = 1 \) state. As explained in chapter 2, the associated potentials \( U_t(r) \) and \( U_s(r) \) are similar for large, while differing substantially for small interatomic distances. Thus, we can write the interaction potential as

\[
U = U_s P_s + U_t P_t = \frac{U_s + 3U_t}{4} + (U_s - U_t)\mathbf{s}_1 \cdot \mathbf{s}_2
\]  

with \( P_s \) and \( P_t \) being the singlet and triplet projection operators, respectively. Writing

\[
\mathbf{s}_1 \cdot \mathbf{s}_2 = s_{1,z} s_{2,z} + \frac{1}{2}(s_{1,+} s_{2,-} + s_{1,-} s_{2,+})
\]

we see that the interaction described by eq. (3.9) conserves the total spin \( S \) and its \( z \)-component \( M_S \), but can exchange the spin of the atoms by flipping one from up to down and the other vice versa. Therefore, this interaction is also called *spin-exchange interaction*.

In the following, we want to investigate the characteristics of the spin-exchange interaction on the example of a sodium-lithium mixture. The most trivial case is the one of a mixture of atoms in their respective stretched states, i.e. \( \text{Na}|2, \pm 2\rangle + \text{Li}|3/2, \pm 3/2\rangle \). Here, there are simply no states for an electron spin exchange available, or more mathematically speaking, the atoms are in a pure triplet state, so these mixtures are stable against spin exchange.

For other spin mixtures, as already shown in the derivation of the Breit-Rabi-Formula, we can decompose the atoms’ state as

\[
|f, m_f\rangle = \alpha |m_s = 1/2, m_i = m_f - 1/2\rangle + \beta |m_s = -1/2, m_i = m_f + 1/2\rangle,
\]

where \( i \) and \( s \), which are fixed for a given atom, have been omitted in this notation for simplicity. If no external field \( B \) is applied, \( \alpha \) and \( \beta \) are simply given by the well-known Clebsch-Gordan coefficients, and in the case of high magnetic fields we end up in a state where electron and nuclear spin are completely decoupled, i.e. either \( \alpha = 1 \) or \( \beta = 1 \), depending on the state (see figure 3.1). In the intermediate regime, one can get \( \alpha \) and \( \beta \) by diagonalizing the Breit-Rabi Hamiltonian matrix and thus determining its eigenvectors.

In figure 3.5, we plot the energy of some selected spin mixtures with different \( M_F = m_F^{\text{Na}} + m_F^{\text{Li}} \). As already pointed out, the spin exchange interaction can not change \( M_F \), which strongly limits the transitions allowed between different spin states.
Figure 3.5: Energies of spin state combinations with different $M_F$. Spin exchange transitions are only possible within states of the same $M_F$ manifold.

Figure

In terms of losses, the Na$|1,1\rangle$ + Li$|1/2,1/2\rangle$ state is obviously the best choice, as it does not cross with any other state having $M_F = 3/2$ and is additionally the energetically lowest of all.

More interesting is the $M_F = 1/2$ state decomposed analog to eq. (3.11)

$$|i\rangle \equiv |1,1\rangle_{Na} + |1/2,-1/2\rangle_{Li} = \alpha_i^{Na} |1/2,1/2\rangle_{Na} + \beta_i^{Na} |1/2,-1/2\rangle_{Na} + \alpha_i^{Li} |1/2,-1\rangle_{Li} + \beta_i^{Li} |1/2,0\rangle_{Li}$$

(3.12)

From figure 3.5 we can see that there exists a state with equal $M_F = 1/2$ but being composed as

$$|f\rangle \equiv |1,0\rangle_{Na} + |1/2,2\rangle_{Li} = \alpha_f^{Na} |1/2,-1\rangle_{Na} + \beta_f^{Na} |1/2,1\rangle_{Na} + \alpha_f^{Li} |1/2,0\rangle_{Li} + \beta_f^{Li} |1/2,1\rangle_{Li}.$$ 

(3.13)

We see that the two states are connected via $\vec{s}_{Na} \cdot \vec{s}_{Li}$ yielding

$$\langle f | \vec{s}_{Na} \cdot \vec{s}_{Li} | i \rangle = \frac{1}{2} \beta_f^{Na} \alpha_f^{Li} \alpha_i^{Na} \beta_i^{Li} \equiv \eta_{\text{spin}}$$

(3.14)

Of course transitions from $|i\rangle$ to $|f\rangle$ can only take place if they are energetically allowed, i.e. in the magnetic field range up to $B = 80$ G. In the following, we will derive a quantitative formula of the associated transition rate.

Motivated\textsuperscript{6} by the derivation of eq. (2.22) in chapter 2, we replace $U_s - U_t$ in eq. (3.9) by $2\pi \hbar^2 (a_s - a_t) / \mu$, where $a_s$ and $a_t$ refer to the scattering lengths for singlet and triplet

\textsuperscript{6}This is of course not a strict derivation. The interested reader may find the rigorous proof in [50], yielding the same result.
potential, respectively. Recalling Fermi’s golden rule

\[ P_{i \rightarrow f} = \frac{2\pi}{\hbar} |\langle f | U | i \rangle|^2 \rho \]  

(3.15)
giving the transition rate from an initial state \( i \) to the final state \( f \) when interacting via a potential \( U \), we get by noting that the density of states for free particles reads \( \rho = \frac{\mu^2}{2\pi^2 \hbar^3} \sqrt{2/\mu E} \) with \( E \) being the energy difference between initial and final state

\[ P_{i \rightarrow f} = 4\pi \sqrt{2E/\mu} |\eta_{\text{spin}}|^2. \]  

(3.16)

For typical parameters of cold atom experiments, we can estimate \( P_{i \rightarrow f} \sim \times 10^{-12} \text{cm}^3/\text{s} \). Due to the high energy gain in a spin-exchange collision \( E \sim \mathcal{O}(\text{MHz}) \), which can be seen in figure 3.5 as the vertical distance between two lines of equal \( M_F \), both participating atoms will be lost from the trap. Therefore, we can relate the spin exchange rate \( P_{i \rightarrow f} \) to experimentally observable trap loss

\[ \hat{n}_{\text{Li}} = \hat{n}_{\text{Na}} = P_{i \rightarrow f} n_{\text{Li}} n_{\text{Na}} \]  

(3.17)

with \( n_{\text{Li}} \) and \( n_{\text{Na}} \) being the densities of lithium and sodium, respectively. We see that the measurement of spin-exchange losses should reveal information about the scattering lengths’ difference, as we will further investigate quantitatively by means of experimental data below.

### Dipolar Processes

The assumption of the electrons interacting only via a spherically symmetric potential \( U(r) \) is not completely correct. As we will see later in chapter 4, the magnetic dipole-dipole interaction \( U_{dd} \) between the electron’s spins can despite of its small energy be of crucial importance for understanding the experimental observations. The associated potential can be written as [50]

\[ U_{dd} = \frac{\mu_0 (2\mu_B)^2}{4\pi r^3} \left[ \vec{s}_1 \cdot \vec{s}_2 - 3(\vec{s}_1 \cdot \vec{r})(\vec{s}_2 \cdot \vec{r}) \right], \]  

(3.18)

where \( \vec{r} \) denotes the spatial vector between the two electrons. We can see from an expansion in spherical harmonics [51] that this interaction drives transitions with \( \Delta l = \pm 2, 0 \) (except \( l = 0 \rightarrow l = 0 \)), taking the required angular momentum from the spins such that \( M_S + m_l = M_{\text{Na}}^S + m_{\text{Li}}^1 + m_l \), is conserved\(^8\).

In order to estimate the importance of the dipole interactions for two-body losses, we want to compare it to the previously considered spin-exchange collisions. Normalizing eq. (3.18)

\(^7\)Although experimentally the atoms are placed in a trap, after a spin exchange collision they will have gained so much energy \( E \gg U_{\text{trap}} \) that they can be treated as free particles.

\(^8\)Including also the nuclear spin in the treatment, one can more generally say that \( M_F + M_S + m_l \) is conserved. Compared to the dipole-dipole interaction of the spins, the one of the nuclei is by a factor of \( \mu_i/\mu_s \) smaller and thus negligible.
for a finite volume and comparing it with eq. (3.9), where we again replace the potentials by the appropriate scattering lengths, we get

\[ \frac{U_{dd}}{U_{ex}} \approx \frac{\mu_0 \mu^2 B}{\hbar^2 (a_s - a_t)} . \] (3.19)

For this rough estimate, we neglected constants and the spin dependencies, which yield factors on the order of 1. With typical scattering lengths on the order of several \(10a_0\), we get as an estimate for \(U_{dd}/U_{ex} \sim 10^{-2}\), or for the associated transition rate \(P_{i 	o f}^{dd} \approx 10^{-4}P_{i 	o f}^{ex}\) \(\sim 10^{-16}\) cm\(^3\)/s. We thus see that being in a spin channel where spin-exchange takes place, we do not need to take losses due to the dipole interaction into account; these might only be of interest e.g. in the stretched states, where spin exchange is not possible.

### 3.3.3. Three-Body Losses

Another very important loss mechanism in ultracold atom samples are the three-body-losses, e.g. they make the transfer \(\text{Na}|2, 2\rangle \to \text{Na}|1, 1\rangle\) necessary as already pointed out in section 3.2. In the energetically lowest spin state \(\text{Na}|1, 1\rangle \to \text{Li}|1/2, 1/2\rangle\), which does not suffer from two-body losses, loss mechanisms involving more than one atom are described by three-body processes. To be able to understand them better, we will explain the underlying mechanisms in the following.

When two alkali atoms collide, they interact via a combination of singlet and triplet potential, each of which gives rise to bound molecular states. Therefore, with a finite probability the two atoms can be scattered into one of those bound states, thereby gaining the associated binding energy \(|\varepsilon_b|\). For forming a molecule, two atoms do not have enough degrees of freedom to fulfil momentum and energy conservation (which is trivially fulfilled in the two-body processes described above in section 3.3.2). Thus they need a third atom which carries away a certain fraction of the bound state energy \(\eta|\varepsilon_b|\) in form of kinetic energy. To further proceed, we have to distinguish two cases:

1. Away from any resonance, the binding energy \(\varepsilon_b\) is way larger than the typical trap depth of \(U_0 = \mathcal{O}(10\mu\text{K})\). Thus, all three involved atoms are immediately lost from the trap.

2. Near a resonance, for the sake of simplicity we assume the universal formula for the bound state energy eq. (2.13) \(\varepsilon_b = -\frac{\hbar^2}{2\mu a^2}\) to be valid.\(^9\) The typical trap can hold the atom and the molecule for scattering lengths \(a\) on the order of \(500a_0\) and more, as only then the resulting dimer is so weakly bound that the energy release is small enough. But as this molecule is in a vibrationally highly excited state, the next collision with an atom will result in a relaxation to lower lying states and thus again, three atoms

\(^9\)In section 3.3.4 we will see to what extent this assumption is justified for different types of resonances.
will be lost from the trap, but in contrast to the first case one atom having gained the recombination energy $-\eta \varepsilon_b$ will stay trapped and thus effectively heat the sample.

So we see that in both scenarios three atoms will be lost from the trap. Moreover, besides the recombination heat, inherent to the three- and two-body loss processes there is the so-called anti-evaporation: As the losses in an atom sample of density $n$ scale as $\dot{n} = -L_m n^m$ with $m$ being 2 for the two- and 3 for the three-body loss, atoms are preferably lost in the middle of the trap, where the density is biggest. The atoms there have an energy lower than the sample average and thus the process is just the contrary of evaporative cooling: There we spill the most energetic atoms, while two- and three-body losses remove the coldest atoms and thus effectively heat the sample.

A dimensional analysis shows that the three-body loss coefficient $L_3$ scales near a Feshbach resonance as $a^4$ [52], which is fundamental for doing Feshbach spectroscopy: Experimentally, we are sensitive to the enhanced losses and identify the position of maximum loss as the resonance position.\(^{10}\)

### 3.3.4. Broad and Narrow Resonances

In our simplified treatment, we have so far considered the effects of two-body interactions, which are elastic scattering and losses, as independent processes. As to be read in detail in [5], one can incorporate the two-body losses into the imaginary part of the scattering length $a$, which then reads

$$a = a_{bg} \left( 1 + \frac{\Delta \delta \mu}{-E_0 + i(\gamma/2)} \right)$$

(3.20)

where $E_0$ is the threshold resonance position, most commonly tuned by a magnetic field, $\delta \mu$ is the difference in magnetic moments of open and closed channel and $\gamma$ the decay rate for the bound state into all available loss channels. In figure 3.6, eq. (3.20) is visualized: The difference of loss maxima between two-and three-body losses are an interesting feature, which we will revisit in chapter 5. The plot of imaginary vs. real part of $a$ shows the advantage of using 'broad' resonances, i.e. experimentally speaking such with a large width $\Delta$.\(^{11}\) Noting that the functional form shown here is a circle with center $(x, y) = (a_{bg}, a_{bg} \Delta \delta \mu / \gamma)$ and radius $a_{bg} \Delta \delta \mu / \gamma$, we see that not only for large widths $\Delta$, but also for large background scattering lengths $a_{bg}$, the tuneability of $a$ at the same loss rate $b$ is higher.

Motivated by the discussion about the tuneability, one can define the resonance strength parameter

$$s_{res} = \frac{a_{bg} \delta \mu \Delta}{R_{vdW} E_{vdW}}.$$  

(3.21)

\(^{10}\)Of course, physics is not that easy, but a detailed treatment of three-body losses being a field of ultracold atom research on its own [53] is far beyond the scope of this thesis.

\(^{11}\)A more rigorous definition of the term 'broad' will be given at the end of this chapter.
where $R_{vdW}$ and $E_{vdW} = \frac{\hbar^2}{2\mu R_{vdW}^2}$ are the van der Waals radius and energy, respectively. If $s_{res} \gg 1$, we call the resonance broad. Intuitively, one can see that in this case the microscopic details of the potential do not matter, as the defining length and energy scales are given by $a_{bg}$ and $\delta \mu \Delta$, respectively. Molecules being formed in the range of $\pm \Delta$ around such a resonance have a very small closed channel admixture in their wavefunction [5] and thus their binding energy can be described by the universal expression eq. (2.13) having the scattering length $a$ as only parameter. In contrast, narrow resonances show universal physics only around a very small fraction of their (already narrow) width $\Delta$, but nevertheless they have recently found an application in the experimental investigation of the Fermi Polaron [18].

### 3.4. Interpretation of Loss Curves

In the following, we will extract information from experimentally recorded loss curves, starting from a short overview about atom density distributions in traps.

#### 3.4.1. Atom Density Distributions in Traps

In order to quantitatively understand loss processes occuring in ultracold atom systems, we have to analyze their density distributions. For $N$ distinguishable particles with mass $m$ at temperature $T$ in a trap with frequency $\omega$, the Maxwell-Boltzmann distribution reads
\begin{equation}
\nonumber
n(\vec{x}, \vec{p}) = N N_x \exp \left(-\frac{m \omega^2 \vec{x}^2}{2 k_B T}\right) N_p \exp \left(-\frac{\vec{p}^2}{2 m k_B T}\right).
\end{equation}

The normalization factors read $N_x = \left(\frac{m \omega^2}{2 \pi k_B T}\right)^{3/2}$ and $N_p = \left(\frac{1}{2 m \pi k_B T}\right)^{3/2}$. Integrating out the momentum part, we are left with the in-situ density distribution, which we can obtain via absorption imaging [27]. For thermal atoms at a temperature of $T = 1 \mu K$ in our optical dipole trap with frequencies\footnote{In the course of this thesis, these values have not been constant, but adapted to the respective experimental requirements. The value given here has been used to obtain the optical lattice data presented in chapter 8.} $(\omega_x^N, \omega_y^N, \omega_z^N)/2\pi = (74, 78, 145)$ Hz and $(\omega_x^{Li}, \omega_y^{Li}, \omega_z^{Li})/2\pi = (157, 154, 305)$ Hz, the in-situ widths of the profiles are $(\sigma_{0,x}, \sigma_{0,y}) = (41, 39) \mu m$ and $(\sigma_{0,x}^{Li}, \sigma_{0,y}^{Li}) = (38, 38) \mu m$. As this result is very sensitive on the precise knowledge of the trap frequencies and an easy determination of $\sigma$ is complicated by the high optical density of the trapped clouds, it is more senseful to image the atom distribution a time $t_{TOF}$ after the turn-off of the confining potential. The new distribution then reads

\begin{equation}
\nonumber
n(\vec{x}) = \int d^3r_0 d^3p_0 n(\vec{r}_0, \vec{p}_0) \delta^3(\vec{r}_0 + \vec{p}_0 t_{TOF} - \vec{x})
\nonumber\nonumber\nonumber
\end{equation}

\begin{equation}
\nonumber
= N N_x(t_{TOF}) \exp \left(-\frac{\vec{x}^2}{2 \sigma^2(t_{TOF})}\right)
\end{equation}

\begin{equation}
\nonumber\nonumber\nonumber
\end{equation}

with

\begin{equation}
\nonumber
\sigma^2(t_{TOF}) = \frac{k_B T}{m \omega^2} + \frac{t_{TOF}^2 k_B T}{m} = \sigma^2(0) (1 + \omega^2 t_{TOF}^2).
\end{equation}

and the new normalization $N_x(t_{TOF}) = 1/(2 \pi \sigma(t_{TOF}))^{3/2}$. From eq. (3.24) we see the advantage of time-of-flight compared to in-situ images: To deduce temperature, the in-situ measurement requires precise knowledge of the trapping frequency $\omega$. Moreover, high optical densities and trap anharmonicities can be problematic for the in-situ image analysis. In contrast, as long as $t_{TOF} \gg 1/\omega$, the TOF-picture only requires precise knowledge of the experimentally well determined $t_{TOF}$ to deduce the temperature $T$.

So far, our treatment has only considered classical particles, but when dealing with ultracold quantum gases, naturally also the statistics come into play. Weakly interacting bosons at low temperatures can be described by the famous Gross-Pitaevskii equation [54, 55], which is basically a Schrödinger equation with the nonlinear term eq. (2.22) motivated in section 2 and reads

\begin{equation}
\nonumber
- \frac{\hbar^2}{2m} \nabla^2 \psi(r) + V(r) \psi(r) + U_0 |\psi(r)|^2 \psi(r) = \mu \psi(r).
\end{equation}

Here, $V(r)$ denotes the external confining potential, $U_0 = 4 \pi \hbar^2 a/m$ the interaction energy and $\mu = \partial E/\partial N$ the chemical potential. The wavefunction $\psi(r)$ is normalized such that $\int d^3r |\psi(r)|^2 = N$ with $N$ being the total number of condensed atoms. The exact solution of the Gross-Pitaevskii equation (GPE) requires numerics, but in the experimentally often
relevant case of a kinetic energy being small in comparison to potential and interaction energy, we obtain the density of trapped atoms as

\[ n(r) = |\psi(r)|^2 = \max\left(\frac{\mu - V(r)}{U_0}, 0\right). \tag{3.26} \]

In this socalled Thomas-Fermi approximation, the radii \( R_i \) of the cloud in a harmonic confining potential \( V(r) = m\omega_i^2 x_i^2 / 2 \) read

\[ R_i = \sqrt{\frac{2\mu}{m\omega_i^2}}. \tag{3.27} \]

To express the density distribution in terms of experimentally accessible parameters, we take into account the normalization condition \[ \int dV n(r) = N \] and thus get for the chemical potential

\[ \mu = \frac{15^{2/5}}{2} \left( \frac{Na}{\bar{a}} \right)^{2/5} \hbar\bar{\omega}, \tag{3.28} \]

where we introduced the mean trap frequency \( \bar{\omega} = \sqrt[3]{\omega_x\omega_y\omega_z} \) and the associated harmonic oscillator length \( \bar{a} = \sqrt{\hbar/(m\bar{\omega})} \). Equation (3.28) shows some important characteristics of the trapped interacting Bose gas: In comparison to the density distribution of a classical gas (3.22) we see that its peak density does not simply scale with \( N \), but with \( N^{2/5} \), i.e. it is only weakly dependent on the atom number, a dependency which will be important later when investigating loss processes. The parameter \( Na/\bar{a} \) is a measure of the ratio of interaction and kinetic energy and can thus be used to check the overall validity of the Thomas-Fermi approximation. At the surface of the condensed cloud, the Thomas-Fermi approximation is not giving a correct description (see figure 3.7), as due to the low density the kinetic energy term gains importance and thus one can not neglect it any more. The whole Gross-Pitaevskii equation (3.25) loses its validity in the regime of strong interactions, where a mean field description of the atoms’ wavefunction is not justified any more.

In a time-of-flight picture, the Bose condensate simply rescales its characteristic shape of the inverted parabola (3.26), which has in the first experiments been used as a signature for a macroscopic occupation of the ground state [1]. While the exact mathematical description of the BEC expansion process is rather complex [56], for analyzing a TOF-picture of a partly condensed Bose gas we simply fit it with a bimodal distribution, i.e. a Maxwell-Boltzmann distribution (3.23) with a superimposed inverted parabola. The width of the gaussian gives us the temperature \( T \) and by integrating over the two distributions, we can also determine the condensate fraction \( \eta \). Knowing the critical temperature for the BEC transition in a harmonic trap [50],

\[ k_B T_c = 0.94\hbar\bar{\omega} N^{1/3} \tag{3.29} \]

we get via the relation for a harmonically trapped bose gas

\[ \eta = \frac{N_c}{N} = 1 - \left( \frac{T}{T_c} \right)^3 \tag{3.30} \]
Figure 3.7: Time-of-flight picture of a partly condensed Bose gas. The temperature can be either determined from the size of the thermal cloud ($T_{\text{therm}}^{x,y}$) or from the condensate fraction ($T_{\text{cond}}^{x,y}$). The results for the two different axes agree within their error bars, as expected for a thermalized gas. An interesting feature of the fit is the edge of the BEC, where the fit (black line) and the experimental data (red) disagree due to the Thomas-Fermi approximation losing its validity there.

In figure 3.7, we see a typical picture of a partly bose-condensed cloud after a time of flight of $t_{\text{TOF}} = 31$ ms. With the fitting procedure described above, we get a condensate fraction of 40.6(1.5)$\%$ (as error, we take the difference between the results of $x$- and $y$-axis). Knowing the trap frequencies and the total atom number, we can derive the temperature using eqs. (3.29, 3.30) and get $T_{\text{cond}}^{x} = 327(6)$nK and $T_{\text{cond}}^{y} = 330(6)$nK, where the error is mainly given by the uncertainties in the trap frequencies. A different method to get the...
temperature is to extract it from the size of the thermal cloud using eq. (3.24), which in our case results in $T_x^{\text{therm}} = 328(33)\text{nK}$ and $T_y^{\text{therm}} = 273(27)\text{nK}$. The big errors can be explained by considering the quadratic dependence of $T$ on $\sigma$, which itself has a fit uncertainty of typically 3%. Moreover, the magnification of our imaging system is not known to an accuracy of better than 4%, which in combination makes this temperature determination less precise than the method making use of the intrinsic BEC properties. But e.g. for small condensate fraction, temperature determination via the size of the thermal cloud is advantageous.

### 3.4.2. Loss Analysis of Trapped Homonuclear Atom Samples

The kind of losses most easy to understand and analyze are one-body losses obeying the equation $\dot{n} = -\gamma n$, which can be easily solved by $N(t) = N_0 \exp(-\gamma t)$, with $N(t)$ and $N_0$ being the total particle number after time $t$ and at $t = 0$, respectively. This solution is independent of the distribution $n(r)$ of the trapped atoms.

For loss processes involving more than one trapped atom, deriving the loss equation is not as straightforward. In general, $m$-body losses obey $\dot{n} = -L_m n^m$ for thermal and $\dot{n} = -L_m n^m/m!$ for condensed bosonic atoms, where the factor $m!$ stems from the indistinguishability of particles in the BEC. As we usually measure the total particle number $N = \int dV n(r)$, we first have to integrate the whole differential equation in space, yielding in the case of $\dot{T} = 0$

$$\dot{N} = -\alpha N^{\lambda+1}$$

which can be solved by

$$N(t) = \frac{N_0}{(1 + \alpha \lambda N_0^\lambda t)^{1/\lambda}}.$$  

<table>
<thead>
<tr>
<th>process</th>
<th>thermal cloud</th>
<th>BEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-body</td>
<td>$N(t) = \frac{N_0}{1 + B_2 N_0^\lambda t^{3/2}}$</td>
<td>$N(t) = \frac{N_0}{1 + A_2 (1 + \frac{2}{\lambda} A_3 N_0^\lambda t)^{5/4}}$</td>
</tr>
<tr>
<td></td>
<td>$B_2 = L_2 \left(\frac{m^2}{2\pi k_B T}\right)^{3/2}$</td>
<td>$A_2 = L_2 \frac{1}{\frac{120a^2}{\pi^2 a_{ho}^2} (\frac{15a}{a_{ho}})^{7/5}}$</td>
</tr>
<tr>
<td>3-body</td>
<td>$N(t) = \frac{N_0}{(1 + (\zeta + 2) B_3 N_0^\lambda t)^{1/(\zeta + 2)}}$</td>
<td>$N(t) = \frac{N_0}{(1 + \frac{2}{\lambda} A_3 N_0^\lambda t)^{5/4}}$</td>
</tr>
<tr>
<td></td>
<td>$B_3 = L_3 \left(\frac{m^2}{2\sqrt{3\pi k_B T}}\right)^3$</td>
<td>$A_3 = L_3 \frac{1}{15120 \frac{a}{a_{ho}}^3 (\frac{15a}{a_{ho}})^{9/5}}$</td>
</tr>
</tbody>
</table>

**Table 3.2:** Scaling of different loss processes in homonuclear systems of thermal and condensed atoms. Note that for the case of three-body losses in a thermal cloud, the model takes into account a temperature increase of $\zeta k_B T$ with $\zeta \approx 1$ per lost atom due to recombination heating [57].
The peak density of a thermal cloud scales linearly with $N$, whereas according to eq. (3.28) for a BEC it only grows with $N^{2/5}$ yielding different $\lambda$. The results of the integration for the different cases can be found in table 3.2.

In figure 3.8, we show typical loss curves of trapped sodium clouds. Experimentally, we prepare thermal atoms in the $|2,2\rangle$ or $|1,1\rangle$ state in the ODT, which we can bose-condense by forced evaporative cooling. The trap loss is recorded in dependence of the hold time $t$ as shown for a $|2,2\rangle$ BEC and a $|1,1\rangle$ thermal cloud.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.8.png}
\caption{Loss curves for a $|2,2\rangle$ BEC (a) and a $|1,1\rangle$ thermal cloud (b). Note the different time scales on the t-axes. Each dataset is fitted with an exponential, a BEC and a thermal cloud loss curve (see table 3.2). One can see by eye that the exponential fit is not the correct description, but to get a quantitative handle on the fit quality one can consider the $R^2$ value, which for good fits is supposed to take a value $\to 1$. For the loss curves above, $R^2$ indicates that the BEC fit is superior compared to the thermal fit when the atoms are condensed and vice versa.}
\end{figure}

From the loss curves, we can extract the 3-body loss coefficient $L_3$. From the respective fits to sodium BECs in $|2,2\rangle$ and $|1,1\rangle$, we get $L_3^{|2,2\rangle} = 3.3 \cdot 10^{-28} \text{cm}^6 \text{s}^{-1}$ and $L_3^{|1,1\rangle} = 2.1 \cdot 10^{-29} \text{cm}^6 \text{s}^{-1}$. The two loss coefficients differ by one order of magnitude, in agreement with Ref. [45], but the absolute values are off. A possible reason is that for long hold times the cloud is partly condensed and partly thermal, as described in detail below. This complexity could be circumvented by extracting $L_3$ from loss measurements of a thermal cloud. But that is also not straightforward, as the $L_3$ determined this way strongly scales with the temperature $T^3$, whereas the BEC loss curve has only $\omega$ and $a$ as parameters, which are both known with high precision.

A useful observation is that the BEC data shows a constant temperature $T$ determined from the thermal cloud size. The heating effect, which we would expect due to losses of the coldest atoms as discussed in section 3.3.3 is counteracted by the finite trap depth and
thermalization of the high density atom sample, i.e. by plain evaporation. Having this in mind, an interesting feature which can be observed when recording the losses from a condensed cloud is the temporally decreasing condensate fraction $\eta$ as shown in figure 3.9.

Figure 3.9.: Decrease of the condensate fraction $\eta$ of a sodium $|2, 2\rangle$ BEC vs. time $t$ (a) and inverse atom number $10^6/N$ (b). The insets in a) shows the sodium density profiles for high and low condensate fraction $\eta$. The errorbars in a) are obtained averaging over the datapoints of two runs, whereas in b) they originate from taking the mean of the fits in the two directions $x$ and $y$.

But rather than plotting the condensate fraction versus the time $t$, it is physically more meaningful to choose for the $x$-axis the inverse atom number $1/N$, as according to eqs. (3.29) and (3.30) we expect the scaling

$$\eta = 1 - \left( \frac{k_B T}{0.94 \hbar \omega} \right)^3 \frac{1}{N} .$$

Plotting and fitting the data accordingly, we get $\left( \frac{k_B T}{0.94 \hbar \omega} \right)^3 = (99\pm4) \cdot 10^3$, which translates to a temperature of $T^{\text{cond}} = (197\pm11)$ nK, with the error mainly determined by the uncertainties in the trapping frequencies. This result is in excellent agreement with the value we get from the fit to the thermal cloud $T^{\text{therm}} = (180\pm93)$ nK, but has a way higher precision.

To conclude the subsection investigating the loss features of homonuclear samples, we want to stress that the value obtained for $L_3$ can not be attributed a high accuracy: As we have seen in the last paragraph, the condensate fraction is strongly decreasing over time, which makes our model, which for simplicity assumes a pure condensate, inaccurate. For a more precise determination of $L_3$, one could either measure with a pure thermal cloud or start with bigger condensates and just take the initial atom loss for fitting into account, where $\eta$ changes only slightly. From the theoretical side, one could also implement a numerical
model taking both the BEC and the thermal cloud into account, but this is far beyond the scope of this thesis.

Important for all further measurements are the long timescales $O(30\text{ s})$ of losses in a $|1,1\rangle$ BEC, which makes it possible to observe interspecies effects in the lifetimes of heteronuclear samples, as we will see in the following.

### 3.4.3. Loss Analysis of Trapped Heteronuclear Atom Samples

Having understood the loss spectra of sodium in different hyperfine states, we will in the following investigate what happens if we add lithium. The fermion is non-interacting due to Pauli blocking and the freezing out of $p$-wave scattering at ultracold temperatures. Nevertheless, lithium can show homonuclear losses due to $p$-wave resonances at certain magnetic fields \[58, 59\], which are however not interfering with our measurements presented in the following.

In general, the loss equation for lithium in the mixture reads

$$
\dot{n}_{Li} = -\Gamma n_{Li} - L^\text{NaLi}_2 n_{Li} n_{Na} - L^\text{NaLi}_3 n_{Li} n_{Na}^2.
$$

(3.34)

Due to the fermionic statistics of lithium, a three-body loss event always involves two sodium and one lithium atom, as mathematically described in eq. (3.34). Experimentally, we usually have $n_{Na} \gg n_{Li}$ and thus we will in the following make the assumptions that during the loss

- no sodium is lost, i.e. $n_{Na} = \text{const.}$
- the temperature of the sample is constant, which means that we can write $n_{Li} = N_{Li} f(x, T)$ with $f(x, T)$ being the distribution of thermal atoms in the trap (we neglect small effects due to a possible slight lithium degeneracy)

A constant temperature is ensured by the trap depth of our ODT in combination with a good interspecies thermalization rate, but the assumption of constant sodium number gives rise to systematic errors in our evaluation, which will be taken into account where necessary.

Integrating eq. (3.34) over space and solving the differential equation, we get for the lithium atom number

$$
N_{Li}(t) = N_{Li}(0) \cdot e^{-(\Gamma + \Gamma_2 + \Gamma_3)t}
$$

(3.35)

with $\Gamma_n = L_n \int dV f(x, T) n_{Na}^{(n-1)}$. We see that the lithium loss is – under the simplifying assumptions made – purely exponential.

As most simple case we prepare both species in their respective ground state, $\text{Na}|1,1\rangle$ and $\text{Li}|1/2,1/2\rangle$. As shown before in section 3.3.2, there can be no inelastic two-body loss from that state and so $\Gamma_2 = 0$. Thus the lithium loss shown in figure 3.10 is only given by background $\Gamma_1 > 0$ and three-body losses $\Gamma_3 > 0$ with the sodium. To account for the three-body losses with lithium, we plot the sodium numbers as $N_{Na} - 2N_{Li}$ and fit the data with the three-body loss curve of a BEC. In comparison with a pure $\text{Na}|1,1\rangle$ sample shown
in figure 3.8 b), we see qualitative agreement of the loss curves, which decrease with similar time constants.

![Figure 3.10](image1)

**Figure 3.10:** Losses in a Li $|1/2,1/2\rangle$ Na $|1,1\rangle$ mixture. The lithium (a) is fitted with a purely exponential loss yielding a time constant of $\tau = (24.6 \pm 3.5)$ s. The sodium atom number (b) is first rescaled to account for the three-body loss and then fitted with the condensate loss formula from table 3.2.

More interesting is the case of Na $|1,1\rangle$ Li $|1/2,−1/2\rangle$. As we already saw in figure 3.5, this is the energetically lowest spin state with $M_F = 1/2$ for $B > 80$ G, i.e. $L_2(B > 80$ G) = 0, but in the low field range Na $|1,0\rangle$ Li $|1/2,1/2\rangle$ is a possible spin exchange loss channel. Recalling the formula for the spin exchange loss rate eq. (3.16) we see that we roughly expect maximal loss where the energy between the two states is maximized ($B \approx 40$ G). A more precise calculation also taking the energy dependence of $\eta_{\text{spin}}$ into account yields, that $P_{\text{i}→\text{f}}$ is maximized for $B \approx 34$ G.

Figure 3.11 a) shows lithium loss curves recorded while applying an external magnetic field $B = 0$ G and $B = 40$ G, respectively. The effect of spin-exchange losses is lower than naively expected, as also reflected in the fit results, which agree within their error bars. Therefore, instead of measuring single loss curves, we map out the remaining number of atoms after a fixed time $t = 20$ s in dependence of the applied magnetic field $B$. We clearly see in figure 3.11 that for fields below 80 G there are less atoms left than for higher fields, which we can quantify using as fit function $N(B) = N_0 \exp(-c\sqrt{E(B)}\eta_{\text{spin}(B)})$ with $N_0$ and $c$ being free parameters. Assuming $\Gamma$ and $\Gamma_3$ of eq. (3.35) as independent of the magnetic field, we get

$$N_{\text{Li}}(B = 34$ G) = $N_{\text{Li}}(B > 80$ G) $\cdot e^{-\Gamma_2(B=34$ G)$t}$$

(3.37)
Figure 3.11.: a) Loss curves of $\text{Li}|1/2, -1/2\rangle$ for $B = 0 \text{ G}$ (blue) and $B = 40 \text{ G}$ (red) with a $\text{Na}|1, 1\rangle$ background. Each point is an average of three experimental runs. The solid lines are exponential fits to the data, yielding the same time constant within the error bars. b) Remaining number of lithium atoms after a fixed hold time of $t = 20 \text{s}$. Each point is an average of four to five experimental runs. The red solid line is a fit to the data taking the magnetic field dependence of $E$ and $\eta_{\text{spin}}$ for the spin exchange process $\text{Li}|1/2, -1/2\rangle \text{Na}|1, 1\rangle \rightarrow \text{Li}|1/2, 1/2\rangle \text{Na}|1, 0\rangle$ into account as detailed in the text. Note that a) and b) have been obtained with different sodium background densities.

with $N_{\text{Li}}(B > 80 \text{ G}) = (2.1 \pm 0.1) \cdot 10^4$ and $N_{\text{Li}}(B = 34 \text{ G}) = (12 \pm 2) \cdot 10^3$ from our fit. After integrating the density distribution $\Gamma_2 = L_2 \int d^3 x f(x, T) n_{\text{Na}}$, we get

$$L_2 = (7.8 \pm 4.6) \cdot 10^{-15} \text{cm}^3 \text{s}^{-1}.$$ (3.38)

The large uncertainty stems from the systematics in sodium number and condensate fraction, which decrease during $t = 20 \text{s}$ by a factor of $\sim 2.3$ (see figure 3.10) or from 50% to 20%, respectively. Moreover, the uncertainty in temperature determination contributes to the statistical error. Note that in the calculation of $L_2$, we had to take the gravitational sag $\Delta z = g \cdot \left( (1/\omega_{\text{Li}}^2)^2 - (1/\omega_{\text{Na}}^2)^2 \right) \approx 9 \mu\text{m}$ into account, which reduces the value of the overlap integral of lithium with the condensate to $\sim 70\%$ and with the thermal cloud to $\sim 80\%$, thus leading to an overall overlap decrease of $\sim 75\%$. With the energy difference $E = 6.03 \text{ MHz}$ from the Breit-Rabi formula and the spin factor

$$\eta_{\text{spin}}(B = 34 \text{ G}) = \frac{1}{2} \beta^\text{Na}_1 \alpha^\text{Li}_1 \alpha^\text{Na}_1 \beta^\text{Li}_1 = \frac{1}{2} \cdot 0.7259 \cdot 0.4339 \cdot 0.4802 \cdot 0.7382$$ (3.39)

which we obtain from diagonalization of the Breit-Rabi-Matrix eq. (3.4), we obtain the important result

$$|a_s - a_t| = (5.9 \pm 1.7) a_0$$ (3.40)
for the difference between triplet and singlet scattering length. This small value explains why it was not easy to recognize the effect of two-body loss in the loss curves directly and why our result for $L_2$ is so untypically small.

In this chapter, we have developed an understanding of the behaviour of different atomic spin states in magnetic fields and shown how to manipulate and analyze them. The timescales obtained by measuring loss curves for different atomic samples were shown to be so long that e.g. thermalization measurements could be easily done without the detrimental effects of substantial losses. In chapter 5 we will see how our experimental findings about the scattering length can contribute to the understanding of the NaLi Feshbach resonance spectrum.
4. Sodium Intraspecies Feshbach Resonances

To develop an understanding of Feshbach resonances, we will first treat the homonuclear case, which could be used to tune $\alpha$ due to its dependence on the condensate intraspecies scattering length. To interpret the spectrum of $s$-waves obtained in our experiment, we first introduce the Moerdijk model, which will turn out not to be sufficient to explain all resonances. Therefore, the asymptotic bound-state model (ABM) as an extension is introduced and a complete understanding of the $s$-wave resonance spectrum is developed and an analysis of the higher partial wave resonances together with the results of a coupled-channels calculation are given. Finally, we show how to obtain the scattering length for an arbitrary spin channel from the triplet and singlet scattering lengths $a_s$ and $a_t$.

4.1. $s$-wave Resonance Spectrum

Summing up what we introduced in the last chapters, we see that the Hamiltonian for two atoms interacting with an external magnetic field applied can be written as

$$H = T + H_{\text{hf}} + H_Z(B) + U(r)$$  \hspace{1cm} (4.1)

with $T = -\hbar^2 \nabla^2 / (2\mu)$ being the particles' relative kinetic energy,

$$H_{\text{hf}} = \frac{a_{s\alpha}}{\hbar^2} \mathbf{s}_\alpha \cdot \mathbf{i}_\alpha + \frac{a_{s\beta}}{\hbar^2} \mathbf{s}_\beta \cdot \mathbf{i}_\beta$$  \hspace{1cm} (4.2)

the hyperfine interaction and

$$H_Z = [(g_{s\alpha}s_{z\alpha} + g_{i\alpha}i_{z\alpha}) + (g_{s\beta}s_{z\beta} + g_{i\beta}i_{z\beta})] \frac{\mu_B B}{\hbar}$$  \hspace{1cm} (4.3)

the Zeeman term. The interatomic potential can be projected onto its singlet and triplet part by the operators\(^1\) $P_X$ and $P_a$ yielding

$$U(r) = U_X(r)P_X + U_a(r)P_a.$$  \hspace{1cm} (4.4)

\(^1\)Note that in comparison to the previous chapter we changed the indices indicating the total spin from $s$ to $X$ for the singlet and $t$ to $a$ for the triplet to be consistent with the notation of molecular physics and our paper $[26]$.  
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Using that Hamiltonian, we want to investigate the characteristics of Feshbach resonances in a certain atomic system, starting with determining their position. From chapter 2, we know that a Feshbach Resonance occurs\(^2\) when a molecular state crosses the free atom threshold. Thus, we have to calculate the eigenstates of eq. (4.1) and determine the crossings of their respective energy with the free atom threshold, latter simply being given by the Breit-Rabi formula eq. (3.5).

For the diagonalization of eq. (4.1), we first have to choose a suitable basis set. Denoting the total molecular spin as \(\vec{S} = \vec{S}_\alpha + \vec{S}_\beta\) and the total molecular angular momentum as \(\vec{F} = \vec{F}_\alpha + \vec{F}_\beta\) with \(\vec{l}\) being the orbital angular momentum of the atoms’ relative motion, we see that these quantities are only conserved for \(B = 0\). Their respective projection \(m_F = M_S + M_I = m_{s,\alpha} + m_{s,\beta} + m_{t,\alpha} + m_{t,\beta}\) and \(M_F = m_F + m_l\) are conserved for all magnetic fields \(B\), and furthermore \(M_S\) is a good quantum number for high magnetic fields \(B\) which yield \(H_Z(B) \gg H_{HF}\). Thus the choice of \(|l, m_l\rangle |S, M_S, I, M_I\rangle\) as basis set is appropriate.\(^3\)

As an ansatz, we choose to diagonalize Hamiltonian eq. (4.1) starting from the molecular levels, a method related to deperturbation theory commonly used in the context of molecular spectra [60]. We can write the molecular wave function \(|\nu l, \sigma\rangle = |\Psi_S^{S,l}\rangle |\sigma\rangle\) as a product of spin part \(|\sigma\rangle\) and spatial part \(|\Psi_S^{S,l}\rangle\) being dependent on the spin \(S = 0, 1\), vibrational quantum number \(\nu\) and the atoms’ relative angular momentum \(l\).

The matrix elements of the Hamiltonian of our homonuclear system, i.e. \(\alpha = \beta\) in the previous equations, read

\[
H_{\nu l'|\nu l, \sigma'|\nu l} = \varepsilon_{\nu}^{S,l} \delta_{\nu,\nu'} \delta_{l,l'} \delta_{\sigma,\sigma'} + \mu_B B(g_s M_S + g_I M_I) \delta_{\nu,\nu'} \delta_{l,l'} \delta_{\sigma,\sigma'} + a_{HF} \delta_{l,l'} \eta^{SS}_{\nu,\nu'}(l) \langle \sigma' | \vec{s} \cdot \vec{1} + \vec{Z} \cdot \vec{2} | \sigma \rangle / \hbar^2. \tag{4.5}
\]

Here, \(\delta_{ij}\) denotes the Kronecker \(\delta\), \(\varepsilon_{\nu}^{S,l}\) the binding energy of the rovibrational level \((\nu, l)\) of the singlet \(S = 0\) or triplet \(S = 1\) potential. The last term is responsible for coupling of singlet and triplet levels, as we will further elucidate by means of a complete explanation of the sodium intraspecies Feshbach resonance spectrum. From the orthogonality of the molecular wavefunctions within the singlet and triplet manifold, respectively, it is clear that the Franck-Condon factor \(\eta_{\nu,\nu'}^{SS}(l) = \langle \Psi_{\nu}^{S,l} | \Psi_{\nu'}^{S,l} \rangle = \delta_{\nu,\nu'}\), i.e. different vibrational molecular states having the same electron spin \(S\) can not be coupled directly.

To gather some first insight into the working mechanisms of our model, we restrict ourselves to the simple case of just one rovibrational molecular level of each spin state involved, described by the quantum numbers \(|\nu_0, l = 0, S = 1\rangle\) and \(|\nu_X, l = 0, S = 0\rangle\). Motivated by our experiments, we choose as atomic states sodium atoms in the \(|1, 1\rangle\) state, which thus defines the basis states the Hamiltonian has to be diagonalized in. Recalling that \(M_F = m_l + M_S + M_I = 2\) has to be conserved, we get with \(\nu_{Na} = 3/2\) the possible states listed in

\(^2\)Of course this is just an approximation, but in the frame of our work, which almost exclusively deals with narrow resonances, this describes the situation very well.

\(^3\)At this point, we could as well have chosen \(|S, M_S, m_{i,1}, m_{i,2}\rangle\), which we will use later in the treatment of Feshbach resonances of distinguishable particles.
<table>
<thead>
<tr>
<th>$l$</th>
<th>$m_l$</th>
<th>$S$</th>
<th>$M_S$</th>
<th>$I$</th>
<th>$M_I$</th>
<th>$(SI)f$</th>
<th>$M_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>(02)2</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>3</td>
<td>3</td>
<td>(13)2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td>(13)3</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>(13)4</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>(11)2</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 4.1:** List of $l = 0$ states for each vibrational singlet ($S=0$) and triplet ($S=1$) state with $M_F = m_l + M_S + M_I = 2$ due to the choice of the atomic spin state. The last two columns show the quantum numbers $|f, M_F⟩$ of the coupled basis, which adiabatically connects to the corresponding states $|M_S, M_I⟩$ at high fields.

table 4.1 by means of combinatorics. A further restriction for all states is that $l + S + I$ must be even to yield a symmetric bosonic wavefunction. In the specific case of $s$-wave scattering, where $l = 0$ and thus the spatial wavefunction is symmetric, this means that the spin wavefunction needs to be symmetric as well, i.e. $S + I$ must be even.

The first part of eq. (4.5) can be easily evaluated, but the hyperfine structure term needs some more effort. To get a handle on it, we can rewrite its spin part as

$$\vec{s}_1 \vec{i}_1 + \vec{s}_2 \vec{i}_2 = \frac{1}{2} \left[ (\vec{s}_1 + \vec{s}_2)(\vec{i}_1 + \vec{i}_2) + (\vec{s}_1 - \vec{s}_2)(\vec{i}_1 - \vec{i}_2) \right]$$

$$= \frac{1}{2} \left( \vec{S} \cdot \vec{I} + \vec{S}' \cdot \vec{I}' \right)$$

(4.6)

where we have defined $\vec{S}' \equiv \vec{s}_1 - \vec{s}_2$ and $\vec{I}' \equiv \vec{i}_1 - \vec{i}_2$.

### 4.1.1. Moerdijk Model

The term $\vec{S}' \cdot \vec{I}'$ induces a coupling of singlet and triplet states. In order to simplify the problem for a first understanding we will neglect it, i.e. only consider the problem of decoupled singlet an triplet states. This approximation is known as Moerdijk model [61] and is valid for small singlet-triplet coupling, which can be assumed in our case as we will see later. Noting that we can write

$$\vec{S} \cdot \vec{I} = I_z S_z + \frac{1}{2} (I_+ S_+ + I_- S_-)$$

(4.7)

with the spin raising and lowering operators eqs. (3.3) introduced in the previous chapter, we can write the Hamilton matrix using the states of table 4.1 as basis and get

$$H_{\text{Moerdijk}} = \begin{pmatrix} H_{S=0}^{I=2} & 0 & 0 \\ 0 & H_{S=1}^{I=3} & 0 \\ 0 & 0 & H_{S=1}^{I=1} \end{pmatrix}.$$  

(4.8)
Here, $H_{S=1}^{I=2} = \varepsilon^X_{\nu} + 2\mu_B B g_i$ and $H_{S=1}^{I=1} = \varepsilon^a_{\nu} + \mu_B B (g_s + g_i) + \frac{\sqrt{g_s g_i}}{2\hbar^2}$ are single matrix elements, whereas $H_{S=1}^{I=3}$ contains off-diagonal elements and can be written as

$$H_{S=1}^{I=3} = \begin{pmatrix} \varepsilon^a_{\nu} + \mu_B B (-g_s + 3g_i) - \frac{3\sqrt{g_s g_i}}{2\hbar^2} & \sqrt{g_s g_i} & 0 \\ \sqrt{g_s g_i} & \varepsilon^a_{\nu} + 2\mu_B B g_i & \frac{\sqrt{g_s g_i}}{2\hbar^2} \\ 0 & \frac{\sqrt{g_s g_i}}{2\hbar^2} & \varepsilon^a_{\nu} + \mu_B B (g_s + g_i) + \frac{\sqrt{g_s g_i}}{2\hbar^2} \end{pmatrix}.$$  (4.9)

Matrix (4.8) can be diagonalized for every magnetic field $B$ yielding the result graphically presented in figure 4.2. It is indicated that by a change of the singlet and triplet binding energies $\varepsilon^X_{\nu}$ and $\varepsilon^a_{\nu}$, one can shift the molecular spectrum and thus its crossings with the free atom threshold, which determine the position of Feshbach resonances.

**Connection to Open and Closed Channel**

Before we proceed, we want to discuss how the states retrieved by the diagonalization of eq. (4.8) are connected to the so-called open and closed channel introduced in chapter 2 and often found in literature. Therefore, we want to recall that we work in the basis $|S, M_S, I, M_I\rangle$, i.e. the matrix (4.8) is

$$H_{\text{Moerdijk}} = \langle S, M_S, I, M_I | H | S, M_S, I, M_I \rangle.$$  (4.10)

Each of the scattering atoms is prepared in an atomic hyperfine state $|j\rangle = |f_1, m_{f,1}\rangle |f_2, m_{f,2}\rangle$. In the case of $|f_1, m_{f,1}\rangle = |f_2, m_{f,2}\rangle = |1, 1\rangle$, we have $M_F = 2$ and thus the appropriate basis set to determine open and closed channel reads

$$|f_1, m_{f,1}\rangle |f_2, m_{f,2}\rangle = |1, 1\rangle |1, 1\rangle,$$

$$|2, 1\rangle |1, 1\rangle,$$

$$|2, 1\rangle |2, 1\rangle,$$

$$|2, 2\rangle |1, 0\rangle,$$

$$|2, 2\rangle |2, 0\rangle.$$  (4.11)

Via Clebsch-Gordan coefficients, those five states can be connected to the $|f, M_f\rangle$ states in table 4.1, which can then be written as functions of our basis states $|S, M_S, I, M_I\rangle$ as shown at the end of this chapter. Expanding $1 = \sum_j |j\rangle \langle j|$, we can rewrite the Hamiltonian Matrix:

$$H_{\text{Moerdijk}} = \langle S, M_S, I, M_I | H | S, M_S, I, M_I \rangle = \langle S, M_S, I, M_I | \left( \sum_{j} |j\rangle \langle j| \right) H \left( \sum_{j'} |j'\rangle \langle j'| \right) | S, M_S, I, M_I \rangle$$

$$= \sum_{j, j'} \langle S, M_S, I, M_I | j \rangle \langle j | H | j' \rangle \langle j' | S, M_S, I, M_I \rangle = U H U^\dagger$$  (4.12)

Note that this last transformation is dependent on the actual value of the magnetic field.
We see that for $|j\rangle = |j'\rangle = |1, 1\rangle$, $H_{PP} \equiv \langle j|H|j\rangle$ defines the open channel. Noting the closed channel as $Q$, $H$ can thus be written as

$$H = \begin{pmatrix} H_{PP} & H_{PQ} \\ H_{QP} & H_{QQ} \end{pmatrix},$$

(4.13)

where the part $H_{QQ}$ can be diagonalized leaving $H_{PP}$ unaffected. This representation is particularly helpful to determine the widths of resonances [62]. Moreover, we get insight into the character of the open channel: Unlike for simplicity often stated, the open and closed channel are never pure singlet or triplet states. As to be seen by eq. (4.12), open and closed channel are always a magnetic field dependent linear combination of singlet and triplet and can be retrieved by the appropriate unitary transformation of $H_{\text{Moerdijk}}$.

**Application of the Moerdijk Model**

As a first application of the Moerdijk model, we choose the $|1, 1\rangle$ channel with resonances at 851.0 G and 905.1 G, which have already been known for a long time [4]. Additionally, due to our capability to apply external fields of up to 2.2 kG [38], we were able to measure a resonance at 2054.2 G. In the $|1, -1\rangle$ channel, we obtained a resonance at 1500.1 G. When extending the Breit-Rabi formula eq. (3.5) to negative magnetic fields, we see that e.g. $B < 0$ in the $|1, 1\rangle$ channel corresponds to $B > 0$ in the $|1, -1\rangle$ channel. Thus the resonance at 1500.1 G in $|1, -1\rangle$ can be conveniently expressed as $-1500.1$ G resonance in $|1, 1\rangle$. The loss curves presented in figure 4.1 show the number of atoms left after holding them for a certain time $t_h$ at a magnetic field $B$. As we will see later, the hold time $t_h$ strongly correlates to the resonance width.

By means of our data we will test the accuracy of the Moerdijk model. As an additional input we take data from magnetic field dependent molecular spectroscopy [63] telling us that the binding energy of the last singlet bound state is $\varepsilon^X_{\nu} = -10738$ GHz. Plugging this number in and doing a least-squares fit with the triplet energy $\varepsilon^\alpha_{\nu}$ as free parameter, we get the fit results listed in table 4.2 and graphically represented in figure 4.2. The overall resonance structure is well reproduced, but the numerical predictions deviate by $\sim 3$ G from the experimentally obtained values.

So far, the existence of the singlet state has no influence on the calculated resonance positions, as we are describing them using a pure triplet state which does not couple to a singlet state, a restriction which we will release in the following.

---

5 Obviously if both atoms are in their respective stretched state $|f = i + s, m_f = f\rangle$, the open channel does have pure triplet character. But this case can be left out of the discussion as atoms in this state do not show magnetically tuneable Feshbach resonances.
Figure 4.1. Feshbach spectroscopy of Na $|1, -1\rangle$ (a-b) and Na $|1, 1\rangle$ (c-e) showing the number of atoms left after holding them for a certain time $t_h$ at a magnetic field $B$. Each data point is an average over one to four experimental runs with the error bar representing the 1σ statistical uncertainty. The solid lines are Gaussian fits to determine the resonance positions. Due to the loss feature asymmetry caused by the relatively large width of resonance d), only the datapoints below the position of maximal loss have been taken into account for the fit.

4.1.2. Asymptotic Bound-State Model

To include singlet-triplet coupling, we have to take the term $\propto \vec{S}' \cdot \vec{I}'$ of eq. (4.6), which we have neglected so far, into account. As already done for the term $\vec{S} \cdot \vec{I}$, we can write

$$\vec{S}' \cdot \vec{I}' = I'_z S'_z + \frac{1}{2} \left( I'_+ S'_+ + I'_- S'_- \right). \quad (4.14)$$

With the help of the common expansion of triplet and singlet states $|S, M_S\rangle$ in $|m_{s,1}, m_{s,2}\rangle$,

$$|1, 1\rangle = |1/2, 1/2\rangle$$
$$|1, 0\rangle = 1/\sqrt{2}(|1/2, -1/2\rangle + |-1/2, 1/2\rangle)$$
$$|1, -1\rangle = |-1/2, -1/2\rangle$$
$$|0, 0\rangle = 1/\sqrt{2}(|1/2, -1/2\rangle - |-1/2, 1/2\rangle) \quad (4.15)$$
we can easily verify the relations

\[ S'_{z} = s_{z,1} - s_{z,2} = |1, 0\rangle \langle 0, 0| + |0, 0\rangle \langle 1, 0| \]
\[ S'_{+} = s_{+,1} - s_{+,2} = \sqrt{2}(|0, 0\rangle \langle 1, -1| - |1, 1\rangle \langle 0, 0|) \]
\[ S'_{-} = s_{-,1} - s_{-,2} = \sqrt{2}(-|0, 0\rangle \langle 1, 1| + |1, -1\rangle \langle 0, 0|) \]

As already anticipated, we see that the $\vec{S}'$ operators act like the normal $\vec{S}$ operators with the difference that they couple between singlet and triplet states. The decomposition of the $\vec{I}'$ operators is more involved, as it is a priori not obvious how they act on our basis states $|I, M_I\rangle$. By writing

\[ |I, M_I, i_1, i_2\rangle = \sum_{m_{i_1}+m_{i_2}=M_I} |i_1, m_{i_1}, i_2, m_{i_2}\rangle \langle i_1, m_{i_1}, i_2, m_{i_2}|I, M_I, i_1, i_2\rangle \] (4.17)

with $\langle i_1, m_{i_1}, i_2, m_{i_2}|I, M_I, i_1, i_2\rangle$ being the well known Clebsch-Gordan coefficients, we expand $|I, M_I\rangle$ in the new basis $|i_1, m_{i_1}, i_2, m_{i_2}\rangle$ that our operators

\[ I'_{z} = i_{z,1} - i_{z,2} \]
\[ I'_{\pm} = i_{\pm,1} - i_{\pm,2} \] (4.18)
can act on. With the hyperfine part of the Hamiltonian written as

\[ H_{hf} = a_{hf}\delta_{l,l}\eta_{S,S'}(l) \langle \sigma|\vec{s}_1\cdot\vec{i} + \vec{s}_2\cdot\vec{i}|\sigma\rangle /\hbar^2 \]
\[ = a_{hf}\delta_{l,l}\eta_{S,S'}(l) \langle \sigma|\vec{s}' \cdot \vec{I} + \vec{S}' \cdot \vec{I}'|\sigma\rangle /\hbar^2 \equiv V_{hf}^+ + V_{hf}^- \] (4.19)

the matrix of Hamiltonian eq. (4.5) denotes

\[ H_{ABM} = \begin{pmatrix} H_{S=0} & V_{hf}^- \\ V_{hf}^+ & H_{S=1} \end{pmatrix} \] (4.20)
with

\[ H_{S=1} = \begin{pmatrix} H_{S=1} & 0 \\ 0 & H_{S=1} \end{pmatrix} \] (4.21)

where latter incorporates already $V_{hf}$ as offdiagonal terms (see eq. (4.9)).

The term $V_{hf}^+$ is coupling singlet and triplet with a coupling strength proportional to the overlap parameter $\eta_{S,S'}(l) = \langle \Psi_{S,l}^S | \Psi_{S',l}^{S'} \rangle$. It can be evaluated analytically if the state’s binding energy is so small that the classical turning point $r_c$ lies beyond the van-der-Waals

---

6The same expansion could already have been done for $\vec{S}'$, but there the number of states involved is still manageable such that one can as well do it by hand. Moreover, the expansion of $\vec{S}'$ is applicable to all alkali atom mixtures, as they all have one outer electron each.
radius $R_{vdW}$. Then, we have a halo state, which has only a very small fraction of its total probability density inside the classically allowed region, and thus $\eta$ can be calculated using eq. (2.10) yielding a value close to 1. More generally, the van-der-Waals shape $-C_6/r^6$ can be used to describe the potential as long as $r \gg r_X$, where the exchange radius $r_X$ is defined by the distance where the magnitude of the exchange interaction eq. (3.9) equals the one of the van der Waals interaction. States having an $r_c \gg r_X$ are called asymptotic bound states and their Franck-Condon factors are calculable by integrating the radial Schrödinger equation using the asymptotic shape $-C_6/r^6$ of the potential only [62, 64].

In our case of sodium, the triplet state with a binding energy of 5 GHz has its classical turning point for $r_c = 22a_0$, which has to be compared to typical values of the exchange radius $r_X \approx 15a_0$ [65]. So we are certainly not in the regime where $r_c \gg r_X$ and therefore it is difficult to obtain the Franck-Condon factors $\eta$ via calculations, thus they will serve as free parameters in the following, unless there is other sources to determine their values from.

**ABM with one Singlet and one Triplet State**

The width of the avoided crossing between the triplet $\nu_a = 14$ and singlet $\nu_X = 64$ states [63] gives an overlap $\eta_{64,14}^{0,1} \approx 0.85$. With this additional information at hand, one can diagonalize matrix eq. (4.20) and do a least-squares fit with the triplet energy $\varepsilon_{14}^a$ as free parameter, yielding the fit results listed in table 4.2 and graphically represented in figure 4.2.

---

7In our paper [26], we define an outer radius $R_{out} = 21a_0$, which can as well serve as a measure of the exchange radius $r_X \approx R_{out}$. 

---

**Figure 4.2.** Different theoretical descriptions of measured resonance spectrum (green dots). The resonance positions can be adjusted by varying the triplet binding energy $\varepsilon_{14}^{1,0}$ to determine the crossing of the molecular states (blue: Moerdijk, red: ABM) with the atomic threshold (black dashed). The difference between the two models, i.e. the singlet-triplet coupling, is evident at the avoided crossings.
We see that the more realistic ABM model has not improved our fit with respect to the Moerdijk model, even made it worse. Besides the rms deviation from the fit result, one can exemplarily as in indicator also take distance in magnetic field between the two resonances around 900 G, $\Delta_{\text{exp}} = 54.1$ G. Comparing that to the results of the Moerdijk and the ABM model, $\Delta_{\text{Moerdijk}} = 59.9$ G and $\Delta_{\text{ABM}} = 45.2$ G, one can see that so far the theoretical description does not fit our experimental findings which have an uncertainty of not more than $\delta B = 0.5$ G\(^8\).

**ABM with Virtual States**

Our model so far lacks also the explanation of the resonance at $-1202.6$ G, which has been first observed in Ref. [66]. To explain this resonance and improve on the overall fit, again motivated by [63] we take a so-called virtual singlet and triplet state, i.e. states with positive binding energies $\varepsilon^X_\nu$ and $\varepsilon^a_\nu$, into account. As also to be seen in figure 4.3 a), despite they are continuum states for $B = 0$, for $B \neq 0$ they can become bound and are thus essential to describe both number and positions of the Feshbach resonances observed.

<table>
<thead>
<tr>
<th>parameter</th>
<th>$\varepsilon_{64}^0$ [MHz]</th>
<th>$\varepsilon_{65}^0$ [MHz]</th>
<th>$\eta_{64,14}$</th>
<th>$\varepsilon_{63}^{0.1}$ [MHz]</th>
<th>$\varepsilon_{15}^{0.1}$ [MHz]</th>
<th>$\eta_{64,14}$</th>
<th>$\eta_{65,14}$</th>
<th>$\eta_{65,15}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moerdijk</td>
<td>-10738</td>
<td>-4974.1</td>
<td></td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABM1</td>
<td>-10738</td>
<td>-5000.7</td>
<td>0.85</td>
<td></td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABM2</td>
<td>-10738</td>
<td>-4990.5</td>
<td>0.85</td>
<td>1347</td>
<td>1999.9</td>
<td>0.758</td>
<td>0.467</td>
<td>0.990</td>
</tr>
</tbody>
</table>

Table 4.2: Results of the least-square fitting procedures using the Moerdijk model and the ABM with one singlet and triplet state (ABM1) and two (ABM2), respectively. The parameters varied for fitting are printed bold. The results are visualized in figures 4.2 and 4.3.

With only five resonances at hand, a fit varying all eight free parameters is not meaningful. Moreover, e.g. the energy of the $\nu_X = 64, 65$ singlet states and their overlap parameters with the triplet states cannot be determined independently, as there is no measured resonance directly connected to the singlets. Thus, we take as additional information the data given in [63, 67] to get the values of $\varepsilon_{64}^0, \varepsilon_{65}^0$ and $\eta_{64,14}^{0.1}$. The optimization procedure only runs on the triplet bound state energies $\varepsilon_{14}^{0.1}$ and $\varepsilon_{15}^{0.1}$ as well as the Franck-Condon overlaps $\eta_{S,S'}^{S,S'}$. With all five measured resonances included, the least squares fit with two singlet and triplet states

\(^8\)Depending on the exact magnetic field values and the coils used to apply it, our rf spectroscopy shows widths of 80 mG to 300 mG. The central value $B_0$ around which the field fluctuates can be determined with a much higher precision though, i.e. the value of $\delta B = 0.5$ G should only be considered as an upper bound.
Figure 4.3.: a) Description of the entire s-wave resonance spectrum using two molecular singlet and triplet states. b) The additional singlet is essential to explain the resonance at $-1202.6 \, \text{G}$. c) By the avoided crossing, the unperturbed resonance, which would show up at 910.1 G (red dashed-dotted line), shifts by -5 G to the experimentally observed value of 905.1 G.

and their respective overlap parameters $\eta_{\nu,\nu'}^{SS'}$ yields the results listed in table 4.2. We see a drastic improvement in the rms error of the fit and an astonishing agreement of experimental data and theoretical explanation with deviation $\leq 0.1 \, \text{G}$. Zoom b) of figure 4.3 shows how the the $M_S = 1$ level of the virtual triplet state gives rise to the observed $-1202.6 \, \text{G}$ resonance, which can thus be used to pin down the energy of the virtual state $\varepsilon_{15}^{0.0}$. Moreover, especially zoom c) nicely illustrates how the indirect coupling between the triplet states $\nu_a = 14$ and $\nu_a = 15$ mediated via the $\nu_X = 65$ singlet shifts the position of the 905.1 G resonance from
the uncoupled position 910.1 G by −5 G to the observed experimental value. Thus, the theoretically calculated difference in magnetic field between the two $M_S = +1$ resonances now matches the experimentally obtained one.

To finish the chapter dealing with sodium $s$-waves, we finally want to discuss the resonance in state $|1, -1\rangle$ at 1202.6 G, which is special in several ways. It is the only $s$-wave resonance requiring a virtual triplet state to be explained. As to be seen in figure 4.3 b), this also leads to a very small difference in magnetic moments of the atomic threshold and the molecular state, i.e. there is a very nice tuning with the magnetic field according to eq. (2.24) where we have seen that $\Delta \propto 1/\delta\mu$. A more involved theoretical calculation [5] confirms this result.

![Figure 4.4: Sodium $|1, -1\rangle$ intraspecies resonance at 1202.6 G. Due to the negative width $\Delta < 0$, interactions are first decreased when increasing the magnetic field $B$. Thus $a = 0$ (vertical red line) can be achieved without the detrimental effects of three-body losses and molecule formation, latter being enabled by the appearance of a bound state (schematically shown as green line).](image)

Moreover, we can also see that the sign of $\delta\mu$ and thus $\Delta$ must be different for the 1202.6 G resonance compared to all others, which is also depicted in figure 4.4 depicting the results of the coupled-channels calculation [68] yielding $\Delta = -1.473$ G. We can see that in this case of a negative width an increase in magnetic field first leads to a decrease in interactions and one can even tune to $a = 0$, i.e. realize the textbook example of a non-interacting Bose gas without having to cross a resonance.\(^9\) For even higher fields, the strongly interacting regime is entered with scattering lengths $a < 0$. A resonance with $\Delta < 0$ thus has the advantage that we can tune to weak interactions without having to cross the resonance. In the reverse case of $\Delta > 0$, tuning to $a = 0$ requires a ramp over the resonance, which leads

\(^9\)Experimentally, being confronted with magnetic field instabilities $\delta B = O(30 \text{ mG})$, one can still tune to $a = a_{bg}\delta B/|\Delta| \approx 1a_0$. 65
to three-body losses and – during the ramp back to zero field, where the atoms are imaged – molecule formation.

4.2. Higher Partial Waves

To explain the wealth of sodium intraspecies resonances measured [26], just including $s$-waves is not sufficient. Therefore, we also have to take the higher partial waves $l \neq 0$ in eq. (4.5) into account. In our case of two identical bosons colliding, the spin wavefunction must be symmetric, which then requires the spatial wavefunction to be symmetric as well, i.e. $l = 0, 2, 4, \ldots$. One could think that the observation of higher partial wave resonances is highly suppressed due to our temperature of $T \approx 1 \mu K$ and a rotational barrier of $6 \text{ mK}$ as calculated in chapter 2. But as we have seen in chapter 3, the dipole-dipole interaction (3.18) couples $l = 0$ with $l = 2$ states. Evaluating eq. (3.18) for $r = R_{vdW}$, we get an associated energy of $3.8 \text{ MHz}$, which translates into a shift of the Feshbach resonance positions on the order of $1 \text{ G}$. Thus we can justify not to include the dipole-dipole interaction in the Hamiltonian, as its effect does not alter the Feshbach spectrum by much. Nevertheless, in the following we will take advantage of it by including $d$- and $g$-wave resonances in our considerations, which are coupled to the atoms having collision energies that only give rise to $s$-wave scattering. The dipole-dipole interaction circumvents the very weak tunneling of the scattering atoms through the high centrifugal barrier and thus makes higher partial wave resonances observable.

![Figure 4.5: Moerdijk model of the $\nu_a = 14$ triplet state with $M_F = 2$ and $l = 0$ (thick blue lines), $l = 2$ (thin red lines) and $l = 4$ (dotted green lines). The energy of the atoms prepared in $|1, 1\rangle + |1, -1\rangle$ is shown as dashed black line. The experimentally measured Feshbach resonances are depicted by solid squares (s-waves), circles (d-waves) and triangles (g-waves). On the left, a sketch of the molecular triplet potential containing the $l = 0, 2, 4$ states indicates the molecular bound states which the Feshbach resonances stem from.](image)
Binding energies and overlap parameters for s-waves:

<table>
<thead>
<tr>
<th>ε (_{64}^{0,0})</th>
<th>ε (_{14}^{1,0})</th>
<th>η (_{64,14}^{0,1})(0)</th>
<th>ε (_{65}^{0,0})</th>
<th>ε (_{15}^{1,0})</th>
<th>η (_{64,15}^{0,1})(0)</th>
<th>η (_{65,14}^{0,1})(0)</th>
<th>η (_{65,15}^{0,1})(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-11000(^1)</td>
<td>-4991(1)</td>
<td>0.85(^1)</td>
<td>1400(^3)</td>
<td>2014(10)</td>
<td>0.79</td>
<td>0.47</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Rotational splittings and overlap parameters for d-waves:

<table>
<thead>
<tr>
<th>D (_{64}^{0})</th>
<th>D (_{14}^{1})</th>
<th>η (_{64,14}^{0,1})(2)</th>
<th>D (_{65}^{0})</th>
<th>D (_{15}^{1})</th>
<th>η (_{64,15}^{0,1})(2)</th>
<th>η (_{65,14}^{0,1})(2)</th>
<th>η (_{65,15}^{0,1})(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1556(38)(^2)</td>
<td>1309(2)</td>
<td>0.85(^4)</td>
<td>504(38)(^2)</td>
<td>465(34)(^2)</td>
<td>0.44</td>
<td>0.47</td>
<td>—</td>
</tr>
</tbody>
</table>

Rotational splittings for g-waves:

<table>
<thead>
<tr>
<th>G (_{64}^{0})</th>
<th>G (_{14}^{1})</th>
<th>η (_{64,14}^{0,1})(4)</th>
<th>G (_{65}^{0})</th>
<th>G (_{15}^{1})</th>
<th>η (_{64,15}^{0,1})(4)</th>
<th>η (_{65,14}^{0,1})(4)</th>
<th>η (_{65,15}^{0,1})(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5064(45)(^2)</td>
<td>4214(2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

**Table 4.3:** Results of the ABM least-square fit including s-, d- and g-waves. All energies are given in MHz. Additionally to our measured resonances, we made use of molecular spectroscopy data, which are marked \(^i\), where \(i = 1, 2, 3\) refers to publication [63],[69],[67].

When \(l = 2\) is allowed, the number of possible states \(M_F = m_J + m_l\) increases from five shown in table 4.1 to 22+5, which are listed in [26]. Restricting ourselves to the Moerdijk model with the triplet \(\nu = 14\) only, we see from eq. (4.5) that the only two new parameters are the binding energies \(\varepsilon^{S,l}_\nu\) for \(l = 2, 4\). Doing a least-squares fit with our experimental data\(^{10}\), we get \(\varepsilon^{1,0}_\nu = -4976\,\text{MHz}, \varepsilon^{1,2}_\nu = -3679\,\text{MHz}\) and \(\varepsilon^{1,4}_\nu = -765\,\text{MHz}\). The resulting molecular spectrum shown in figure 4.5 together with the fit values in table 4.4 demonstrate that the Moerdijk model is sufficient to explain the resonance spectrum with deviations from the experimental values not exceeding 3 G.

As already done in the case of s-waves, we can include singlet-triplet coupling and use two singlets and triplets each to get a more precise description of our data. To reduce the large number of free parameters, we take the input of molecular spectroscopy experiments [69, 63, 67] and determine the rest of the parameters via a least-squares fit, whose results are shown in table 4.3. Here we defined the rotational splitting for d-waves as \(D^{S}_\nu = \varepsilon^{S,2}_\nu - \varepsilon^{S,0}_\nu\) and analog for g-waves \(G^{S}_\nu = \varepsilon^{S,4}_\nu - \varepsilon^{S,0}_\nu\). Interestingly, the shape of the potential is reflected in the rotational splittings: As the singlet potential is deeper and thus steeper as the triplet, its rotational splitting is bigger due to the lower centrifugal distortion and the resulting smaller moment of inertia.

Note that our fit is not unique, i.e. some of the parameters are strongly correlated such that they can not be varied independently. For instance, \(\eta^{0,1}_{65,15}(l)\) and \(\varepsilon^{0,l}_{65}\) are correlated, such that choosing a different \(\eta^{0,1}_{65,15}(l)\) results in a different \(\varepsilon^{0,l}_{65}\). Nevertheless, with the fit done here we can describe the experimental data with deviations of less than 0.5 mG as to be seen in table 4.4.

\(^{10}\)At the time the paper was published, we had only measured resonances at fields \(B > 0\), so this fit only takes those into account.
4.3. Results of the Coupled-Channels Calculation

In order to further improve on the fit results and to calculate resonance widths, a CC calculation based on Hamiltonian 4.5 with the full interaction potentials has been performed. In addition to our experimental data, also conventional spectroscopy data [70, 69, 63, 71, 67, 72, 73, 74] has been included in the analysis. As this work was done by our colleagues E. Tiesinga (NIST) and E. Tiemann (Universität Hannover), we will just summarize their methods and main results.

Modifications of the Hamiltonian

In eq. (4.2), we assumed a constant hyperfine constant $a_{\alpha, hf}$. But for small interatomic distances, this will not hold any more due to the strong electronic distortions of one atom by the other. Thus, one makes the ansatz

$$a_{\alpha}(R) = a_{\alpha, hf} \left( 1 + \frac{c_f}{e^{(R-R_0)/\Delta R} + 1} \right), \quad (4.22)$$

where the CC calculation determines the constants as $c_f = -0.029$, $R_0 = 11.0 a_0$ and $\Delta R = 1.0 a_0$. Although just being a small correction, it shifts the resonances by up to 0.5G, more than our experimental uncertainty.

Moreover, we discussed the effects of spin-spin interaction, but did not take it into account in our Hamiltonian and just made use of the fact that it induces the coupling to observe higher partial waves in an ultracold atom sample. Doing some spin-algebra on eq. (3.18), we get the spin-spin interaction

$$V_{SS}(\vec{R}) = \frac{2}{3} \lambda(R)(3S_Z^2 - S^2), \quad (4.23)$$

with

$$\lambda(R) = -\frac{3}{4} \alpha^2 \left( \frac{1}{R^3} + a_{SO}e^{-b_{SO}R} \right). \quad (4.24)$$

The first term in $\lambda(R)$ stems from the magnetic dipole-dipole interaction eq. (3.18), whereas the second is a second-order spin orbit contribution [67] \textsuperscript{11}. With $\lambda(R)$ and $R$ given in atomic units, $\alpha$ is the fine structure constant.

Model potential, calculation and results

The modeling of the potential can be done by splitting it up in three parts: A short range repulsive interaction $U_{SR}(R)$, an intermediate region containing the potential minimum $U_{IR}(R)$, and a long range part $U_{LR}(R)$, which has in leading order the typical van-der-Waals shape $-C_6/R^6$. This potential inserted into the one-dimensional radial Schrödinger

\textsuperscript{11} As the calculation shows, the value of $a_{SO}$ has an estimated uncertainty of 100%.
<table>
<thead>
<tr>
<th>$l$</th>
<th>$f$</th>
<th>$m_f$</th>
<th>Exp. $B_0^{\text{exp}}$ (mT)</th>
<th>Moerdijk $B_0$ (mT)</th>
<th>ABM $B_0$ (mT)</th>
<th>CC $B_0$ (mT)</th>
<th>$\Delta$ (mT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4</td>
<td>2</td>
<td>85.10(2)</td>
<td>84.82</td>
<td>85.10</td>
<td>85.114</td>
<td>9.7[-4]</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>90.51(4)</td>
<td>90.81</td>
<td>90.52</td>
<td>90.517</td>
<td>0.104</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>2</td>
<td>205.42(4)</td>
<td>205.45</td>
<td>205.44</td>
<td>205.501</td>
<td>0.012</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>49.36(2)</td>
<td>49.34</td>
<td>49.40</td>
<td>49.344</td>
<td>1.7[-4]</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>3</td>
<td>53.66(2)</td>
<td>53.57</td>
<td>53.63</td>
<td>53.650</td>
<td>3[-5]</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>58.63(2)</td>
<td>58.52</td>
<td>58.58</td>
<td>58.615</td>
<td>5[-6]</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>64.48(3)</td>
<td>64.41</td>
<td>64.47</td>
<td>64.477</td>
<td>3[-7]</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>66.28(3)</td>
<td>66.38</td>
<td>66.28</td>
<td>66.283</td>
<td>4[-7]</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0</td>
<td>71.56(1)</td>
<td>71.54</td>
<td>71.60</td>
<td>71.556</td>
<td>2[-8]</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>72.71(1)</td>
<td>73.03</td>
<td>72.72</td>
<td>72.718</td>
<td>4[-7]</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>159.00(3)</td>
<td>159.02</td>
<td>159.13</td>
<td>159.011</td>
<td>2[-4]</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td></td>
<td>50.80(2)</td>
<td>50.76</td>
<td>50.80</td>
<td>50.775</td>
<td>$&lt;5[-7]$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td></td>
<td>50.88(2)</td>
<td>50.89</td>
<td>50.89</td>
<td>50.859</td>
<td>$&lt;5[-7]$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td></td>
<td>51.09(2)</td>
<td>51.12</td>
<td>51.09</td>
<td>51.065</td>
<td>$&lt;5[-7]$</td>
</tr>
</tbody>
</table>

Table 4.4: Overview of the experimentally and theoretically obtained results on Feshbach resonances in Na prepared in the lowest hyperfine substate $|f, m_f\rangle = |1, 1\rangle$. Experimentally the position of maximum loss $B_0^{\text{exp}}$ is given, which is determined by Gaussian fits to the loss features. The errors reflect the one standard deviation statistical uncertainty in the magnetic field calibration, determined by the FWHM of the RF calibration spectra and from the profile fit. The middle columns show the results for the Moerdijk and ABM models). The last two columns show the Feshbach resonance position $B_0$ and width $\Delta$ from the CC calculation. The brackets in the last column give the exponent to the power ten. To characterize the bound state, the quantum numbers $l, f, m_f$ are used; note that for the $l=4$ states the $m_f$ quantum numbers can not be assigned due to the strong mixing by the dipole-dipole interaction.

equation 2.7 yields the wavefunction, which is used to determine the scattering length $a$ in dependence of the applied magnetic field $B$. Analog to chapter 2, the Feshbach resonance positions are determined as the points where $a$ diverges. With the help of additional photoassociation [71] and spectroscopic data [63, 72, 73, 74], one can adjust the potential parameters in an iterative way. As our resonances are caused by the least bound state, this procedure primarily improves the long-range shape of the potential, in particular we increase the precision of the least bound state energy by a factor of 50 from 15 MHz to 0.3 MHz.

### 4.3.1. Resonance Widths

Having calculated the wavefunctions, one can extract the scattering length $a(B)$ and thus get also the width $\Delta$ of each resonance, conveniently defined as the distance in magnetic
field between divergence and zero crossing of $a$. In order to get information about the width ratio of $s$- and $d$- wave resonances, one can for a very course estimate consider the associated energy scales: The dipole-dipole interaction evaluated at $r = R_{vdW} = 45a_0$ yields 3.8 MHz representing the coupling of $s$- to $d$-states. The coupling giving rise to the $s$-wave resonances is connected to the hyperfine constant $a_{hfs} = 886$ MHz, i.e. we would expect the width of $s$- and $d$-wave resonances to scale as the squared coupling ratio $(886/3.8)^2 \approx 5 \cdot 10^4$. Table 4.4 shows that this estimate gives some rough order of magnitude of the ratio of resonance widths.

Figure 4.6 depicts how the hold times used to map out a resonance scale with the respective calculated resonance widths. Although there was no systematics done concerning the hold time (we just chose it such that the resonance loss feature was not saturated), we see a clear connection of hold time and width in the double-logarithmic plot. This serves as an elegant experimental confirmation of the calculated resonance widths, most of which are too narrow to be resolved due to the technical noise of the magnetic field $B$.

![Figure 4.6](image)

**Figure 4.6.** Relation of inverse hold time and calculated resonance width $\Delta$. Although the values were not corrected for e.g. different densities, there is still a clear correlation.

With the resonances measured at magnetic fields $B > 0$, it was also possible to predict resonances at negative fields, in particular the position of the $-1202.6$ G resonance measured after publication was predicted to be at $-1207.5(5.0)$ G. The agreement between prediction and measurement is astonishing, as the resonances used to fit the spectrum in our paper [26] are only shifted weakly by the influence of the virtual triplet state, which gives rise to the described resonance at negative fields. The high predictive power of the model potential shows the great applicability of Feshbach resonances to map out the long-range shape of the potential in combination with molecular spectroscopy data.
4.3.2. Scattering Length for Different Spin Channels

Singlet and triplet potential can be each assigned a scattering length \(a_s\) and \(a_t\), respectively. From the coupled channels calculations, one gets \(a_s = 18.81(80)a_0\) and \(a_t = 64.30(40)a_0\). When prepared in a certain spin state, the atoms have (unless they are in the stretched state) both singlet and triplet character. In order to get the background scattering length \(a\) for a certain spin channel, one thus has to figure out its singlet and triplet fraction. We thus write

\[
|f_1, f_2, m_f, 1, m_f, 2\rangle = \sum_{f, m_f=m_{f,1}+m_{f,2}} \langle f_1, f_2, f, m_f|f_1, f_2, m_{f,1}, m_{f,2}\rangle |f_1, f_2, f, m_f\rangle
\]  

(4.25)

with \(\langle f_1, f_2, f, m_f|f_1, f_2, m_{f,1}, m_{f,2}\rangle\) being the well-known Clebsch-Gordan coefficients. In order to describe the overlap between the state \(|f_1, f_2, f, m_f\rangle\) and the molecular state being characterized by \(|S, I, M_S, M_I\rangle\) (see table 4.1), one has to decompose

\[
|f_1, f_2, f, m_f\rangle = \sum_{S, I, m_f=M_S+M_I} \langle S, I, M_S, M_I|f_1, f_2, f, m_f\rangle |S, I, M_S, M_I\rangle
\]  

(4.26)

The factor \(\langle S, I, M_S, M_I|f_1, f_2, f, m_f\rangle\) describes the coupling of four spins and can be written as

\[
\langle S, I, M_S, M_I|f_1, f_2, f, m_f\rangle = \sqrt{(2S+1)(2I+1)(2f_1+1)(2f_2+1)} \begin{pmatrix} s_1 & i_1 & f_1 \\ s_2 & i_2 & f_2 \\ S & I & f \end{pmatrix}
\]  

(4.27)

with the last factor being a Wigner 9j symbol, which can either be expressed in terms of 6j symbols or directly be calculated.\(^{12}\) Table 4.5 shows the results of applying the procedure presented above exemplarily on different spin channels of sodium, with the experimentally most relevant result

\[
a|1, 1\rangle = \frac{3}{16}a_s + \frac{13}{16}a_t.
\]  

(4.28)

| spin state | \(|1, 1\rangle + |1, 1\rangle\) | \(|1, 0\rangle + |1, 0\rangle\) | \(|1, 1\rangle + |1, -1\rangle\) |
|---|---|---|---|
| decomposition | 55.77(36)a_0 | 52.03(36)a_0 | 50.08(37)a_0 |
| CC calculation | 54.54(20)a_0 | 52.66(40)a_0 | 50.78(40)a_0 |

Table 4.5: Background scattering values for different spin channels obtained with a simple decomposition as described in the text and with the CC calculation.

We see good, but not perfect agreement between our method and the full coupled channels calculation. The differences stem from our simplified description using either the atomic

\(^{12}\)Care has to be taken with http://www.svengato.com/ninej.html, which does not give the analytical result correctly. Only numerical, but correct results are given by http://plasma-gate.weizmann.ac.il/369j.html.
$|f_1, f_2, f, m_f\rangle$ or molecular $|S, I, M_S, M_I\rangle$ basis, which is not applicable in general, as scattering occurs at distances where neither of them provides the appropriate physical description. Thus, in order to get the correct background scattering length, the full CC calculation is needed.

In this chapter, we have introduced the ABM model and shown how it can be used to analyze Feshbach spectra. With this knowledge at hand, we will explain the NaLi Feshbach spectrum in the next chapter.
5. Sodium-Lithium Interspecies Feshbach Resonances

As explained in the introduction, one of the main goals of our experiment is to investigate polarons, whose nature is determined by the parameter \( \alpha = \frac{a_B^2}{a_B a_r^2} \). In the last chapter we learned about the tuning properties of \( a_{BB} \), but due to the quadratic dependence one would rather like to have a handle on \( a_{1B} \). Therefore, in the following we will investigate the Feshbach spectrum of the NaLi mixture, starting from the experimental and theoretical knowledge at the time when our experiment started [75, 76]. Our measurements of sign and magnitude of the scattering length provide important input for the following analysis of the Feshbach spectrum, which turns out to differ completely from the expectations. Using the ABM, we identify 23 of the 26 measured Feshbach resonances as \( d \)-waves, which is confirmed by a coupled-channels calculation yielding scattering lengths in excellent agreement with the experimentally obtained values. Important features in the resonance spectrum are discussed by means of the atomic and molecular structure.

5.1. Previous Knowledge about NaLi Scattering Properties

From the success of sympathetic cooling in the early NaLi experiments [42, 43], one can already infer that the triplet scattering length between sodium and lithium must be sufficiently high.\(^1\) Moreover, there were also three experimentally known interspecies Feshbach resonances for this system [75]. Based on those, Gacesa et al. made predictions of further resonances including the widths [76], which are summarized in table 5.1. Naturally, the resonance at \( B_{th}^0 = 1186 \text{ G} \) having a width \( \Delta = 8.7 \text{ G} \), seemed from the experimental point of view very appealing to us, such that we designed our antibias coils in a way they could create such high fields.

As minor results of that paper, also the singlet and triplet scattering lengths together with the respective vibrational level binding energies were published, as shown in table 5.1.

There are three issues about [76] which are not consistent:

- From the theoretical point of view, having similar triplet and singlet scattering lengths, but very different binding energies, is not possible, as \( C_6 \), which mainly determines

\(^1\)By the use of the word ‘sufficiently’ it is implied that we can not make a quantitative statement, but in this case \( |a| \gg 10a_0 \) might be a good estimate.
| $B_0^{\text{exp}}$ [G] | 746.0 ± 0.4 | 759.6 ± 0.2 | 795.6 ± 0.2 | — | — | — |
| $dB/dt$ [G/s] | 15 | 0.3 | 10 | — | — | — |
| $B_0^{\text{th}}$ [G] | 746.13 | 759.69 | 795.61 | 1096.68 | 1185.70 | 1766.13 |
| $\Delta$ [G] | 0.044 | 0.310 | 2.177 | 0.153 | 8.726 | 0.156 |

Table 5.1: Measured and predicted Feshbach resonance positions $B_0^{\text{exp}}$, $B_0^{\text{th}}$ and widths $\Delta$ of Na $|1,1\rangle$ Li $|1/2,1/2\rangle$. Singlet $S = 0$, triplet $S = 1$ scattering lengths and last bound state energies (from [76]). Ramp speed $dB/dt$ and $B_0^{\text{exp}}$ have been taken from [75].

$a$ together with the binding energies, is the same for both singlet and triplet (the potentials show the same long-distance shape). Therefore, either one of the bound state energies $\varepsilon_S^S$, the scattering lengths $a$ or several of these parameters must be wrong.

- From our understanding of sodium intraspecies Feshbach resonances, the statement “We have also checked that there are no higher partial wave resonances” [76] is highly questionable. With s-wave resonances at similar fields as in the NaNa system and a similar rotational splitting, with the resonance assignment of Ref. [75] there must be higher partial wave resonances at magnetic fields below the already measured resonances.

- From the experimental point of view, we saw in chapter 4 that resonance widths $\Delta$ and inverse hold times to observe them strongly correlate (figure 4.6). Our inverse hold times are essentially the same as the ramp speeds $dB/dt$ in Ref. [75], so it is highly suspicious that these experimental values are in sharp contradiction to the width values of theory, as to be seen in table 5.1.

After all, more experimental measurements were needed to clear up those issues. In the following, we will therefore describe how we investigated the NaLi problem\(^2\), starting from scattering length measurements, continuing with mapping out the Feshbach spectrum, which is finally explained using the ABM, while for the resonance widths a CC calculation completes the picture.

\(^2\)We will not follow a historic order, but rather explain things such that they are presented in a logical, inductive way.
5.2. Scattering length determination

One result of the theoretical predictions which has to be experimentally confirmed is the value of the scattering length $a$. From the success of sympathetic cooling we know that $|a|$ should be sufficiently large, but using this kind of thermalization process to determine $a$ quantitatively is not straightforward, both in experiment as in evaluation. Therefore, in the following we will analyze the damping of oscillations in the ODT to determine $|a|$ and get the sign of the scattering length from the comparison of suitable absorption images.

5.2.1. Absolute value of the scattering length

Let us first assume both the lithium and sodium sample as pointlike. When they are excited to oscillate in $y$-direction with their respective trap frequencies $\omega_{y}^{Li}$ and $\omega_{y}^{Na}$, where $\omega_{y}^{Li} > \omega_{y}^{Na}$, a simple trigonometric argument shows that their ways cross with the rate $2\omega_{y}^{Li}$. Next, want to determine the probability $P$ of a scattering event in such a crossing of sodium and lithium. As sodium is in the majority, we consider the case of one lithium atom moving through a sodium background with density

$$n^{Na}(x, y, z) = \eta \cdot n_{c}^{Na}(x, y, z) + (1 - \eta) \cdot n_{th}^{Na}(x, y, z)$$

(5.1)

composed of condensate $n_{c}$ and thermal background $n_{th}$. The single lithium atom traveling along the $y$-direction can be described by a $\delta$-distribution $n^{Li}(x, y, z) = \delta(x - x_{0})\delta(y)\delta(z - z_{0})$. Thus the probability $P$ that the lithium atom is scattered by the sodium cloud during one complete penetration along the $y$-direction reads

$$P = \sigma \int dy \ n^{Na}(x_{0}, y, z_{0}) = \sigma \int dV \ n^{Na}(x, y, z)\delta(x - x_{0})\delta(z - z_{0}),$$

(5.2)

where we introduced the interspecies scattering cross section $\sigma = 4\pi a^{2}$. Important for the scattering events with the condensed atoms to take place and thus our derivation to be valid is that the lithium atoms’ velocity exceeds the superfluid critical velocity of the condensate $v_{c} \approx 1 \text{ cm/s}$, which is well fulfilled for the following measurements.

To describe the experimental situation more accurately, we take into account the lithium atom cloud’s spatial distribution, which we assume to be thermal\(^3\). Therefore it can be factorized as

$$n^{Li}(x, y, z) = f(x)f(y)f(z).$$

(5.3)

Analog to eq. (5.2), the scattering probability can be written as

$$P = \sigma \int dV \ n^{Na}(x, y, z) \cdot f(x)f(z).$$

(5.4)

\(^3\)In reality, we have $T/T_{F} \lesssim 1$, but by comparing the density distributions we checked that at the temperatures of our experiment the difference between thermal and Fermi distribution is still negligible.
We see that eq. (5.4) is independent of the density distribution of lithium in y-direction $f(y)$, an approximation which is valid as long as the oscillation amplitudes are large enough such that after each crossing the clouds have completely penetrated each other. When a lithium atom scatters with a sodium atom, it does not oscillate in phase any more with the rest, i.e. it will on average end up at momentum $p = 0$ and does not contribute any more to the coherent oscillation signal. Thus, the lithium center of mass oscillation amplitude decreases with the time constant

$$\frac{1}{\tau} = 2\omega_y^L \cdot P = 2\omega_y^L \sigma \int dV \ n^{\text{Na}}(x, y, z) \cdot f(x) f(z).$$

(5.5)

**Figure 5.1.:** a) Simultaneous oscillation of Na $|2, 2\rangle$ (blue) and Li $|3/2, 3/2\rangle$ (red) along the y-direction of the ODT. The fits (solid lines) are exponentially decaying sine-functions yielding $\omega_y^L / 2\pi = (154.2 \pm 1.4)$ Hz and $\omega_y^{\text{Na}} / 2\pi = (74.9 \pm 0.4)$ Hz. b) Cut through the theoretically calculated cloud shapes for $t \approx 7$ ms. We see that the assumption of completely penetrating clouds is well justified for the high oscillation amplitudes reached by displacing the atoms with a magnetic gradient.

Experimentally, we prepared sodium in $|2, 2\rangle$, i.e. a pure triplet state, displaced them with the gradient of our finetune coils and let them oscillate. From the time-of-flight pictures we can determine the damping of the lithium oscillation, which we get as $\tau = (39 \pm 13)$ ms from the fit in figure 5.1. With the oscillation amplitudes in $p$-space, we can check if our picture of mutually penetrating clouds is correct. As to be seen in figure 5.1, where a cut through the theoretically calculated cloud shapes is plotted for $t \approx 7$ ms, our approximation is justified.

With $T = (225 \pm 15)$ nK, $N^{\text{Na}} = (1.80 \pm 0.24) \cdot 10^5$ and a condensate fraction of $\eta = 0.4 \pm 0.1$, we get for the scattering probability per penetration $P = (7.9 \pm 0.7) \times 10^{13} \sigma \frac{a}{m^2}$. With $\omega_y^L = 2\pi \cdot 154$ Hz from the fit, we finally get

$$|a_t| = (69 \pm 13)a_0.$$

(5.6)
This result differs substantially from the one presented in [76], as will be further elucidated later. In chapter 8, we present a complementary measurement, yielding $|a_{BF}| = (70 \pm 12)a_0$ and thus confirming the value obtained here, but also giving us an absolute value only. Therefore, next we want to try and get a handle on the sign of the scattering length, which our oscillation damping measurement is not sensitive to.

### 5.2.2. Sign of the Scattering Length

As already discussed in section 3.4.1, the in situ distributions of trapped atoms can not be considered a reliable tool for quantitative data analysis, but nevertheless they can be used to extract information about the sign (though not the absolute value) of the scattering length. In chapter 2 we derived that a fermion immersed in a bath of bosons of density $n_B$ experiences an additional mean-field-potential

$$\mu_F = \frac{\partial E}{\partial N_F} = \frac{2\pi \hbar^2}{\mu_B} n_B a_{BF}$$

(5.7)

due to interactions. We see that for the case of repulsive (attractive) interspecies interactions $a_{BF} > 0$ ($a_{BF} < 0$), this potential is also repulsive (attractive). Thus when a lithium distribution with a sodium background is compared to a distribution of lithium without background, we expect the peak densities to be decreased (enhanced) by the mean-field potential of the condensate.

Experimentally, we prepare a bose-fermi mixture of sodium and lithium in our ODT and can – if required – remove the sodium selectively by a resonant light pulse provided by the same source which we use for absorption imaging. Before we can proceed with the image analysis, we have to check whether this removal has an unwanted effect on lithium, e.g. a heating of the cloud due to scattering with the expelled sodium atoms.

If exposed to resonant light, sodium atoms are excited at a rate of typically $\Gamma = 2\pi \cdot 10\text{ MHz}$. This means that their absorption process happens way faster than their photon-induced movement starts, a fact which is essential for absorption imaging to work properly: We usually image the atom density distribution such that the atoms do not have time to rearrange for the picture. The sodium atom has such a big recoil momentum from the absorbed photons that any collision with a lithium atom will lead to both atoms being lost from the trap due to momentum and energy conservation. With the numbers from the previous section, for a complete penetration of the two atomic clouds this happens with a probability $P = (7.9 \pm 0.7) \times 10^{-13} \frac{\text{cm}^2}{\text{m}^2}$. Thus inserting the interaction cross section from eq. (5.6) we get $P \approx 1.4\%$. As we start from lithium and sodium being trapped in the same space, only about half a penetration takes place, i.e. the scattering probability per lithium atom is reduced to less than 1%. So we see that the sodium removal does not affect the lithium temperature, but only reduces its number by an amount which is way lower than our statistical uncertainty of $\sim 10\%$. 
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Figure 5.2: Lithium density distributions with (blue) and without (red) sodium background. Each distribution is an average over five shots, with every picture normalized to one. The lithium atom numbers $N_{\text{IS}}^{\text{w/Na}} = (5.6 \pm 0.8) \cdot 10^4$ and $N_{\text{IS}}^{\text{w/o Na}} = (6.8 \pm 1.1) \cdot 10^4$ for the in-situ profiles and $N_{\text{TOF}}^{\text{w/Na}} = (7.0 \pm 1.6) \cdot 10^4$ and $N_{\text{TOF}}^{\text{w/o Na}} = (7.7 \pm 1.4) \cdot 10^4$ for the time-of-flight measurements agree within their mutual error bars. The attractive interspecies interaction is obvious when the difference (green) is plotted. As the expansion is taking place with the sodium condensate still present, also in the respective TOF picture the lithium density distribution is more narrow than without background.

In figure 5.2 we show lithium density distributions with and without sodium background, both for in situ and time-of-flight imaging. The mutual deviations are visible by eye and are getting even more pronounced when looking at the plotted difference of the distributions: The sodiums clearly drags atoms to the center, which are then missing in the wings. This clearly shows that $a_{BF} < 0$. In principle, one could also extract quantitative information from the TOF-pictures, but due to lithium having a temperature of $T/T_F < 1$ a correct description of the expansion is challenging as it is neither purely classical nor purely quantum and moreover the sodium background is also expanding during TOF in a non-trivial way. Therefore, we take the absolute value of $a_t$ from the previous section to get

$$a_t = -(69 \pm 13)a_0.$$ (5.8)

We thus see that $a$ neither agrees with Ref. [76] in sign nor magnitude, which therefore raises high doubts about the – anyway partly incorrect – last bound state energy, which also determines the predicted Feshbach spectrum. To guide the further analysis, in particular of the Feshbach spectrum, an easy connection between $a$ and the last bound state energy $\epsilon_v^S$ is established in the following.
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5.2.3. Last Bound State Energy from $a$

In the case of NaNa Feshbach resonances, where we only dealt with one hyperfine state, we had defined the bound state energy with respect to the free atom threshold, i.e. $\varepsilon_{\text{atoms}}(B = 0) \equiv 0$. In the following, we will use the ABM model to analyze Feshbach resonances measured in different hyperfine states which thus have different $\varepsilon_{\text{atoms}}(B = 0)$. Therefore, in the following the bound state energy $\varepsilon^{S}_\nu$ will be defined with respect to the atomic hyperfine multiplet barycenter, e.g. in Na$|1,1\rangle_{\text{Li}}|1/2,1/2\rangle$ states with $\varepsilon^{S}_\nu > \varepsilon_{\text{atoms}}(B = 0) = -1.26$ GHz are not bound. This convention makes the different hyperfine state combinations easier comparable with each other.

With the values of $a$ from the previous section and from chapter 6, the possible range of $a$ covers $-82a_0$ to $-56a_0$. For the moment we do not make a difference between singlet and triplet scattering lengths $a_s$ and $a_t$, as according to section 3.4.3 their values differ by less than the experimental uncertainty of $a$. With the additional knowledge of $C_6 = 1467(2)$ a.u. [77], one can calculate the last bound state energy $\varepsilon^{S}_\nu = -\hbar^2 \kappa^2/(2\mu) + \varepsilon_{\text{atoms}}(B = 0)$, where $\mu$ denotes the reduced mass, as follows [78]. Introducing

$$\beta_6 = \sqrt{\frac{2C_6\mu}{\hbar^2}} = 2R_{\text{vdW}} \quad (5.9)$$

as the characteristic length scale of the van-der-Waals potential, we can determine the scattering length $a$ as

$$a = 0.480\beta_6 \left( 1 + \frac{1}{\tan(\pi F(\beta_6, \kappa))} \right), \quad (5.10)$$

where

$$F(\beta_6, \kappa) = \frac{\beta_6 \kappa \left( 0.443 - 0.0973\beta_6 \kappa + 0.146(\beta_6 \kappa)^{7/3} + (\beta_6 \kappa)^3(-0.280 + 0.461(\beta_6 \kappa)^{2/3}) \right)}{2.91 + 2.24(\beta_6 \kappa)^4} \quad (5.11)$$

Our scattering length measurements thus set lower and upper limits of the bound state energy to $-10.4$ GHz $< \varepsilon^{S}_\nu < -9.7$ GHz, respectively, differing completely from $\varepsilon^{S=1}_\nu = -5720$ MHz and $\varepsilon^{S=0}_\nu = -1.4$ MHz in Ref. [76]. Nevertheless, we will in the following first try to explain the measured Feshbach spectrum starting from latter values.

5.3. Feshbach Spectrum

In order to apply the ABM to describe the Feshbach spectrum of heteronuclear NaLi resonances, we proceed as already described in chapter 4. Instead of taking $|S, M_S, I, M_I\rangle$ as a base, we choose $|S, M_S, m_i^{\text{Na}}, m_i^{\text{Li}}\rangle$, which is more appropriate for distinguishable particles. Apart from that change, which makes calculations even slightly easier, all steps can be taken analog to the NaNa case.
Table 5.2: List of $l = 0$ states for the vibrational singlet ($S = 0$) and triplet ($S = 1$) state with $M_F = m_f^{Na} + m_f^{Li} = 3/2$.

<table>
<thead>
<tr>
<th>$S$</th>
<th>$M_S$</th>
<th>$m_f^{Na}$</th>
<th>$m_f^{Li}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$-1$</td>
<td>$1/2$</td>
<td>$-1/2$</td>
</tr>
<tr>
<td></td>
<td>$0$</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$1/2$</td>
<td>$-1/2$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1/2$</td>
<td>$-1/2$</td>
</tr>
</tbody>
</table>

To start with, we consider the channel Na\{1,1\}Li\{1/2,1/2\}, the only one for which NaLi Feshbach resonances had been known before our experiment started. To describe them within the framework of ABM, we first determine the spectrum of possible quantum numbers of molecular states $|S, M_s, m_s^{Na}, m_s^{Li}>$ with $M_F = M_s + m_s^{Na} + m_s^{Li} = 3/2$, which can give rise to Feshbach resonances in that particular spin channel (table 5.2).

First, we try to reproduce the results of Ref. [76], a CC calculation, with the help of the ABM. Therefore, we do a least square fit to the theoretically predicted $s$-wave resonance positions, three of which had already been measured in experiment. This yields $\varepsilon_S^{S=0} = -4131.3$ MHz and $\varepsilon_S^{S=1} = -5714.5$ MHz for singlet and triplet, respectively, latter being consistent with the result of Ref. [76]. The two new predicted res-
Table 5.3.: List of \( l = 2 \) states for the vibrational singlet \((S=0)\) and triplet \((S=1)\) state with 
\[ M_F = M_S + m_1^{Na} + m_1^{Li} + m_l = 3/2. \]

 resonances of singlet character, also depicted in figure 5.3, are predicted by ABM to be at 1097.3 G and 1185.3 G, respectively, also in excellent agreement with the CC predictions.

To locate the predicted resonances, we did Feshbach spectroscopy in a wide range around the predicted positions, but could not confirm any of them. On the contrary, we found a lot of unpredicted resonances depicted in figure 5.3. As to be seen in channel \( \text{Na}|1,1/2,1/2\rangle \), their mere quantity already exceeds the number of possible \( s \)-waves. Taking additional \( p \)-waves into account is also not an option, as to be seen in the inset: This way, we could fit the two resonances in \( \text{Na}|1,1/2,1/2\rangle \) with an \( s \)- and a \( p \)-wave, but this would leave the resonance in \( \text{Na}|1,3/2,3/2\rangle \) unexplained. Taking additionally into account that the binding energies of \( \sim -5 \text{GHz} \) assumed for such a scenario differ a lot from the \( \sim -10 \text{GHz} \) obtained above from experimental data, we tried to do an assignment of the resonances using mostly \( d \)-waves.

Therefore, the number of possible states \( |S,M_S,m_1^{Na},m_1^{Li}\rangle \) is increased substantially, as the constraint now is \( M_F = M_S + m_l + m_1^{Na} + m_1^{Li} = 3/2 \) with \( |m_l| \leq l = 2 \). For \( M_S = -1 \), the number of possible states rises from one to six, and in total now we have 35 instead of 8 molecular states (see table 5.3).

### 5.4. Assignment and Fit of Resonances

The most important steps of the procedure to fit the measured Feshbach resonances, whose positions and experimental raw data are given in table 5.5 and Appendix B, can be summarized as follows:

- From the \( l = 0 \) state bound state energy estimate \(-10.4 \text{GHz}< \epsilon_0^S < -9.7 \text{GHz} \) we can exclude \( s \)-wave resonances at magnetic fields \( B < 1.3 \text{kG} \). The only \( s \)-wave resonances
we can measure with our experimentally achievable magnetic fields have $M_S = \pm 1$, resonances from $M_S = 0$ molecular states could only appear around $B \approx 3 \text{kG}$.

- From the measurements of resonances in the $M_F = 5/2$ channel, which are not sensitive on the $d$-state singlet energy $\varepsilon^{S=0}_2$, we can deduce the $d$-state triplet energy $\varepsilon^{S=1}_2$. Here, the three resonances in the $M_F = -3/2$ channel already discussed above are helpful for an unambiguous assignment of the resonances, as figure 5.5 a) shows.

- Knowing that the singlet and triplet $l = 0$ bound state energies are roughly the same, we can also assume the same rotational splitting for both, as the related part of the potential is mainly given by $C_6$, which is the same for both singlet and triplet potential. Thus we can infer that with the $s$-wave bound state energies $\varepsilon^{S=1}_0 \approx \varepsilon^{S=0}_0$, we also get for the $d$-wave energies $\varepsilon^{S=1}_2 \approx \varepsilon^{S=0}_2$.

- With those assumptions, we first try and assign as many resonances as possible as $d$-waves and assume the rest, i.e. resonances which are more than $\sim 5 \text{G}$ off a crossing of molecular states and atomic threshold, as $s$-waves.

With our results almost not being sensitive on the singlet $l = 0$ bound state energy as pointed out above, instead of taking 3 fit parameters each for $l = 0$ and $l = 2$ states, we rather fit the $d$-state energies $\varepsilon^{S=0}_2$ and $\varepsilon^{S=1}_2$, a Franck-Condon factor $\eta$ and the rotational splitting $\varepsilon^{S=1}_2 - \varepsilon^{S=0}_2$. The results of our weighted least squares fit procedure are summarized and compared to the results of a CC calculation (see below) in tables 5.4 and 5.5. From our ABM analysis so far, the 3 resonances assigned $s$-waves could be $p$-waves as well, but the CC calculation using the full interaction potentials can determine the rotational splitting and thus confirms our assumption.

Figure 5.4 shows an overview of the resonance assignment for the different spin channels. Although they do not deliver information about the quality of the fit, these picture are important to get an impression of the overall molecular state and resonance structure. For $B = 0$, the molecular states show a splitting of 1.77 GHz, the sodium hyperfine splitting. If we zoom further in (see figure 5.5 b), we see that these two branches show a splitting of 228 MHz, the lithium hyperfine splitting. By calculating the total molecular spin $\vec{f} = \vec{j}_{\text{Na}} + \vec{j}_{\text{Li}}$, we can also explain the substructure of the molecular levels visible in the zoom. Each state $f$

### Table 5.4:

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon^{S=1}_0$ [GHz]</th>
<th>$\varepsilon^{S=0}_0$ [GHz]</th>
<th>$\varepsilon^{S=1}_2$ [GHz]</th>
<th>$\varepsilon^{S=0}_2$ [GHz]</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>-9.3521</td>
<td>-9.4505</td>
<td>-5.8509</td>
<td>-5.9493</td>
<td>0.9817</td>
</tr>
<tr>
<td>CC</td>
<td>-9.35335(50)</td>
<td>-9.3838(50)</td>
<td>-5.85180(30)</td>
<td>-5.95634(40)</td>
<td>—</td>
</tr>
</tbody>
</table>
Figure 5.4: Near-threshold molecular spectra from ABM for different $M_F$, showing the molecular states $l = 0$ (blue) and $l = 2$ (red) states, and the observed $s$- and $d$-wave Feshbach resonances as blue and red dots, respectively. Atomic thresholds are depicted as thick lines and labeled in the legend. Zooms of the two boxes in the $M_F = 3/2$ figure are shown in figure 5.5. The horizontal green line depicts the sodium hyperfine splitting. A negative magnetic field corresponds to a sign change in $M_F$. 
has several Zeeman sublevels $|m_f| \leq f$, which are for a certain spin channel $M_F$ only shown if $M_F = m_f + m_l$ can be fulfilled (see table 5.3).

![Figure 5.5.](image)

**Figure 5.5.:** Zooms of the $M_F = 3/2$ state of figure 5.4. 

a) The molecular states (red lines), which all have $M_S = 1$, are labeled with their quantum numbers $(m_N, m_L, m_l)$. The green horizontal lines show the splitting due to different $m_{i,Na}$ as obtained from the Breit-Rabi formula, the magenta horizontal lines have a length of $a_{\text{hf}_i}^{Li}/2$.

b) For small $B$, the molecular states can be characterized by their quantum numbers $f$ and $m_f$. The horizontal magenta line depicts the lithium hyperfine splitting.

### 5.4.1. Quantum Numbers

The zoom in figure 5.5 shows how the resonances in the $M_F = 3/2$ channel, which could not be explained in an $s$-wave scenario, naturally arise from the $l = 2$ molecular states. We can also extract important information about the structure of the resonances: As also to be seen in figure 5.4, the molecular states for a certain total electron spin projection $M_S$ have a coarse structure given by states with a sodium nuclear spin $m_{i,Na} \in \{-3/2, -1/2, 1/2, 3/2\}$. The offset between these states can be easily calculated by the Breit-Rabi formula. Each line bundle with a certain $m_{i,Na}$ consists of up to three states with different lithium nuclear spin $m_{i,Li} \in \{-1, 0, 1\}$, whose mutual offset is $a_{\text{hf}_i}^{Li}/2$, as we are far in the Paschen-Back regime of the atomic hyperfine structure.

With this explanation in mind, it is straightforward to extract the quantum numbers of the molecular states with $M_S = \pm 1$ causing Feshbach resonances. For the $M_S = 0$ states, which can not be assigned $S = 0$ or $S = 1$ due to the strong mixing of singlet and triplet, more care has to be taken: By tracing back the molecular state from the resonance position $B_0$ to $B = 0$, we can determine the quantum numbers $f$ and $m_f$ and thus $m_l = M_F - m_f$ from a picture like figure 5.5. Being in an $M_S = 0$ state, we have $m_f = m_{f,Na} + m_{f,Li}^L$. 
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where \( m_i^{Na} \) and \( m_i^{Li} \) can be determined by tracing the molecular state in ABM representation to \( B \rightarrow \infty \): There the different molecular states separate in bundles characterized by \( m_i^{Na} \), as to be seen in figure 5.4.

### 5.4.2. Triple Features

When examining the resonance positions in table 5.5, one will notice that around 1596 G and 1717 G, there are three resonances at almost equal magnetic fields characterized by similar quantum numbers. More precisely, the resonances show up in the \( M_F = 3/2, M_F = 1/2 \) and \( M_F = -1/2 \) states when prepared in \( \text{Na}|1/2, 1/2\rangle, |1/2, -1/2\rangle \) and \( |3/2, -3/2\rangle \), respectively. Figure 5.6, where also the three resonances around 1717 G are depicted in one graph, shows how such a triple feature arises: Three molecular lines characterized by their quantum numbers \( M_S = 0, m_i^{Na}, m_l \) and \( m_i^{Li} = 0, \pm 1 \) each lead to a resonance when crossing the atomic threshold characterized by \( m_i^{Li} = 0, \pm 1 \).

![Figure 5.6](image_url)

**Figure 5.6:** Triple feature in the NaLi resonance spectrum. **a)** The three 1717 G resonances in three different spin channels shown in one graph. **b)** The resonances (black dots) and the respective molecular and atomic states (thin horizontal and thick diagonal lines, respectively). The atomic spin states are \( \text{Na}|1,1\rangle \) and \( \text{Li}|1/2, 1/2\rangle \) \( (M_F = 3/2) \), \( |1/2, -1/2\rangle \) \( (M_F = 1/2) \) and \( |3/2, -3/2\rangle \) \( (M_F = -1/2) \). The green horizontal line shows the splitting due to different \( m_i^{Na} = 3/2, 1/2 \) as obtained from the Breit-Rabi formula, the magenta horizontal lines have a length of \( a_{\text{hfs}}^{Li}/2 \) and show the splitting between \( m_i^{Li} = 0, \pm 1 \).

The energetic difference between the three different hyperfine states in the Paschen-Back regime is \( a_{\text{hfs}}^{Li}/2 \), as depicted in the figure, which is the explanation for each single triple feature. Even the difference in energy and thus magnetic field position of the resonances can be understood: By recognizing that the 1596 G triple has \( m_i^{Na} = 3/2 \), whereas the 1717 G triple has \( m_i^{Na} = 1/2 \), we can easily calculate the energy difference via the Breit-
Rabi formula and with the slope of the atomic threshold of \( \sim 2.8 \text{ MHz/G} \) the difference in resonance positions.

As one would suppose, due to their high similarity in quantum numbers, all three 1596 G and 1717 G resonances show similar widths of 5 mG and 0.3 mG, respectively, which have been obtained by a CC calculation (see table 5.5). Furthermore by looking at the \( m_I \) quantum number, one sees that the observation of one triple feature might be explained in an \( s \)-wave scenario (\( m_I = 0 \)), whereas seeing a second triplet nearby is a clear hint that higher partial waves, i.e. \( d \)- or even \( g \)-waves (\( m_I > 0 \) possible), have to be involved in the explanation of the spectrum.

### 5.4.3. Resonance Widths

The resonance widths shown in table 5.5, which were obtained by a CC calculation, are all very small. To be quantitative, one can determine their resonance strengths \( s_{\text{res}} \) eq. (3.21) and sees that all resonances are weaker than \( s_{\text{res}} = 4 \cdot 10^{-4} \). This is due to a combination of factors: First, the singlet and triplet interaction potentials are far from being resonant, indicated by their scattering lengths which are of the same order as the van der Waals length eq. (2.2) \( R_{\text{vdW}} \approx 35a_0 \). Second, the effective coupling between singlet and triplet states is very small, indicated by \( |a_s - a_t| \ll R_{\text{vdW}} \). A similar situation can be found in homonuclear \(^{87}\text{Rb} \) [79], where the narrowness of the Feshbach resonances and the smallness of the loss rates can be traced back to non-resonant and similar values of \( a_s \) and \( a_t \) [80]. The resulting long lifetimes of the mixture in all spin channels are an advantage over e.g. the \(^{40}\text{K} \) mixture. There, one has resonances nicely suited for tuning [81], but due to the large difference of singlet and triplet scattering length \( |a_s - a_t| \approx 900a_0 \) [82] thermalization measurements with long timescales involved are only possible in selected spin state combinations.

Due to the small resonance widths \( \Delta \leq 10 \text{ mG} \) in combination with magnetic field fluctuations \( \delta B \gg 10 \text{ mG} \), the fitted loss feature width \( \Delta B \) (see figure appendix B) is not a good experimental measure of the resonance width \( \Delta \). To be able to compare different resonances systematically, we took for each resonance a loss curve with a fixed magnetic field sweep range of \( \sim 1 \text{ G} \), an example of which is shown in figure 5.7 a). From an exponential fit, we get the hold time \( \tau \), whose inverse shows correlations to the calculated resonances width. The scatter though is far too high for a meaningful quantitative analysis.

The complete results of ABM fitting procedure, CC calculation and quantum number assignment are summarized in table 5.5. The fact that almost all resonances are fitted with less than 1 G deviation by only four ABM fit parameters is strongly supporting our scenario. The exceptions can be explained by the CC calculation: It shows that the resonances in the \( M_F = 5/2 \) channel have a high inelastic loss rate to lower lying atomic channels, so as we learned in section 3.3.4 their experimentally measured position of maximum loss might thus not be coincident with the resonance position.

The resonances at 800.9 G and 1700.4 G were measured after our model was made, which proves its accuracy and predictive power. The fact that the ABM yields way more resonances
than we observed (see figure 5.4) is explained by the coupled channels calculation: Compared to the observed resonances, the width of the ones not found is simply too narrow to be detected by our apparatus.

The CC calculation yields for the scattering lengths $a_s = -73(8)a_0$ and $a_t = -76(5)a_0$, which shows in sign, magnitude and mutual difference excellent agreement with the experimental values obtained above.

### 5.5. Concluding Remarks

With the chapter about NaNa resonances in mind, one might ask why it was so much more difficult to explain the NaLi spectrum. First, much more data was known for NaNa from molecular spectroscopy, whereas the NaLi data has just recently been obtained [83]. Moreover, the early sodium BEC experiments started in 1995 were relying on the fact $a_{NaNa} > 0$, otherwise condensates would have been unstable [84, 85]. Thus, the sign of the scattering length was known and the magnitude had to be consistent with the measured speed of sound $c \propto \sqrt{an}$ [86, 87], which pins down the molecular bound state energies quite well.

In contrast, in the case of NaLi there was only knowledge about good thermalization with sodium [42, 43], but not even the sign was assumed correctly (Ref. [30] in [76]). That together with only three measured resonances, which were interpreted as s-waves [75], was forming an almost consistent picture [76]. This is the reason why it took us so long to see the need of determining the scattering length $a$ experimentally and completely changing our scenario.
from \( s \)- to \( d \)-waves.

Although none of the resonances found is suitable for tuning due to their low widths, there is still possibilities to get an \( \alpha \) big enough to observe polaronic behaviour in our experiments: According to our findings, \( a_{1B} \) is a factor of 5 bigger than assumed before, thus we got a factor of 25 increase in \( \alpha \) 'for free'. With typical sodium numbers, we now have \( \alpha \approx 0.02 \), which would result in an increase in the effective mass of lithium by 0.7\%. The tunability could then be achieved by changing \( a_{NaNa} \) using the Feshbach resonance at 1202.6 G which has been described in detail in chapter 4. At an experimentally feasible magnetic field stability of 50 mG, tuning could reach \( \alpha \approx 0.028 \) and thus a 10\% increase in effective mass. A possible problem of this approach is the disappearance of Boguliubov modes for \( a_{NaNa} \rightarrow 0 \), which are essential for the theoretical explanation of the polaron \[21\]. Thus another option is outlined in our paper \[88\], where the CC calculation yields widths suitable for tuning the interaction of \(^7\text{Li}+\text{Na}\), a mixture our apparatus could cool and trap after some changes in the laser setup.
<table>
<thead>
<tr>
<th>$^6\text{Li}+\text{Na}$</th>
<th>Exp.</th>
<th>ABM</th>
<th>Coupled-Channels</th>
<th>Quantum Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_F$</td>
<td>$B_0^{\text{exp}}(\text{G})$</td>
<td>$\delta B_0^{\text{ABM}}(\text{G})$</td>
<td>$\delta B_0^{\text{CC}}(\text{G})$</td>
<td>$\Delta(\text{mG})$</td>
</tr>
<tr>
<td>2)+1)</td>
<td>771.8(5)</td>
<td>-0.7</td>
<td>-0.190</td>
<td>10</td>
</tr>
<tr>
<td>1/2</td>
<td>822.9(5)</td>
<td>0.5</td>
<td>0.050</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>1596.8(4)</td>
<td>0.2</td>
<td>-0.314</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1716.7(3)</td>
<td>0.0</td>
<td>0.231</td>
<td>0.2</td>
</tr>
<tr>
<td>1)+3)</td>
<td>1002.3(5)</td>
<td>-0.6</td>
<td>-0.209</td>
<td>9</td>
</tr>
<tr>
<td>-1/2</td>
<td>1088.5(5)</td>
<td>0.2</td>
<td>-0.301</td>
<td>0.9</td>
</tr>
<tr>
<td>3)+1)</td>
<td>800.9(2)</td>
<td>-0.4</td>
<td>0.096</td>
<td>10</td>
</tr>
<tr>
<td>-1/2</td>
<td>852.0(7)</td>
<td>0.2</td>
<td>-0.271</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>1566.3(8)</td>
<td>0.1</td>
<td>0.023</td>
<td>0.03</td>
</tr>
<tr>
<td>2</td>
<td>1597.5(7)</td>
<td>0.4</td>
<td>-0.144</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>1717.3(2)</td>
<td>-0.2</td>
<td>0.038</td>
<td>0.3</td>
</tr>
<tr>
<td>1)+1)</td>
<td>745.2(3)</td>
<td>-0.3</td>
<td>0.175</td>
<td>10</td>
</tr>
<tr>
<td>3/2</td>
<td>759.0(3)</td>
<td>0.5</td>
<td>0.022</td>
<td>0.02</td>
</tr>
<tr>
<td>1</td>
<td>795.2(2)</td>
<td>0.5</td>
<td>-0.020</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>1510.4(3)</td>
<td>0.0</td>
<td>-0.024</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>1596.5(5)</td>
<td>0.5</td>
<td>0.009</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>1715.6(5)</td>
<td>-0.3</td>
<td>0.034</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>1908.9(7)</td>
<td>0.4</td>
<td>-0.350</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>2046.9(9)</td>
<td>0.5</td>
<td>-0.608</td>
<td>4</td>
</tr>
<tr>
<td>2)+3)</td>
<td>1031.7(3)</td>
<td>-0.3</td>
<td>0.166</td>
<td>9</td>
</tr>
<tr>
<td>-3/2</td>
<td>1117.3(6)</td>
<td>0.0</td>
<td>-0.511</td>
<td>0.8</td>
</tr>
<tr>
<td>1</td>
<td>1902.4(6)</td>
<td>-0.3</td>
<td>-0.045</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>913.2(6)</td>
<td>-0.3</td>
<td>0.108</td>
<td>9</td>
</tr>
<tr>
<td>-3/2</td>
<td>1720.5(3)</td>
<td>0.0</td>
<td>-0.103</td>
<td>0.06</td>
</tr>
<tr>
<td>3)+2)</td>
<td>1575.8(9)</td>
<td>0.9</td>
<td>-0.014</td>
<td>—</td>
</tr>
<tr>
<td>5/2</td>
<td>1700.4(7)</td>
<td>1.5</td>
<td>-0.040</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 5.5.: Overview of the experimentally and theoretically obtained results on Feshbach resonances, sorted by spin state and corresponding quantum number $|M_F|$. In column “Exp.” the position of maximum loss $B_0^{\text{exp}}$ is reported, which is determined by Gaussian fits to the loss features ($s$-waves in bold). As error we give the rms width of the RF calibration signal. The other columns show the Feshbach resonance positions from the ABM fit, and the positions and widths $\Delta$ from coupled-channels calculation. The theoretical positions are given by their deviation from the experimental value, i.e. $\delta B_0^{\text{ABM}} \equiv B_0^{\text{exp}} - B_0^{\text{ABM}}$ and $\delta B_0^{\text{CC}} \equiv B_0^{\text{exp}} - B_0^{\text{CC}}$. For the two resonances of asymptote $|6\rangle + |1\rangle$ no widths are given (see text). The assignment of each resonance in terms of the molecular quantum numbers $|M_S,m_i^{\text{Na}},m_i^{\text{Li}},l,m_l\rangle$ with $m_i^{\text{Na}} + m_i^{\text{Li}} + m_l = M_F$ is given in the last column. The spin quantum number $S$ takes the value $S = 1$ if $M_S = 1$ and cannot be assigned for $M_S = 0$ due to the strong mixing of singlet and triplet.
Part II.

Bose-Fermi Mixtures in Periodic Potentials

In the second part of this thesis, we investigate atoms in a species selective optical lattice. In order to be able to create one- and two-dimensional Fermi gases, we derive design criteria, which we use to determine the parameters of the optical lattice. Starting with an analytic harmonic oscillator approximation, we subsequently extend our calculations to describe the full periodic potential using Bloch states. With that knowledge at hand, we are able to explain the experimentally demonstrated phase lattice for sodium and the oscillations of lithium.

As a tool to analyze the momentum distribution of atoms in the lattice, we implement the technique of Brillouin zone mapping. As a first application, we use it to improve the loading process of the lattice by having a sodium background present. In the following, we further investigate the interspecies energy transfer from oscillating lithium to condensed sodium atoms.

By applying a periodic shaking of the lattice, we are able to do a controlled transfer of lithium atoms from first to second Bloch band. The subsequent relaxation in presence of a sodium background is used to estimate the absolute value of the interspecies scattering length $a_{IB}$. Finally, we demonstrate and analyze a Rabi oscillation of lithium atoms in the two-level system formed by the two lowest Bloch bands.
6. Design and Implementation of the Optical Lattice

With our goal to engineer polarons in ultracold atom systems in mind [21], we have to think about an appropriate experimental realization. As discussed in the first part of this thesis, the tuneability parameters $a_{IB}$ and $a_{BB}$ are now well studied, such that we know how to adjust $\alpha$. A parameter characterizing the polaron is its effective mass, which scales in the weakly interacting regime as $m^* = m \cdot (1 + 0.3637\alpha)$ [89]. As it is easy to measure masses experimentally, e.g. via frequencies $\omega \propto 1/\sqrt{m}$ [17], we want to design a potential in which we can selectively excite oscillations of the lithium and map out their dependence on $\alpha$.

The tool of choice for reaching that goal is the use of a species selective optical dipole trap (SSODT) [90]. As we will show in the following, by tuning the laser, which creates the SSODT, in close vicinity to the lithium transition, we obtain a trapping potential for lithium only while the impact on sodium is negligible. This way, we can not only excite oscillations of the lithium, but also drag it through the sodium background, which gives the possibility to map out the superfluid critical velocity. Similar experiments have been conducted using a blue detuned laser beam [91] and sodium atoms in different hyperfine states [92] for bosonic condensates and a moving optical lattice for a superfluid Fermi gas [93]. Due to the precise spatial control provided by dipole traps, lithium can this way even be used as a local probe for condensate properties, an aim which is currently being pursued by experiments moving ions through BECs [94].

There are numerous possibilities for the overall form of the SSODT potential: One could cover the issues mentioned above using e.g. a single focused laser beam. We decided to give our system more versatility by implementing the SSODT as a two-dimensional optical lattice potential\(^1\), such that we can form a stack of lithium pancakes each containing a two-dimensional Fermi gas or even get an array of one-dimensional tubes. The interesting aspect about lowering the dimensionality is that for interacting particles we get easily into the strongly interacting regime, where $E_{\text{int}}/E_{\text{kin}} \gg 1$. Thus, fermion pairing in two-dimensional systems [95] and its evolution when dimensionality is increased to three [96] are objects of current research.

\(^1\)At the time this thesis was written, only one axis had been implemented experimentally.
6.1. Design of the SSODT

6.1.1. Dimensionality criteria

Before starting with the design of the SSODT, we want to develop the criteria for a system to be considered one- or two-dimensional. Therefore, we recall the Fermi energy of $N$ harmonically trapped atoms

$$E_{F}^{1d} = N\omega_{||}$$  \hspace{1cm} (6.1)

in one dimension and

$$E_{F}^{2d} = \sqrt{2N}\cdot\omega_{||}$$  \hspace{1cm} (6.2)

in two dimensions, respectively. The dimension in which the atoms are allowed to move is characterized by the frequency $\omega_{||}$, whereas the transversal direction in which motion shall be frozen out, has frequency $\omega_{\perp} \gg \omega_{||}$. For the gas to allow for a theoretical lower-dimensional treatment, we have to fulfil the following criteria:

- $E_{F} = \mu(T = 0) \ll \hbar\omega_{\perp}$: A new particle added must not occupy a transversally excited state. For $N$ fermions in a lattice well, this reads $N\cdot\omega_{||} \ll \omega_{\perp}$ for one-dimensional and $\sqrt{2N}\cdot\omega_{||} \ll \omega_{\perp}$ for two-dimensional systems.

- $k_{B}T \ll \hbar\omega_{\perp}$: Temperature has to be so low that particles are not thermally excited to higher transversal states.

- $J \ll \mu$: In the case of an optical lattice, the tunneling energy $J$ must be smaller than the chemical potential $\mu$ to suppress hopping of atoms between the different lattice sites [97].

Experimentally, we typically have $N_{\text{Li}} = 10^{5}$ lithium atoms at a temperature of $T = 0.2\mu$K. Thus, temperature imposes an $\omega_{\perp}/2\pi \gg 4$ kHz, while for the two-dimensional case with at most $N \approx 700$ atoms in the central sheet\footnote{This maximal value is reached for loading a $T = 0$ degenerate Fermi gas into a lattice formed by a $\lambda \approx 670$ nm retroreflected laser beam.} we get from the chemical potential $\omega_{\perp}/2\pi \gg 8.4$ kHz, where we assumed $\omega_{||}/2\pi = 224$ Hz as the geometric mean of the ODT frequencies in $y$- and $z$-direction. Similarly, the tunneling condition yields $J/2\pi \ll 6$ kHz.

In the following, we will derive some analytical formulas which will prove useful in the successive lattice design.

6.1.2. Fundamentals of Optical Lattices

Optical Dipole Forces

In the field of ultracold quantum gases, a common way to design potentials for the atoms is to make use of the dipole force. In short, an atom with transition frequency $\omega_{0}$ and decay

$\ldots$
rate $\Gamma$ feels due to its polarizability the dipole potential

$$V_{\text{dip}}(\vec{r}) = \frac{3\pi e^2}{2\omega_0^4} \left( \frac{\Gamma}{\omega - \omega_0} + \frac{\Gamma}{\omega + \omega_0} \right) I(\vec{r}) \approx \frac{3\pi e^2}{2\omega_0^4} \left( \frac{\Gamma}{\Delta} \right) I(\vec{r}) \tag{6.3}$$

when exposed to a light field with intensity $I(\vec{r})$ oscillating at frequency $\omega$. The rotating wave approximation on the right hand side is valid for detunings $|\Delta| = |\omega - \omega_0| \ll \omega_0$. Spontaneous processes lead to a scattering rate

$$\Gamma_{\text{sc}}(\vec{r}) = \frac{3\pi e^2}{2\hbar\omega_0^2} \left( \frac{\omega}{\omega_0} \right)^3 \left( \frac{\Gamma}{\omega - \omega_0} + \frac{\Gamma}{\omega + \omega_0} \right)^2 I(\vec{r}) \approx \frac{3\pi e^2}{2\hbar\omega_0^2} \left( \frac{\Gamma}{\Delta} \right)^2 I(\vec{r}) \tag{6.4}$$

Comparing eqs. (6.3) and (6.4), we see that $\Gamma_{\text{sc}}/V_{\text{dip}} \propto 1/\Delta$, i.e. choosing a large detuning helps us to reduce the scattering and thus heating of the atom sample. We further see that the dipole potential is attractive for red detuning $\Delta < 0$ and repulsive for blue detuning $\Delta > 0$. In latter case, the atoms are trapped in an intensity minimum, which minimizes the spontaneous scattering rate.$^3$

As we want to have a species-selective lattice for lithium, we have to minimize its influence on sodium, i.e. keep the lattice depth lower than the chemical potential $V_{\text{Na}} \ll \mu \approx 100 \text{ nK}$. As we can already anticipate, the lattice wavelength will have to be close to the lithium $D_2$ transition $\lambda = 670.977 \text{ nm}$, translating into $I \ll 2 \cdot 10^5 \text{ W/m}^2$. If a detuning $\Delta \approx 1 \text{ nm}$ is chosen, the resulting lithium scattering rate in this light field is $\Gamma_{\text{sc}} \approx 3/\text{s}$, a value which would limit possible experiments to a duration on the order of $\sim 100 \text{ ms}$.

### Optical Lattices

A common way to create an optical lattice is to retroreflect a beam of wavelength $\lambda$ and thus get a standing wave potential with periodicity $\lambda/2$,

$$V(x) = V_0 \sin^2 \left( \frac{2\pi x}{\lambda} \right) = \frac{V_0}{2} \left( 1 - \cos \left( \frac{2\pi x}{\lambda/2} \right) \right), \tag{6.5}$$

where we get a lattice depth $V_0$ by interfering a single beam of potential of depth $V_0/4$ with its retroreflection. Approximating each lattice well as a harmonic oscillator $V(x) = \frac{1}{2}m\omega^2x^2$, we get from a taylor expansion of eq. (6.5)

$$\omega = \frac{2\pi}{\lambda} \sqrt{\frac{2V_0}{m}} \tag{6.6}$$

It is convenient to introduce the lattice recoil energy $E_r = \frac{k^2k^2}{2m}$ with the lattice wavevector $k = 2\pi/\lambda$, which describes the kinetic energy gain of a lithium atom when absorbing a

$^3$Scattering can never be completely turned off due to the atom always having a thermal or quantum mechanical distribution with finite spatial width $\Delta x$, i.e. there will always be some light scattering.
photon from a lattice beam. Introducing $V_0 = sE_r$ we can express $\omega$ conveniently as

$$\omega = \frac{2E_r}{\hbar}\sqrt{s}. \quad (6.7)$$

With the intensity and detuning values from above, we get $V_0 \approx 2.6E_r$ with $E_r = 3.5 \mu \text{K} = 73 \text{kHz}$ for lithium and thus $\omega/2\pi \approx 235 \text{kHz}$, which fulfils the frequency conditions for reaching lower dimensionality $\omega_\perp/2\pi \gg 8.4 \text{kHz}$ easily.

So far, we were reducing our considerations to one lattice site only. Having several lattice sites, their connection can be described by a tunneling matrix element $J$, which can for $s \gg 1$ be approximated as

$$J = \frac{4}{\sqrt{\pi}} \left(\frac{V_0}{E_r}\right)^{3/4} e^{-2\sqrt{V_0/E_r}E_r} = \frac{4}{\sqrt{\pi}} (s)^{3/4} e^{-2\sqrt{s}E_r}. \quad (6.8)$$

For $s = 2.6$, we get $J/2\pi \approx 14 \text{kHz}$, i.e. it clearly violates the condition for no tunneling $J/2\pi \ll 6 \text{kHz}$. A way this can be understood intuitively is that lithium can due to its light mass easily hop over the barrier between one lattice well and the next. A way to circumvent this is thus to make the lattice spacing larger, which can formally be seen as increasing $\lambda$ and thus decreasing $E_r$. Due to the exponential scaling of $J$ with $-1/\sqrt{E_r} \propto -\lambda$, we decrease the tunneling energy this way.

Experimentally, instead of creating the lattice by a retroreflected beam, we let two beams interfere under an angle $2\alpha$ as shown in figure 6.1 and thus effectively change the wavelength $\lambda \rightarrow \lambda/\sin(\alpha)$. Due to space limitations, we choose $2\alpha = 35^\circ$, which results in a effective $\lambda = 2.2 \mu \text{m}$ or a lattice spacing of $\lambda/2 = 1.1 \mu \text{m}$, respectively. The formulas derived above stay valid, with $E_r$ now being calculated with the new $\lambda$, i.e. it decreases by about one order of magnitude to $E_r = 6.9 \text{kHz}$.

The absolute lattice depth $V_0$ does not change, but due to $s = V_0/E_r$ we get $s = 28$ and thus for the tunneling coupling $J/2\pi = 50 \text{Hz}$ at a vibrational frequency of $\omega/2\pi = 70 \text{kHz}$, i.e. our conditions for reaching lower dimensionality are well fulfilled. With the lithium atoms being in the harmonic oscillator ground state, they scatter light at a rate $\Gamma_{sc} \approx 1/\text{s}$ from the blue detuned light sheets.\(^4\) In figure 6.1 b) we can see how according to eq. (6.4) the scattering rate increases when the lattice depth is varied at constant power by changing the detuning.

\(^4\)For a red detuned SSODT, the overlap integral with the lattice light would be about a factor of 10 higher, which increases the scattering rate by the same factor. Additionally to the advantage of the lower scattering rate, using a blue detuning drastically reduces the overall harmonic confinement induced by the gaussian shape of the lattice beams compared to the red detuned configuration [101].
Figure 6.1.: a) Experimental setup to create the optical lattice potential. For technical details, see Ref. [100]. b) Oscillation frequency $\omega$ (blue line) and spontaneous scattering rate $\Gamma_{sc}$ (red line) of lithium atoms in the blue detuned optical lattice in dependence of its depth $s$, latter being tuned by changing the detuning $\Delta$. The fixed light intensity chosen here is such that the impact on sodium is kept sufficiently low, as described in the text.

Inhomogeneity

So far, we have not taken the beam shape into account: The SSODT is formed by Gaussian beams, which are mathematically described by the intensity profile

$$I(x, y, z) = I_0 \left( \frac{w_0}{w(z)} \right)^2 \exp \left( -\frac{2(x^2 + y^2)}{w^2(z)} \right)$$

(6.9)

for a beam propagating in $z$-direction. $w(z) = w_0\sqrt{1 + (z/z_R)^2}$ is the waist, which takes the value $w_0$ at the beam focus and $z_R = \pi w_0^2/\lambda$ is called Rayleigh range. Normalization determines $I_0 = 2P_0/(\pi w_0^3)$ with $P_0$ being the total beam power.

In our experimental setup, the lattice beam has a waist of $w_0 \approx 400 \mu m$ at the fiber outcoupler, which expands on its way to the glass cell to $w \approx 550 \mu m$, i.e. we can neglect the $z$-dependence of the intensity profile. Thus, two beams interfering under an angle $2\alpha$ as shown in figure 6.1 a) have the overall intensity envelope

$$I(x, y, z) \propto \exp \left( -\frac{2(y^2 + (x \cos(\alpha))^2 + (z \sin(\alpha))^2)}{w^2} \right).$$

(6.10)

Plugging this result for intensity and thus potential depth $V_0$ into the formula for $\omega$ eq. (6.6), we see after a Taylor expansion that we get a frequency with spatial dependence

$$\omega(x, y, z) = \omega_0 \left( 1 - \frac{y^2}{w^2} \frac{1}{w^2} (x \cos(\alpha))^2 + (z \sin(\alpha))^2 \right).$$

(6.11)
For an estimate of the anharmonicity $\Delta \omega$ experienced by the atoms, we can plug in the radii $(R_x, R_y, R_z) = (48, 46, 25) \mu m$ of the $T = 0$ Fermi distribution and get

$$(\Delta \omega_x, \Delta \omega_y, \Delta \omega_z) = (7 \cdot 10^{-3}, 7 \cdot 10^{-3}, 2 \cdot 10^{-4}) \omega_0$$

(6.12)

We see that we can expect to observe about 50 oscillations until the atoms in the center are out of phase by $\pi$ from the atoms at the cloud edge. This dephasing is independent of the value of the lattice depth $s$, in contrast to the dephasing due to the finite bandwidth $J$, as we will see later.

**Spatial Configuration and Implications for Polaron Experiments**

At this point, we can develop a picture of our experimental situation: As to be seen in figure 6.2, lithium occupies about 80 lattice sites, the number being simply determined by the size of lithium density distribution of radius $R_x \approx 45 \mu m$ in the ODT. As we see in the figure and know from eq. (3.27), the sodium condensate has a Thomas-Fermi Radius of $R_{TF} \approx 13 \mu m$ and thus only partly overlaps with the lithium in the lattice.

For plotting, we chose typical values (see section 8.4): At a temperature $T = 240 \text{nK}$, we have $2.6 \cdot 10^5$ sodium atoms with a condensate fraction of $\eta = 0.4$ (blue line). The $7 \cdot 10^4$ lithium atoms at this particular temperature show a similar density distribution if assumed to be distinguishable particles (red solid line) or $T = 0$ fermions (red dashed line).

For performing polaron experiments, it is of course desirable to have all lithium atoms in contact with a BEC. This could be reached by opening the ODT after loading lithium into the optical lattice, which means that in $x$-direction the lithium density distribution is frozen whereas the extension of the sodium condensate can increase. As one can easily see from eqs. (3.27) and (3.28), $R_{TF} \propto \omega^2$ and thus we would have to decrease $\omega_x$ by a

Figure 6.2.: SSODT potential (green) and cut through atomic density distributions in $x$-direction. For plotting, we chose typical values (see section 8.4): At a temperature $T = 240 \text{nK}$, we have $2.6 \cdot 10^5$ sodium atoms with a condensate fraction of $\eta = 0.4$ (blue line). The $7 \cdot 10^4$ lithium atoms at this particular temperature show a similar density distribution if assumed to be distinguishable particles (red solid line) or $T = 0$ fermions (red dashed line).
factor of \( \sim 8 \) to have a condensed background gas in contact with each occupied lattice site. A rather technical difficulty stems from the implementation of the ODT in our experiment, i.e. simultaneously to \( \omega_x \) we also ramp down \( \omega_z \), whose value is given by the same IR-beam. This would cause overlap problems due to the differential gravitational sag \( \Delta z = (g/\omega_{z,Na}^2 - g/\omega_{z,LI}^2) \), which grows with decreasing trap frequencies.

An additional overlap problem could arise due the condensate Thomas-Fermi radius being dependent on the intraspecies scattering length \( a_{BB} \). Combining eqs. (3.27) and (3.28), we get \( R_{TF} \propto \sqrt{a_{BB}} \), i.e. decreasing \( a_{BB} \) by one order of magnitude decreases \( R_{TF} \) by 1.6, being for \( a_{BB} \rightarrow 0 \) ultimately limited by the harmonic oscillator length \( a_{ho} = 2.4 \mu m \). Reaching this limit is - even apart from experimental challenges with regard to magnetic field stability - problematic anyway, as in this non-interacting case the Bogoliubov modes vanish. Without those phonon-like excitations, which are essential to explain the Fröhlich polaron, the validity of the whole theoretical analysis of Ref. [21] has to be scrutinized.

### 6.1.3. Full QM Description of a Particle in a Periodic Potential

#### Bloch functions

So far, we have derived the design criteria for our SSODT in a simple harmonic oscillator approximation, i.e. we constrained our considerations to independent lattice wells with vanishing tunneling coupling among each other. In the following, we will give a complete theoretical treatment of the lattice Hamiltonian

\[
H = \frac{p^2}{2m} + \frac{V_0}{2} (1 - \cos(2kx))
\]

(6.13)
describing an atom of mass \( m \) in the SSODT potential\(^5\) eq. (6.5) with periodicity \( d = \pi/k = \lambda/2 \). The famous Bloch-Theorem [102] tells us that we can write the eigenfunctions of the periodic Hamiltonian as

\[
\psi_{n,q}(x) = e^{iqx/\hbar} u_{n,q}(x)
\]

(6.14)

with the periodic function \( u_{n,q}(x) = u_{n,q}(x + d) \). We see that the eigenfunction \( \psi_{n,q}(x) \) does not necessarily show the same periodicity as the Hamiltonian, as it can have an additional phase factor \( e^{iqx/\hbar} \). Here, \( n \) denotes the so-called bandindex and \( q \in [-\hbar k; \hbar k] \) the quasimomentum, which will both be explained in detail later. Due to its periodicity, we can expand the Bloch function \( u_{n,q}(x) \) in a Fourier series as

\[
u_{n,q}(x) = \sum_{l \in \mathbb{Z}} c_l^{n,q} e^{i2l k x}
\]

(6.15)

\(^5\)The inhomogeneity of the optical potential discussed above is neglected in the following to allow for an analytical treatment.
with $2lk$ being the reciprocal lattice vectors. Analog, the potential reads

$$V(x) = \sum_{l \in \mathbb{Z}} V_l e^{i2kx} = \frac{V_0}{2} - \frac{V_0}{4} (e^{i2kx} + e^{-i2kx}). \quad (6.16)$$

It is interesting to note that in the case of an optical lattice the only nonvanishing Fourier components of the potential are $V_{-1}, V_0$ and $V_{+1}$, whereas in the case of condensed matter systems constraining the calculations to those three components is always an approximation. Inserting the Fourier expansions and the Hamiltonian eqs. (6.15), (6.16) and (6.13) into the Schrödinger equation $H \psi_{n,q}(x) = E_{n,q} \psi_{n,q}(x)$, we get

$$\sum_{l \in \mathbb{Z}} e^{i(q/h+2kl)x} \left[ \left( \frac{(q + 2hkl)^2}{2m} - E_{n,q} \right) c^{n,q}_l + \sum_{l' \in \mathbb{Z}} V_{l'} c_{l+l'} \right] = 0. \quad (6.17)$$

We see that due to the orthogonality of plane waves the bracketed term must vanish for all $l$ and thus we can obtain the eigenenergies $E_{n,q}$ and eigenvectors $c^{n,q}_l$ by diagonalization of the matrix

$$\begin{pmatrix}
T_{q,z} - E_{n,q} + \frac{V_0}{2} & -\frac{V_0}{4} & 0 & \cdots & 0 \\
-\frac{V_0}{4} & T_{q,z-1} - E_{n,q} + \frac{V_0}{2} & -\frac{V_0}{4} & \cdots & 0 \\
0 & -\frac{V_0}{4} & T_{q,z-2} - E_{n,q} + \frac{V_0}{2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & T_{q,z} - E_{n,q} + \frac{V_0}{2}
\end{pmatrix} \quad (6.18)$$

where $T_{q,l} = \frac{(q+2hkl)^2}{2m}$ is the kinetic energy and the truncation parameter $z \geq l \geq -z$ is chosen appropriately. Thus, for each quasimomentum $q$, we get $2z + 1$ eigenvalues $E_{n,q}$, which are shown for different lattice depths $V_0$ in figure 6.3. For $V_0 \to 0$, we see how the dispersion relation for a free particle reduced to the first Brillouin zone is reproduced, where we can retrieve the momentum $p = q + 2mhk$ from quasimomentum $q$ and reciprocal lattice vector $2mhk$ with $m \in \mathbb{Z}$ chosen appropriately. $n = 1, 2, \ldots$ is the so-called band index, a denotation which becomes clear when looking at the energy levels for $V_0 > 0$, which are forming certain energy bands, also called Bloch bands. In the deep lattice limit $V_0 \gg E_r$, these bands coincide with the equally spaced harmonic oscillator levels for small $n$, i.e. in states which only probe the harmonic part of the sinusoidal potential.

The wavefunctions can be obtained by inserting the eigenvectors $c^{n,q}_l$ resulting from the diagonalization of eq. 6.18 into eqs. (6.14) and (6.15). In figure 6.4, we can see that in the lowest Bloch band the wavefunction for $q = 0$ has no nodes, whereas for $q = \pm hk$, i.e. at the Brillouin zone edge, the wavefunction has nodes at all maxima of the optical lattice potential. For the second band, all wavefunctions have a node at the potential minimum, as expected for the first excited state, but the $q = 0$ and not the $q = \pm hk$ state has additionally nodes at the potential maxima. These characteristics of the wavefunction explain the quasimomentum dependence of the band energies $E_{n,q}$ shown in figure 6.3.
Wannier Functions

In deep lattices, instead of working with the Bloch wavefunctions delocalized over the entire lattice it is more intuitive to use wavefunctions localized on one lattice site. For that purpose, we introduce the Wannier functions

\[
    w_n(x - x_j) = \mathcal{N}^{-1/2} \sum_{q \in [-\hbar k; \hbar k]} e^{-i q x_j / \hbar} \psi_{q,n}(x)
\]

with \( \mathcal{N} \) being an appropriately chosen normalization factor. In the sum above, one has to be careful to sum up all Bloch functions \( \psi_{q,n}(x) \) with equal phases enforced at \( x = 0 \) for getting the correct \( w_1(x) \) \cite{103}. Whereas the Bloch states \( \psi_{q,n}(x) \) are characterized by their quasimomentum \( q \) and are delocalized over the entire lattice, the Wannier functions \( w_n(x - x_j) \) are localized at \( x = x_j \). In figure 6.4, we can see a comparison of Bloch and Wannier functions, latter being also approximated with the harmonic oscillator wavefunctions, which are a good description for deep lattices. We see how our considerations to design the optical lattice, which were done in the harmonic oscillator approximation, are justified: Starting from the Bloch functions, which are the exact eigenfunctions of the lattice, we can do a basis change to Wannier functions. In the deep lattice limit, those become identical with the harmonic oscillator states.
Figure 6.4.: First Row: Wavefunctions $\psi_{q,n}(x)$ for $q = 0$ and $q = \hbar k$, i.e. in the middle and at the edge of the first Brillouin zone, respectively. Second row: Corresponding probability densities $|\psi_{q,n}(x)|^2$. Third row: Wannier functions $w_n(x)$ in comparison with the harmonic oscillator functions for comparable trap frequency. The larger spatial extent of the Wannier functions due to tunneling is obvious. In all graphs the depth of the lattice, which is depicted in green, is $s = 5$. For $s \approx 25$, a typical value used in our experiments, the difference between Wannier functions and harmonic oscillator states is not recognizable any more.
Tunneling

When implementing lower-dimensional systems experimentally using an optical lattice, it is crucial that there is no tunneling between the distinct systems localized on neighbouring lattice sites $i$ and $j$. The associated tunneling matrix element can be calculated as

$$ J = \int w_n(x - x_j) \left( -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V(x) \right) w_n(x - x_i). $$

(6.20)

Here, the approximation of the Wannier functions by a simple harmonic oscillator is not correct, as for the tunneling process the sidelobes of $w_n(x - x_j)$ on lattice site $i$ become important. From the results above, we can determine $J$ in tight-binding approximation $s \gg 1$ by

$$ J = \frac{1}{4} \left( \max_q (E_{n,q}) - \min_q (E_{n,q}) \right), $$

(6.21)

i.e. it is proportional to the width of the Bloch band. Plotting eq. 6.21 together with the approximate expression eq. (6.8) we see that for deep lattices $s \gg 1$ numeric and approximate analytic solution can be used likewise (figure 6.5 a).

![Figure 6.5:](image)

**Figure 6.5.:** a) Tunneling energies $J_1$ and $J_2$ of first (blue) and second (red) Bloch band, respectively, in dependence of the lattice depth $s$. The approximate formula for the first Bloch band eq. (6.8) is shown as dashed blue line and is seen to be valid for $s \gg 1$. We clearly recognize that tunneling in the second band is always higher than in the first, which is explained by the higher spatial extent and thus overlap of the associated Wannier functions. b) Bandwidth $\Delta \omega$ in dependence of bandgap. For deep lattices, the bands get flat and the bandgap can be approximated by the lattice frequency $\omega$. The bandwidth $\Delta \omega$ is defined here as the sum $\Delta \omega = 4(J_1 + J_2) \approx 4J_2$ of first and second Bloch band bandwidth and is responsible for dephasing of oscillations [105].
To finish the theoretical part of this chapter, in order to prevent misunderstandings in nomenclature we want to discuss shortly the term of the ‘effective mass’: In condensed matter systems, the band structure gives rise to an effective mass

\[ m^* = \left( \frac{d^2 E_{n,q}}{dq^2} \right)^{-1} \] (6.22)

of the particle moving through the periodic potential. It is a useful term when explaining e.g. Bloch oscillations \[106\] induced by applying a force \( F = m^* a \). However, this is a pure single particle effect appearing due to the band structure of the lattice. Throughout this thesis however, the term ‘effective mass’ is used to describe the mass increase of an impurity immersed in a bosonic background, which obviously is a many-body effect and not connected to the physics of periodic potentials.

### 6.2. Characterization of the Optical Lattice

Having designed the optical lattice, next we want to show how to characterize it by means of experiments with ultracold atoms. For that purpose, we first demonstrate the effect of a phase lattice on sodium and subsequently excite oscillations of lithium atoms.

#### 6.2.1. Phase Lattice for Sodium

Before implementing the optical lattice for lithium, we used the dye laser as repumper for sodium \[38\]. Therefore it was convenient to first try and see effects of the lattice on sodium, before switching the dye from Rhodamine 6G to DCM to form a SSODT for lithium. For the measurements reported here, we chose a detuning of \( \Delta/2\pi \approx 2\text{GHz} \) and a lattice beam power of \( \sim 21\text{µW} \).

First, in order to see an impact of the lattice on the atoms, it would be desirable to observe some structure being connected to the periodic potential, even better if this structure could in some way be utilized to calibrate the lattice depth \( s \). For that purpose, one can make use of a phase lattice \[101\]: For a short time \( t \), the lattice is pulsed on and in dependence of this pulse duration, the diffracted momentum components \( 2l\hbar k \) of the atoms after a TOF-expansion are recorded.

To analyze this process analytically, let us start with a sodium condensate described by the wavefunction \( |\Psi\rangle = |q_0\rangle \), i.e. being in a certain momentum state. For simplicity, we assume that \( q_0 \) is in the lowest Bloch band. By making use of the fact that the Bloch wavefunctions \( \psi_{n,q} \) form a basis set for a certain \( q = q_0 \), we can write

\[ 1 = \sum_n |\psi_{n,q_0}\rangle \langle \psi_{n,q_0}| \] (6.23)
and thus expand the condensate wavefunction as
\[
|\Psi(t = 0)\rangle = \sum_{n} |\psi_{n,q_0}\rangle \langle \psi_{n,q_0}|q_0\rangle.
\] (6.24)

With the Bloch wavefunction eq. (6.14), we get \( \langle \psi_{n,q_0}|q_0\rangle = (c_{n,q_0}^{*})^* \) and thus the time evolution of the condensate wavefunction reads
\[
|\Psi(t)\rangle = \sum_{n} e^{-iE_{n,q_0}t/\hbar} (c_{n,q_0}^{*})^* |\psi_{n,q_0}\rangle
\] (6.25)
if the lattice has been pulsed on for a time $t$. When it is turned off again, the wavefunction is projected onto plane waves, which are the appropriate basis states to describe the free atoms. The respective probability amplitude of the atom to end up in the momentum state $|q_0 + 2\hbar k\rangle$ reads

$$\langle q_0 + 2\hbar k|\Psi(t)\rangle = \sum_n e^{-iE_{n,q_0}t/\hbar} (c_{n,q_0}^0)^* (c_{n,q_0}^l).$$ (6.26)

Making use of the fact that the condensate starts in a symmetric state $|q_0\rangle = |0\rangle$, it can due to parity reasons only be excited to bands with odd $n$ (see wavefunction plots in figure 6.4). In the weak lattice limit, the atoms will thus only populate the $q = 0$ state of the third band, i.e. it they will be diffracted into the momentum state $|p\rangle = |\pm 2\hbar k\rangle$, as can be visualized from the reduction to the first Brillouin zone depicted in figure 6.3. Thus we can simplify eq. (6.26) to

$$|\langle \pm 2\hbar k|\Psi(t)\rangle|^2 = \alpha_1 + \alpha_2 \cos ((E_{3,0} - E_{1,0})t/\hbar),$$ (6.27)

where the $\alpha_i$ are a function of the $c_{l}^{n,q}$. The periodic diffraction of atoms into the momentum states $|\pm 2k\rangle$ can be mapped out in a TOF-series for different lattice pulse times $t$, as to be seen in figure 6.6. From the frequency of the oscillation $\omega/2\pi = (9.5 \pm 1.1)$ kHz, we get the energy difference between first and third Bloch band $(E_3 - E_1)$ for quasimomentum $q = 0$ and can thus determine the associated lattice depth $s \approx 1.8$.

An interesting feature can be seen in figure 6.6 b). Besides the $|p\rangle = |\pm 2\hbar k\rangle$ diffraction peaks, there are also atoms in the region between $|p\rangle = |0\rangle$ and $|p\rangle = |\pm 2\hbar k\rangle$. This can be understood as follows: When being diffracted, some of the atoms in $|p\rangle = |\pm 2\hbar k\rangle$ have to travel through the remaining condensate at rest $|p\rangle = |0\rangle$. The resulting scattering process of atoms from the two different velocity classes can be described in the center-of-mass system with momentum $|p\rangle = |\pm \hbar k\rangle$. The atom distributions after scattering, which appear in the absorption image as circular discs centered around $|p\rangle = |\pm \hbar k\rangle$, can be clearly identified as the results of $s$-wave scattering [107].

In the following, we will present further possibilities how to characterize the optical lattice by means of oscillations of lithium.

6.2.2. SSODT for Lithium

To follow the goal of our experiment to observe polaronic behaviour of lithium, we changed the wavelength of the dye laser to form an SSODT with wavelength of $\sim 670$ nm. After cooling the atoms in MT and ODT, we load them into the lattice, a process which is investigated in detail in the next chapter. In short, we ramp up the SSODT with a sodium background, such that the atoms have sufficient time for thermalization and a possible spatial rearrangement by tunneling. Depending on the kind of experiment, the sodium background is removed subsequently by a resonant light pulse.
Figure 6.7.: a) Oscillation of lithium in the lattice. The blue dots represent the center of mass after TOF, the red line is a sinusoidal fit to the data for $t < 222 \mu s$. b) Relative frequency fit error $\Delta \omega/\omega$ in dependence of the number of datapoints used for fitting. The dataset minimizing the fit error $\Delta \omega/\omega$ has been used for the fit shown in a). c) Displacement $\Delta x_{\text{TOF}}$ in dependence of EOM voltage $\Delta U$ (note that a different lattice than in a) and b) was used). With $t_{\text{TOF}} = 3 \text{ ms}$, we get $\omega/2\pi = (22.2 \pm 4.3) \text{ kHz}$.

To characterize the lattice for lithium, we excite oscillations. For that purpose, the voltage applied on the EOM\textsuperscript{6} (see figure 6.1) is suddenly switched by an amount $\Delta U$. This induces a phase shift between the two beams of $\Delta \phi = \phi' \Delta U$, where $\phi' = (0.414 \pm 0.003)1/\text{V}$ in our experiment.

\textsuperscript{6}For simplicity, we $\Delta U$ given here is the voltage from our experiment control system. For inducing phase shifts, this voltage is amplified by a factor of 20 by a high voltage amplifier and then directed to the EOM.
setup [100]. The resulting spatial displacement of the lattice structure is

\[ \Delta x = \frac{\lambda}{4\pi} \phi' \Delta U = (72.5 \pm 0.5) \text{nm} \Delta U. \]  

(6.28)

By switching lattice and ODT off a certain time \( t \) after the displacement, we can map out the oscillation in a TOF-series. The induced oscillation shown in figure 6.7 has a frequency of \( \omega/2\pi = (60.94 \pm 0.26) \text{kHz} \), which translates into \( s = 26.2 \). A feature which is not yet understood is depicted in figure 6.7 b): \( \Delta \omega/\omega \) increases, i.e. the fit quality decreases when we take the datapoints for \( t > 222 \mu s \) into account. From the lattice inhomogeneity and the confining ODT potential eq. (6.12), one would expect a timescale \( \tau \approx 100/\omega \approx 2 \text{ms} \) for this process, which for longer times experimentally manifests as amplitude decrease. A possible explanation could be an improper alignment of SSODT with respect to the ODT, which would result in a faster dephasing than theoretically expected [105].

By fitting only the first \( \sim 11 \) oscillations, we get for the frequency \( \omega/2\pi = (60.94 \pm 0.26) \text{kHz} \), i.e. without further effort we can determine it with a relative accuracy of \( \sim 0.4\% \). This means that we are able detect an effective mass increase of \( m^* = 1.008m \), which can be achieved by \( \alpha = 0.02 \), a value that can easily be reached by reducing \( a_{BB} \) only slightly as the background value \( \alpha_{bg} = 0.018 \) is not much smaller.

In order to develop a deeper understanding for the oscillations, one can map out the amplitude of the first maximum in dependence of the applied voltage jump \( \Delta U \). The maximal atom velocity is \( v = \omega \Delta x \), which translates in TOF into \( \Delta x_{\text{TOF}} = vt_{\text{TOF}} \). From the fit of the data in figure 6.7, we get \( \omega/2\pi = (22.2 \pm 4.3) \text{kHz} \), which is in excellent agreement with \( \omega/2\pi = (22.6 \pm 1.3) \text{kHz} \) determined from a direct measurement of the oscillation frequency.

In chapter 8, we will further investigate controlled excitations in the SSODT. For that purpose, we apply the technique of Brillouin zone mapping, which will be described in detail in the next chapter.
7. Brillouin Zone Mapping

In order to map out the momentum distribution of atoms in an optical lattice, a commonly used tool is Brillouin zone mapping. In the following, we will explain its basic principles and apply it to understand and improve the lattice loading procedure.

7.1. Basic Principles

As we have seen in the previous chapter, to atoms in different Bloch bands different momenta can be assigned. Although the quasimomentum $q$ can only take values within the first Brillouin zone $q \in [-\hbar k; \hbar k]$, it can be adiabatically mapped onto a real momentum $p = q + 2m\hbar k$ with $m \in \mathbb{Z}$. The way this works is visualized in figure 7.1: Starting from a deep lattice, its depth $s$ is ramped down and the Bloch bands start more and more to resemble the free particle dispersion relation. In this process the quasimomentum $q$ is conserved and the real momentum $p$ is retrieved when the lattice has been turned off completely. A subsequent TOF translates the obtained momentum distribution into a spatial distribution, which we record via an absorption image.

Experimentally, the Brillouin zone mapping has to fulfill several requirements: On the one hand, it has to be slow with respect to the vibrational frequencies, such that the ramp-down is adiabatic and does not induce transitions between the different bands. On the other hand, it has to be fast with respect to collision times changing the momentum distribution (which is not an issue for fermions though). Moreover, as the confining ODT is turned off during the Brillouin zone mapping, thermally driven expansion of the lithium has to be considered as well.

We found that an exponential ramp $\propto \exp(-t/\tau)$ with time constant $\tau = 125 \mu s$ and duration $500 \mu s$ fulfills those requirements. With this tool at hand, we will in the following analyze the lattice loading process.

7.2. Lattice Loading

Looking at the evolution of Bloch bands when changing the lattice depth (figures 6.3 and 7.1), it is obvious that free atom states with energy $E > E_R$ can end up in an excited band $n > 1$ when the lattice is ramped up, a process which can not be prevented by adiabatic loading [108]. In our system, $E_R \approx 320 \text{nK}$ and $E_F \approx 760 \text{nK}$, thus with the help of the
Figure 7.1.: Basic scheme of Brillouin zone mapping. The atoms (black dots) in the lattice of depth $s = 5$ (green line) have a certain quasimomentum $q$, which is conserved during a ramp down to e.g. $s = 1.5$ (red line). When the lattice is turned off completely, the atom’s quasimomentum is mapped onto the free particle dispersion relation (blue line) by adding a reciprocal lattice vector $\pm 2\hbar k = \pm 2\hbar/\lambda$ to the quasimomentum $q$.

intuitive picture figure 7.3 a) we can estimate that even at $T = 0$ about 40% the atoms will naturally end up in the second band. This theoretical prediction is confirmed by the Brillouin zone mapping shown in figure 7.2 a), where 44% of the atoms are in excited states. This energetically excited configuration is stable, as it can not relax due to the fermionic nature of the lithium atoms.

This constraint is lifted if we have a sodium background present when the lattice is being loaded: The lithium atoms in the excited states can scatter with the bosonic bath, thereby relaxing to lower Bloch bands, a process schematically shown in figure 7.3 a). In figure 7.2 b) and c), we clearly see this effect, which we will investigate quantitatively in the following.

For the ramp-up of the lattice we choose an exponential ramp $s(t) \propto \exp(-t/\tau)$ with time constant $\tau$ and duration $t_r$. Fixing $\tau = t_r/4$ is commonly done in ultracold atom experiments [109, 110], but the ramp duration has to be adapted to our specific requirement that the lithium in the lattice has to thermalize with the sodium background. Figure 7.3 b) shows the result of loading the lattice with different ramp times: We see that for $t_r \approx 100$ ms, the fraction of atoms in the second Bloch band has reached its steady state value. As a comparison, the case of lithium only is shown, which clearly does not show any relaxation from its metastable state.

\footnote{Due to the finite overlap of lithium atoms and sodium background (see figure 6.2), it is not surprising that some of the lithium atoms cannot relax to the first Bloch band due to the lack of sodium scattering partners, especially at the trap edges in the outer part of the lattice.}
**Figure 7.2.** Left: Brillouin zone mapping of lithium loaded into the lattice without sodium background. About 44% of the atoms end up in excited states, which appear in TOF as higher Brillouin Zones depicted by different shadowing. Middle: If the lattice is loaded with a sodium background present, 86% of the atoms are in the lowest Bloch band. Right: The direct plot of the difference clarifies the effect of the bosonic background.

**Figure 7.3.:** **a)** Lattice site in harmonic approximation. Shown are the potential (green) with the states of first (blue) and second (red) Bloch band, spaced by $\omega_{\text{lattice}}$. The energetic distance between the transversally excited states is given by the ODT frequency $\omega_{\text{ODT}}$. Note that $\omega_{\text{lattice}} \gg \omega_{\text{ODT}}$ and thus the picture is not to scale. **b)** Fraction of atoms in the second band in dependence of the lattice ramp time $t_r$. Without sodium (red dots), lithium stays in the metastable state, whereas with sodium (blue dots), the atoms are allowed to relax to the first Bloch band. The exponential fit (blue line) with a time constant $\tau = 30\,\text{ms}$ leads to the choice of $t_r = 100\,\text{ms}$.
In the next chapter, we will investigate the lithium relaxation process quantitatively in detail. To understand it qualitatively, figure 7.3 a) is useful: With the help of sodium, the lithium atom can relax from second (red) to first (blue) Bloch band. The fact that this process is possible, i.e. the final state is not already occupied by another fermionic lithium atom and thus Pauli blocked, is a peculiarity of the one-dimensional lattice system. A manifold of transversal states from the ODT belongs to each Bloch band, as also depicted in figure 7.3 a). This way, to a certain energy $E > E_{2q}$ there exists one state of the first and one of the second Bloch band. With typical values of $\omega_{\text{lattice}} \approx 50 \text{ kHz}$ and $\omega_{\text{ODT}} \approx 210 \text{ Hz}$, we find that there are about $3 \cdot 10^4$ states in the first Bloch band with energy $E$ lower than the second band’s energy. This means that with typically not more than $3 \cdot 10^3$ atoms per sheet, there is sufficient states for the fermionic atoms to relax to.

In the following, we will investigate how this configuration of states, which is specific to our setup, leads to the steep Brillouin zone edges as we can see in figure 7.2, which are in the case of a 3D lattice only obtained for certain fillings [111].

### 7.3. Brillouin Zone Edges

With some thousand atoms per lattice site, it is well justified to assume that the atoms’ quasimomentum distribution more or less uniformly covers the entire first Brillouin zone $-\hbar k \leq q \leq \hbar k$. This means that when we do a BZ mapping, from each lattice site atoms start travelling with all those momenta $q$. Thus, the result of the bandmapping can be explained by summing over in-situ distributions, each displaced by $q$ with $-\hbar k \leq q \leq \hbar k$, as schematically depicted in figure 7.4.

To quantify our so far only theoretical considerations, we map out the steepness of the Brillouin zone edges in dependence of different ODT frequencies, which change the slope of the in-situ distributions. Experimentally, we choose a TOF of $5 \text{ ms}$ for the Brillouin zone mapping and obtain the prediction of the momentum distribution by summing over in-situ pictures taken at the same ODT frequency $\omega_{\text{ODT}}$. The resulting spatial distributions, which have been calculated without free parameters, are linearly fitted at their respective Brillouin zone edges. The results plotted in dependence of $\omega_{\text{ODT}}$ can be seen in figure 7.4 b).

The linear fits of the Brillouin zone edge slopes, depicted as solid lines in figure 7.4 b), are consistent within their uncertainties. Of course, agreement is not perfect due to several reasons: As already pointed out in chapter 3, in-situ pictures are quantitatively only limited trustworthy due to the high optical density. As the atom density increases with increasing $\omega_{\text{ODT}}$, due to saturation effects in imaging we expect a lower slope for those in-situ pictures and the resulting sum. This explains why theory and experiment deviate more strongly for high $\omega_{\text{ODT}}$, as can be seen in figure 7.4 b). Another source of errors is the anharmonic part of the in-situ distribution: Due to the ODT being formed by Gaussian beams of finite waist, the maximum slope of a Gaussian distribution being proportional to $1/\sigma \propto \omega$, it is reasonable to plot the slope of the BZ edge in dependence of $\omega$.

---
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the wings of the atom distribution are broader than expected in a pure harmonic potential. This leads to the theoretically predicted shape of the Brillouin zone mapping having rather smooth edges, whereas the experimentally obtained shape can be almost approximated by a box as it mostly stems from atoms being trapped in the harmonic part of the ODT potential.

\[
\text{BZ edge steepness} = \frac{\text{BZ mapping}}{\text{in situ sum}}
\]

In this chapter, we have introduced the tool of Brillouin zone mapping. By analyzing the relaxation of excitations, we have applied it to optimize the loading procedure of the SSODT. In the next chapter, we will go one step further and deliberately transfer atoms to higher Bloch bands, a process which can be analyzed with the Brillouin zone mapping technique.

**Figure 7.4.: a)** Schematic of the emergence of a typically observed spatial distribution in BZ mapping. By summing over in-situ distributions with all different quasimomenta \( q \) (blue), we get a theoretical prediction for the result of the BZ mapping (green). The result shows astonishing similarity to the results obtained experimentally (red). **b)** Slope of the Brillouin zone edges in dependence of the ODT frequency \( \omega_{\text{ODT}} \), color coding as in a). Errorbars are due to taking the mean of slope of left and right BZ edge. The lines are linear fits to the data with slopes \( a_{\text{BZ}} = 24 \pm 10 \) and \( a_{\text{IS}} = 14 \pm 4 \), agreeing within their uncertainties.
8. Controlled Excitations in the Optical Lattice

In this chapter, we will investigate excitations of the atoms in the optical lattice in detail. We start with a derivation of a quantum mechanical picture of oscillations in the harmonic oscillator limit, which we extend to the full treatment using Bloch wavefunctions and compare to experimental data. To get a quantitative understanding of the interspecies energy transfer in a Bose-Fermi mixture, we analyze heating of the condensed Bose gas in dependence of the lithium oscillation energy.

In order to be able to excite lithium to one specific Bloch band instead of preparing it in a superposition as done in the case of oscillations, we apply an oscillatory displacement of our lattice and are thus able to spectroscopically determine the bandgap. When the lithium atoms are transferred to the excited state of the two-level system consisting of the mechanically coupled first and second Bloch band, a sodium background can induce their relaxation to the first Bloch band, as we have already seen in the previous chapter. By employing a controlled excitation and quantitatively analyzing its relaxation, we can determine the absolute value of the interspecies scattering length $a_{1B}$. To give an outlook on the rich spectrum of physics that can be investigated using this two-level system coupled to a bath, we finally demonstrate Rabi oscillations between first and second Bloch band.

8.1. Quantum Mechanical Picture of Oscillations

In the limit of a deep lattice, where the Bloch wavefunctions can be approximated by simple harmonic oscillator wavefunctions, an oscillation can be described analytically. To excite the oscillation, we displace the wavefunction $|\psi(x)\rangle$ by $\Delta x$, which can be described by applying the displacement operator

$$e^{-\frac{i}{\hbar}\Delta x \hat{p}} |\psi(x)\rangle = |\psi(x-\Delta x)\rangle ,$$

(8.1)

which is well-known from basic quantum mechanics [28]. Introducing the harmonic oscillator length scale $x_0 = \sqrt{\frac{\hbar}{m\omega}}$ and the raising and lowering operators $\hat{a}^\dagger$ and $\hat{a}$, we can rewrite

$$e^{-\frac{i}{\hbar}\Delta x \hat{p}} = e^{\frac{i}{\hbar} \Delta x \hat{a}^\dagger} = e^{\frac{\Delta x}{x_0} (\hat{a}^\dagger - \hat{a})} = D(\alpha) .$$

(8.2)
Here, we defined $\alpha \equiv \Delta x$ and introduced the displacement operator $D(\alpha) = \exp(\alpha \hat{a}^\dagger - \alpha^* \hat{a})$, which is also used in Quantum Optics [112].

Starting with atoms in the harmonic oscillator ground state $|\psi(x)\rangle = |0\rangle$, we obtain its decomposition in energy eigenstates $|n\rangle$ after the displacement

$$|\psi(x-\Delta x)\rangle = \sum_n n |n\rangle \langle n|\psi(x-\Delta x)\rangle$$

$$= \sum_n n |n\rangle \langle n|D(\alpha)|0\rangle$$

$$= \sum_n n |n\rangle \sum_{n'} e^{-|\alpha|^2 \frac{2}{\sqrt{n!}} |n'|}$$

$$= \sum_n e^{-|\alpha|^2 \frac{\alpha^n}{\sqrt{n!}}} |n\rangle . \quad (8.3)$$

In the case of a lattice with finite depth $s$, we obtain the result analog to eq. (8.3) with $|n\rangle$ in this case being the Bloch wavefunctions of the different bands. The overlap integrals can be evaluated numerically using the eigenstates obtained in chapter 6. Note that in this case, the expansion of the displaced state is weakly dependent on the quasimomentum $q$, an effect which decreases for increasing lattice depth and vanishes in the harmonic oscillator limit.

In figure 8.1, oscillations with different amplitudes are shown for a lattice of depth $s = 14$. In order to be able to compare theory with experiment, the theoretical data has been appropriately averaged over all quasimomenta $q \in [-\hbar k; \hbar k]$ of the first Brillouin zone. The experimental data has been obtained by excitation of oscillations with different amplitude and subsequent BZ mapping. We see qualitative agreement, but a quantitative discrepancy which could e.g. be due to the imperfect preparation of the initial state, which still contains a considerable fraction of atoms in the second Bloch band (see datapoints for zero displacement).

Very insightful is the comparison of the calculation involving the full set of Bloch states with the harmonic oscillator approximation, which is for reasons of clarity in figure 8.1 only shown for $\Delta x < 0$. We see that for small displacements approximation and exact calculation agree well for the three lowest bands. The fourth band, which is completely in the continuum for $s = 14$, is for that reason qualitatively not correctly described by the harmonic oscillator approximation.

8.2. Interspecies Energy Transfer

As we have the possibility to study not only lithium alone in the SSODT, but can also add a sodium background, a question that comes up naturally is how thermalization between the two works. In chapter 5, we have already studied the damping of oscillations in the case of
both species being excited. Working with an SSODT for lithium, we will thus study how energy is transferred from the excited lithium atoms to the sodium condensate.

For that purpose, we prepare lithium in the SSODT with a sodium condensate background. An oscillation of the fermions is excited and after a certain hold time \( t_h \) a TOF picture is taken. Experimentally, we choose \( t_h = 1 \) s, a value which ensures that lithium and condensate are well thermalized (see chapter 5). Figure 8.2 shows the resulting sodium condensate fraction in dependence of the lithium oscillation amplitude. In the following, we will develop a quantitative understanding of this energy transfer process.

The specific heat of an ideal Bose gas of \( N_{Na} \) sodium atoms in a three-dimensional harmonic trap is given by [31]

\[
C = 3 \cdot 4 \cdot \frac{\zeta(4)}{\zeta(3)} N_{Na} \cdot k_B \left( \frac{T}{T_c} \right)^3 \approx 10.8 \cdot N_{Na} \cdot k_B \left( \frac{T}{T_c} \right)^3
\]

(8.4)

with \( \zeta(x) \) denoting the Riemann zeta function. A temperature increase from \( T_i \) to \( T_f \) is
Figure 8.2: Sodium condensate fraction $\eta$ in dependence of the lithium displacement. The experimental data (blue dots) are an average over two runs and over the condensate fraction fitted in $x$- and $y$-direction. The red line is a fit based on the specific heat of the ideal Bose gas as described in the text. The data were obtained in a lattice with frequency $\omega/2\pi = 45$ kHz.

Connected with a heat input

$$\Delta Q = \int_{T_i}^{T_f} C(T) \, dT.$$  \hfill (8.5)

Evaluating this integral and inserting it into the formula for the condensate fraction eq. (3.30)

$$\eta = 1 - \left( \frac{T}{T_c} \right)^3,$$

we get

$$\eta = 1 - \left( \frac{\Delta Q}{2.7N_{Na}k_BT_c} + \left( \frac{T_i}{T_c} \right)^4 \right)^{3/4}. \hfill (8.6)$$

Knowing the lattice frequency $\omega$ and the lithium atom number $N_{Li}$, we can determine the heat transfer

$$\Delta Q = N_{Li}V_0 \sin^2(k\Delta x) \approx \frac{1}{2}N_{Li}m_{Li}\omega^2\Delta x^2 \hfill (8.7)$$

in dependence of oscillation amplitude, i.e. the displacement $\Delta x$. Fitting the data in figure 8.2 with eqs. (8.6) and (8.7), we get when leaving the critical temperature as free parameter $T_c = (355 \pm 74)$ nK, with the error given by the uncertainties in $N_{Na}$, $N_{Li}$ and the fit. The corresponding ODT trapping frequency $\bar{\omega}/2\pi = (118 \pm 25)$ Hz is in good agreement with the value $\sqrt{\omega_x\omega_y\omega_z}/2\pi = 93$ Hz which we obtain from the direct measurement of the trapping frequencies.

From theoretical work \cite{113} we know that for a harmonically trapped weakly interacting Bose gas the specific heat scales as $(T/T_c)^\alpha$ with $\alpha < 3$ opposed to $\alpha = 3$ in the non-interacting case. The scaling has experimentally been determined to be $\alpha = (2.7 \pm 0.7)$ in...
the case of rubidium [114], but leaving \( \alpha \) as a free parameter for the fit of our data sample results in a value being meaningless due to its large uncertainty.

This first measurement of lithium oscillating in a sodium background can be extended in many ways: If the bosons form a pure condensate, the impurity should perform a frictionless oscillation as long as the associated velocity is slower than the superfluid critical velocity \( v_c \). Thus, a measurement of the energy transfer in dependence of the oscillation amplitude can be used to determine \( v_c \). Moreover, if one is able to load just a few lattice sites, the lithium can even be used as a local probe to map out its spatial, i.e., density dependence. So far, the superfluid critical velocity has been determined experimentally by moving a blue detuned laser beam [91] and sodium atoms in different hyperfine states [92] through a bosonic condensate. The idea of dragging an impurity through a condensed background to determine \( v_c \) has just recently been implemented with an ion moved through a BEC [94].

In the following, we want to study the dynamics of the energy transfer from excited lithium atoms to the sodium bath. Instead of exciting an oscillation of the lithium, which involves several Bloch bands in the theoretical description, we rather want to drive the transition between first and second band, which allows for a theoretical modelling as a two-level system.

### 8.3. Coherent Transfer Between Different Bloch Bands

From perturbation theory, we know that we can drive transitions between two states of a system by applying an appropriate excitation at the associated frequency. Mathematically speaking, the unperturbed time-independent Hamiltonian eq. (6.13)

\[
H_0(x) = \frac{p^2}{2m} + V_0 \sin^2(kx) \tag{8.8}
\]

experiences a time-dependent perturbation \( H'(x,t) \) such that

\[
H(x,t) = H_0(x) + H'(x,t). \tag{8.9}
\]

One sees that there is two obvious ways to achieve a time-dependent perturbation by manipulating \( V(x) \): One can give the lattice depth \( V_0 \) a time dependence, i.e., \( V_0 \to V_0(1 + \varepsilon \sin(\omega_{ex} t)) \), which can be realized experimentally by modulating the lattice beam’s intensity. In this case \( H'(x,t) = V_0 \varepsilon \sin(\omega_{ex} t) \sin^2(kx) = H'(-x,t) \), i.e., it is an even-parity excitation which couples Bloch bands with \( \Delta n = 2m \) with \( m \in \mathbb{Z} \).

Another way to induce an excitation is to shake the lattice, i.e., \( V(x) \to V(x + x_0 \sin(\omega_{ex} t)) = V_0 \sin^2(k(x + x_0 \sin(\omega_{ex} t))) \). In the harmonic oscillator limit, we can do a Taylor expansion around \( x = 0 \) and get to leading order in \( x_0 \sin(\omega_{ex} t) \)

\[
H'(x,t) = 2V_0 \cdot (kx_0)(kx) \sin(\omega_{ex} t). \tag{8.10}
\]

We see that in this case \( H'(x,t) = -H'(-x,t) \), thus this odd-parity excitation couples Bloch bands with \( \Delta n = 2m + 1 \) with \( m \in \mathbb{Z} \), in particular first and second Bloch band.
Experimentally, we realize the driving using the EOM to periodically modulate the phase of one beam with respect to the other and thus get a periodic displacement of the lattice wells.

A first example of the effect of the periodic shaking at the resonance frequency between first and second Bloch band can be seen in figure 8.3 a): After a Brillouin zone mapping, we clearly see that most atoms are transferred into the second Bloch band.
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**Figure 8.3.:**

a) Excitation of lithium atoms to the second Bloch band by periodic lattice shaking.

b) Spectroscopy of lithium atoms in the SSODT. In contrast to a), the excitation amplitude $x_0$ is kept as low as $3.3 \cdot 10^{-3}$ lattice periods in order to minimize the power broadening. The shaking duration of $\sim 200 \mu s$ corresponds to about 10 periods needed to excite the atoms.

Next, we want to improve our understanding of the excitation by doing spectroscopy of the atoms in the lattice: We map out the fraction of atoms in the second Bloch band in dependence of the excitation frequency at fixed amplitude $x_0$ and duration of the shaking. The resulting data are fitted with a Lorentzian lineshape, as to be seen in figure 8.3 b). The fit determines $\omega/2\pi = (51.10 \pm 0.45) \text{kHz}$, i.e. we can determine the lattice frequency with an accuracy of $9 \cdot 10^{-3}$. In chapter 6, we obtained a relative uncertainty of $4.3 \cdot 10^{-3}$ when determining $\omega$ by means of a spatial oscillation of Lithium atoms, thus the spectroscopy method as applied here can not (yet) compete with the 'simple' oscillation measurement.

Another insightful parameter obtained by the fit is the width of the Lorentzian $\Delta \omega = (2.4 \pm 1.0) \text{kHz}$. We see that $\Delta \omega/\omega = (47 \pm 20) \cdot 10^{-3}$, while we expect from the bandwidth $\Delta \omega/\omega = 39 \cdot 10^{-3}$, as graphically shown in figure 6.5. The agreement between theory and experiment is good, advantaged by the large fit uncertainty. For a more accurate spectroscopy, one expects to measure experimentally a slightly higher value of $\Delta \omega/\omega$ than expected from the theoretically obtained band structure due to power broadening, an effect known from quantum optics $[46]$.

With the ability to transfer the lithium atoms from the first to the second Bloch band of
the SSODT, we will in the following analyze the subsequent relaxation process which can be induced by a sodium background.

8.4. Determination of the Interspecies Scattering Length

One can evaluate the measurement of sodium induced lithium relaxation from the second to the first BB in order to extract information about the interspecies scattering length. Therefore, we start with the simple formula

$$\Gamma = n \sigma v \quad (8.11)$$

describing the scattering rate $\Gamma$ of particles with velocity $v$ travelling through a medium of density $n$. The scattering cross section $\sigma = 4\pi a_B^2$ gives us information about the absolute value of the scattering length. In our experimental situation, in dependence of its lattice site and transversal state each lithium atom probes a different bosonic background density $n = n_{Na}$. Therefore, if we attribute a relaxation rate $\Gamma_i$ to each lattice site $i$, the number of atoms in the second Bloch band $N(t)$ will be described by

$$N(t) = \sum N_i e^{-\Gamma_i t}, \quad (8.12)$$

where $N_i$ denotes the number of atoms in the second BB on lattice site $i$ at time $t = 0$. As already done in chapter 5, we approximate the envelope shape of the atoms in the lattice by the factorizable Maxwell-Boltzmann distribution $n_{Li}(x, y, z) = Nf(x)f(y)f(z)$ and can thus write

$$N(t) = \sum N_i e^{-\Gamma_i t} = \int dx \ Nf(x)e^{-\Gamma(x)t} \approx \int dx \ Nf(x)(1 - \Gamma(x)t) = N \left(1 - \int dx \ f(x)\Gamma(x)t\right) \quad (8.13)$$

with the Taylor approximation being valid for small $\Gamma(x)t$. Experimentally, we measure and fit a total relaxation

$$N(t) = Ne^{-\Gamma t} \approx N \left(1 - \Gamma t\right) \quad (8.14)$$

and thus by equating eqs. (8.13) and (8.14) we get

$$\Gamma = \int dx \ f(x)\Gamma(x) \quad (8.15)$$

Noting that we have to weight the background boson density $n_{Na}$ in eq. (8.11) for a certain lattice site with the two-dimensional fermionic density $f(y)f(z)$, we finally arrive at

$$\Gamma = \int dx \ f(x)\Gamma(x) = \int dx \ f(x) \int dy \ dz \ \sigma v n_{Na}(x, y, z) f(y)f(z) = \sigma v \int dV \ n_{Na}(x, y, z) \frac{n_{Li}(x, y, z)}{N}. \quad (8.16)$$
As we experimentally deal with two-dimensional lithium clouds, the velocity \( v \) along the \( x \)-direction will be given by the confinement, whereas in \( y \) and \( z \) it is determined by temperature. For those three independent directions, the velocities add quadratically, thus we have to ask about the mean squared velocities. For a harmonic oscillator, the wavefunction in the first excited state (i.e. in the second Bloch band of our lattice) reads in momentum space

\[
\psi(p) = \frac{\sqrt{2p}}{(\pi(m\hbar\omega)^{3/2})^{1/4}} e^{-\frac{p^2}{2m\hbar\omega}} \tag{8.17}
\]

and thus

\[
\langle p_{ho}^2 \rangle = \langle \psi(p)|p^2|\psi(p) \rangle = \frac{3}{2} m\hbar\omega. \tag{8.18}
\]

Similarly, we get with the Maxwell-Boltzmann Distribution in a harmonic trap

\[
f(p) = \frac{1}{\sqrt{2\pi mk_BT}} e^{-\frac{p^2}{2mk_BT}} \tag{8.19}
\]

the thermal velocity for one dimension

\[
\langle p_{th}^2 \rangle = \int dp \ p^2 f(p) = mk_BT. \tag{8.20}
\]

For the experimental data presented in figure 8.4, the temperature is \( T = (240 \pm 9) \) nK and the lattice frequency \( \omega/2\pi = 40 \) kHz, thus \( p_{th}^2/p_{ho}^2 = 0.08 \), so most collisions happen in the direction of the lattice. Moreover, the thermal velocity effects being almost negligible also justifies the assumption of the sodium background to be at rest, i.e. not to contribute to \( v \). The velocity associated to atoms in the second Bloch band \( v_{ho} = \sqrt{\langle p_{ho}^2 \rangle}/m \approx 6 \) cm/s is much higher than the superfluid critical velocity of the condensate \( v_c \approx 1 \) cm/s, thus the excited lithium atoms interact both with sodium atoms in the condensate and the thermal cloud. Momentum and energy conservation yield that in a collision of lithium with a sodium background atom, the fermion in the second band loses so much energy that it will most probably end up in the lowest Bloch band. Therefore, as an approximation we can equalize the collision rate \( \Gamma \) from eq. (8.14) with the relaxation rate we get from the fit to our experimental data in figure 8.4, \( \tau = (42 \pm 12) \) ms\(^1\). With an overlap integral of

\[
\frac{1}{N} \int dV \ n_{Na}(x,y,z)n_{Li}(x,y,z) = (20.1 \pm 2.3) \cdot 10^{17} \frac{1}{m^3} \tag{8.21}
\]

we finally get

\[
|a_{BF}| = (70 \pm 12)a_0. \tag{8.22}
\]

\(^1\)It is important to note that this timescale \( \tau \) is much larger than the \( \sim 200 \) \( \mu \)s needed to transfer the atoms with a periodic lattice shaking from first to second Bloch band. This means that the transfer is not influenced by the relaxation dynamics and thus both processes can be safely considered as independent.
As the whole measurement has been done for sodium in $|1, 1\rangle$ and lithium in $|1/2, 1/2\rangle$, $a_{BF}$ is a linear combination of triplet and singlet scattering length, which are from the measurements in chapter 3 known to fulfill $|a_s - a_t| = (5.9 \pm 1.7) a_0$. This means that due to the large uncertainty in $a_{BF}$ we can compare it directly to the result $|a_t| = (69 \pm 13) a_0$ from the oscillation damping measurement in chapter 5 and see that they show great agreement.

Finally, we want to discuss the systematic errors in the determination of $a_{BF}$ presented above:

- Instead of considering the whole momentum distribution eq. (8.17) of atoms in the second Bloch band, for simplicity we take the rms momentum eq. (8.18) as a measure of the atoms’ motion.

- Moreover, our result is obtained under the approximation that every interspecies scattering event leads to a relaxation of lithium from the second to the first Bloch band. A refined model has to involve e.g. also the energy spread of the atoms in the second band given by the two-dimensional Fermi energy due to the preparation process. This width has to be compared to the energy loss in a collision with the sodium background, since only collisions with an energy loss bigger than this width necessarily lead to a relaxation to the lower band. In the measurement presented above, we had a Fermi energy of $\sim 5$ kHz and the lithium atoms’ kinetic energy due to their confinement in the lattice was $30$ kHz. If we assume $s$-wave scattering between sodium background and lithium atoms, we see that only $\sim 64\%$ of the lithium atoms scatter at an angle which makes them lose more than the Fermi energy and thus relax to the lower band.
This additional prefactor leads to a 20% increase in the experimentally determined scattering length, which is within the given error bars.

Those two issues can be overcome by making use of Fermi’s golden rule: One could integrate the whole momentum distribution eq. (8.17), while accounting for energy and momentum conservation by the appropriately chosen $\delta$-distributions. This way, in principle the exact rate of atoms relaxing due to scattering events can be determined.

Some complications, which should have a minor effect on the result, arise due to the density distributions of the atoms:

- For the lithium, we use a Boltzmann instead of a (finite temperature) Fermi distribution, which seems well justified by their small differences depicted in figure 6.2. Indeed, using a $T = 0$ Fermi distribution for lithium changes our overlap integral eq. (8.21) by less than 5% and thus our result for $a_{BF}$ by only 2%, which is way smaller than the statistical error of 17%.

- A small error stems from the fact that the effect of the lattice on sodium is not completely negligible. While the detuning is blue for lithium, the lattice is red detuned and $\sim 40\text{nK}$ deep for sodium. Thus the condensate background density is reduced by about 4% on the lithium lattice sites, as one can show by integrating the GPE eq. (3.25) numerically with the ODT and SSODT potential inserted.

- Another effect on the density of sodium has the attractive interspecies interaction $a_{BF} < 0$, which enhances the sodium density at the lithium lattices sites. Even numerically calculating the resulting density profile of the Bose-Fermi mixture for a given $a_{BF} \neq 0$ is challenging on its own and would have to be done iteratively if – as in our case – the interspecies scattering length $a_{BF}$ is unknown.

- For simplicity, we assumed the sodium atoms to be at rest and not to contribute to the velocity $v$ in eq. (8.11). At least, sodium has a finite momentum due to occupying the harmonic oscillator states of the ODT, and additionally the small periodic potential from the SSODT increases their velocity $v$.

Also the dynamics of the decay process have been severely simplified:

- When the lithium relaxes, it transfers energy to the sodium atoms, which has to result in a decrease of the condensate fraction $\eta$, which we assumed to be constant throughout the relaxation process.

- In our derivation, the result for the relaxation rate eq. (8.15) is based on a Taylor approximation valid for $\Gamma t \ll 1$. Nevertheless, due to the insufficient number of data points for small times $t$, we use the entire experimentally measured relaxation curve to determine $\Gamma$. 
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We cannot apply our model to data obtained at low temperatures, where the condensate fraction $\eta \to 1$. In this case, due to the insufficient overlap of the atomic density distributions (see figure 6.2) our model does not include the effect that the outer lattice sites are not covered by a bosonic background and thus the atoms there cannot relax, i.e. $\Gamma = 0$.

We see that there are still many more effects to be considered when trying to analyze the relaxation process of atoms from first to second Bloch band quantitatively. The model introduced here can at most serve as a starting point for future work. Despite all the approximations, the result for the scattering length fits the value obtained by the CC calculation well.

### 8.5. Rabi Oscillations

Finally, we want to show the coherent character of the excitations induced by the periodic shaking. For that purpose, we excite Rabi oscillations, i.e. monitor the oscillatory evolution of atom number in first and second Bloch band. The Rabi frequency $\Omega$ is as usual defined via the relation

$$\langle e | H' (x, t) | g \rangle = H_{eg} \equiv \hbar \Omega \sin(\omega_{ex} t). \quad (8.23)$$

With eq. (8.10) we thus get

$$\hbar \Omega = 2V_0(kx_0) \langle e | kx | g \rangle = \sqrt{2}V_0(kx_0)(ka_{ho}) , \quad (8.24)$$

where $a_{ho} = \sqrt{\hbar/m\omega}$ denotes the harmonic oscillator length. For the evaluation of the dipole matrix element $\langle e | x | g \rangle$, we have applied the approximation for deep lattices and used the harmonic oscillator wavefunctions to be able to calculate analytic results.

Experimentally, we excite Rabi oscillations by applying a periodic shaking of the lattice at resonance frequency $\omega_{ex} = \omega$ with fixed amplitude $x_0$ and variable duration. As to be seen in figure 8.5, we obtain a damped sinusoidal oscillation between first and second Bloch band, which we can fit to deduce the Rabi frequency $\Omega/2\pi = (3.58 \pm 0.03)$ kHz. With $\omega/2\pi = 47.5$ kHz and an excitation amplitude $x_0 = 14.5$ nm, the theoretical prediction eq. (8.24) yields $\Omega/2\pi = 3.77$ kHz, i.e. it does not yet agree with the experimental observation.

As a possible source of the deviation, we identify the approximation done in the derivation of eq. (8.10). There we just did a Taylor expansion up to first order in $kx$, but in the measurement presented above, $ka_{ho} = 0.54$ and thus the higher order terms can not be neglected. Including the next orders as well$^2$ we get

$$H' (x, t) = 2V_0(kx_0)(kx - \frac{2}{3}(kx)^3) \sin(\omega_{ex} t) . \quad (8.25)$$

$^2$We only include terms oscillating at frequency $\omega_{ex}$ and disregard higher orders. This is the rotating wave approximation, which is valid as long as the detuning is small, i.e. $|\delta| = |\omega_{ex} - \omega| \ll \omega_{ex}$.
Figure 8.5.: Rabi oscillations between first and second Bloch band. The periodic displacement of the lattice was applied with a frequency $\omega_{ex}/2\pi = 47.5$ kHz and an amplitude $x_0 = 14.5$ nm. The experimental data (dots) are fitted with a damped sinusoidal (solid lines), yielding a Rabi frequency of $\Omega/2\pi = (3.58 \pm 0.03)$ kHz.

The Rabi frequency including the energy correction reads

$$h\Omega = 2V_0(kx_0)(\langle e|kx|g\rangle - \frac{2}{3}\langle e|(kx)^3|g\rangle) = \sqrt{2}V_0(kx_0)(ka_{ho} - (ka_{ho})^3).$$

(8.26)

The resulting new theoretically predicted Rabi frequency of $\Omega = 2.69$ kHz even deviates more from the experimentally obtained value. Thus a more elaborate theory, which e.g. involves Wannier functions instead of harmonic oscillator wavefunctions, is needed to understand the observed Rabi oscillations quantitatively.

In this chapter, we have studied excitations in the optical lattice. A quantum mechanical picture of spatial oscillations has been developed and the interspecies energy transfer from oscillating lithium atoms to a condensed sodium background has been analyzed quantitatively. By periodically displacing the lattice, we are able to excite lithium atoms from first to second Bloch band in a controlled way, which has enabled us to get a measure of the interspecies scattering length $a_{IB}$ by analyzing the subsequent relaxation induced by a bosonic background. Finally, the coherence of the excitations has been proven by exciting Rabi oscillations, which could be explained in time-dependent perturbation theory. In the Outlook, we will further elucidate which physics can be explored with the presented tools at hand.
9. Conclusion and Outlook

With this thesis, we paved the way to measure polarons in ultracold atom systems, in particular in the Bose-Fermi mixture of sodium and lithium. For that purpose, we analyzed the tuning parameters in detail and developed possible detection schemes for an increased effective mass $m^*$. As outlined in the introduction, there are in principle two ways to change the coupling parameter $\alpha$, which characterizes the polaron: On the one hand, one can vary the background intraspecies interaction $a_{BB}$, on the other hand the dependence on $a_{IB}$ is even stronger.

In our experiments, the background is formed by a condensate of sodium, whose scattering properties were already known to a good accuracy before the Heidelberg experiment started. With our measurements of the sodium Feshbach resonance spectrum, we gave valuable input to a coupled-channels calculation, which improved the accuracy of the last bound triplet state in the NaNa-potential by a factor of 50. Moreover, the refined model provides us with a reliable prediction of the width of the 1202.6 G resonance, $\Delta = -1.473$ G, making it well suited for tuning $a_{BB}$.

To determine $a_{IB}$ and analyze its tuning properties, we had to spend a higher effort. A general procedure, which can be applied to any combination of atoms with unknown interspecies scattering properties, has been developed and tested by means of the sodium-lithium mixture. The difference between singlet and triplet scattering length can be determined via a loss measurement, whereas for obtaining the absolute value of the scattering length we presented two different procedures, which yielded the same result. With this at hand, we could set limits to the s-wave bound state energy and thus develop a model explaining all 26 Feshbach resonances, which were measured in the course of this thesis. Most of them turned out to have d-wave character, and a coupled-channels approach yielded as largest width $\Delta = 10$ mG, which is not suited for tuning $a_{IB}$. In agreement with our experimental results,
the background scattering length was theoretically calculated to be \( a_{1B} = -(75 \pm 5) a_0 \), being in its absolute value a factor of five higher than previously assumed.

For measuring the polaron effective mass \( m^* \), we have implemented a species selective optical dipole trap in form of an optical lattice. Without further effort, we were able to determine the lithium oscillation frequency with a relative accuracy of better than 0.5\%, which brings a measurement of the polaron effective mass in our system within reach. Moreover, with the tool of Brillouin zone mapping, we are able to analyze excitations in the lattice. Rabi oscillations induced by a periodic lattice shaking were analyzed this way, which paves the way to a wealth of interesting physics, as will be outlined in the following.

**Outlook**

As already to be seen in the last chapter in figure 8.5, the Rabi oscillation damps out on a time scale of about 2 ms. This behaviour can be caused by both dephasing and decoherence, but by implementing an appropriate spin-echo experiment one could extract the \( T_2 \)-time, a well-known measure to characterize decoherence processes in NMR [115]. This timescale can be related to the \( T_1 \)-time, which we have measured as the time constant of lithium relaxation from second to first Bloch band: If \( T_2 = 2T_1 \), which is e.g. the case for a two-level atom with spontaneous emission [112], our bath is Markovian, i.e. has no memory. In our experimental situation of a trapped BEC as background, it is not a priori clear if the system is Markovian, as the phonons, which carry the energy resulting from the relaxation of the two-level system, do not simply vanish as the photons in the case of spontaneous emission.

But even the precise investigation of the relaxation dynamics of the two-level system can give some deeper insight into the underlying physics: If the process would prove to be non-exponential, i.e. follow a power-law, this could be caused by an energy-dependent relaxation rate as expected if correlations in the bath build up.

We see that investigating thermodynamic processes in our system could reveal a lot of interesting physics. With a controlled local heat input on the lithium, one could try and see collisionless superfluid internal convection in the sodium condensate, an effect which has been theoretically predicted recently [116].

The geometry of our species selective optical dipole trap, being realized as an optical lattice, also provides us with the possibility to study lower-dimensional systems. It has been shown that in this case the amplitude of possible polaronic features is enhanced [117], which facilitates the experimental observation. Moreover, the use of confinement-induced resonances in the low-dimensional system [118] provides a possibility to tune the polaronic coupling strength \( \alpha \).

Recently, pairing of fermions in a two-dimensional configuration [119] and its evolution from two to three dimensions [96] has been studied experimentally, but the properties of
the Fermi polaron in 2D has so far only been investigated theoretically [120]. The interlayer coupling model of high-$T_c$ superconductivity [121], which attributes an enhancement of superconductivity due to coupling between the two-dimensional layers, could be realized in our system by allowing for a finite tunneling coupling between the different lattice sites.

Following a more complex proposal [122], one could also explore the rich phase diagram of a Bose-Fermi mixture with both gases being confined to one dimension, after the lattice setup has been extended appropriately.

Whereas the last experiments outlined are rather goals to pursue in the far future, measuring an increase in polaron effective mass $m^*$ in our setup is feasible under the current conditions: By tuning $a_{BB}$ with a Feshbach resonance, we can bring the coupling parameter $\alpha$ in a regime, where the resulting increase in effective mass $m^*$ can be detected via a shift in oscillation frequency.
## A. List of Constants

The following table gives the values and abbreviations of constants used in this thesis. The species specific constants have been taken from [123] and [124] for sodium and lithium, respectively.

<table>
<thead>
<tr>
<th>symbol</th>
<th>constant</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>Bohr radius</td>
<td>$5.29177249 \cdot 10^{-11}$ m</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>Planck constant</td>
<td>$1.05457266 \cdot 10^{-34}$ Js</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>Planck constant</td>
<td>$\hbar \cdot 2\pi$</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
<td>$1.380658 \cdot 10^{-23}$ J/K</td>
</tr>
<tr>
<td>$\mu_B$</td>
<td>Bohr magneton</td>
<td>$9.2740154 \cdot 10^{-24}$ J/T</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
<td>$299,792,458$ m/s</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>magnetic constant</td>
<td>$4\pi \cdot 10^{-7}$ H/m</td>
</tr>
</tbody>
</table>

### Sodium-specific constants

<table>
<thead>
<tr>
<th>symbol</th>
<th>constant</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{Na}$</td>
<td>mass</td>
<td>$3.81754035 \cdot 10^{-26}$ kg</td>
</tr>
<tr>
<td>$\omega_{Na}$</td>
<td>$D_2$-line transition frequency</td>
<td>$2\pi \cdot 508.8487162$ THz</td>
</tr>
<tr>
<td>$\Gamma_{Na}$</td>
<td>Natural linewidth</td>
<td>$2\pi \cdot 9.7946$ MHz</td>
</tr>
<tr>
<td>$a_{hfs}$</td>
<td>hyperfine constant</td>
<td>$885.81306440$ MHz</td>
</tr>
<tr>
<td>$g_s$</td>
<td>Electron spin $g$-factor</td>
<td>$2.0023193043622$</td>
</tr>
<tr>
<td>$i_{Na}$</td>
<td>nuclear spin</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$g_i^{Na}$</td>
<td>nuclear $g$-factor</td>
<td>$-0.00080461080$</td>
</tr>
</tbody>
</table>

### Lithium-specific constants

<table>
<thead>
<tr>
<th>symbol</th>
<th>constant</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{Li}$</td>
<td>mass</td>
<td>$9.9883414 \cdot 10^{-27}$ kg</td>
</tr>
<tr>
<td>$\omega_{Li}$</td>
<td>$D_2$-line transition frequency</td>
<td>$2\pi \cdot 446.799677$ THz</td>
</tr>
<tr>
<td>$\Gamma_{Li}$</td>
<td>Natural linewidth</td>
<td>$2\pi \cdot 5.8724$ MHz</td>
</tr>
<tr>
<td>$a_{hfs}^{Li}$</td>
<td>hyperfine constant</td>
<td>$152.1368407$ MHz</td>
</tr>
<tr>
<td>$g_s$</td>
<td>Electron spin $g$-factor</td>
<td>$2.0023193043622$</td>
</tr>
<tr>
<td>$i^{Li}$</td>
<td>nuclear spin</td>
<td>$1$</td>
</tr>
<tr>
<td>$g_i^{Li}$</td>
<td>nuclear $g$-factor</td>
<td>$-0.000447654$</td>
</tr>
</tbody>
</table>
B. All NaLi Resonance Data

In the following, all NaLi resonances measured in the different spin channels are shown. All pictures were taken in an ODT with $\omega$ usw., a temperature of $T \approx 1\mu K$ and atom numbers of $N_{Na} \approx 10^6$ and $N_{Li} \approx 10^5$. Each loss curve is fitted with a Gaussian, which is shown as solid line. The averaged lithium atom numbers with their statistical errors plotted on the y-axis are normalized, the magnetic field [G] is the x-axis of each graph, inside which four parameters characterizing the resonance are shown:

- $B_0$: The resonance position
- $\Delta B$: The $1/e^2$ half width of the fit to the resonance data
- $\tau$: The hold time calculated from an exponential fit to the atom loss curve on resonance
- $\Delta$: The theoretical resonance width from a coupled channels calculation

d-wave resonances are plotted in red and s-wave resonances in blue.

\[ B_0 = 1575.8 \text{G}, \quad \Delta B = 215 \text{mG}, \quad \tau = 105 \text{ms}, \quad \Delta = 10 \text{mG} \]

\[ B_0 = 1700.4 \text{G}, \quad \Delta B = 192 \text{mG}, \quad \tau = 948 \text{ms}, \quad \Delta = 3 \text{mG} \]

Figure B.1.: $M_F = 5/2$, Li $|3/2, 3/2\rangle + Na |1, 1\rangle$ Feshbach resonances.
Figure B.2: $M_F = 3/2$, Li $|1/2, 1/2⟩ +$ Na $|1, 1⟩$ Feshbach resonances (I).
**Figure B.3.** $M_F = 3/2$, Li $|1/2, 1/2\rangle + Na |1, 1\rangle$ Feshbach resonances (II).

**Figure B.4.** $M_F = 1/2$, Li $|1/2, -1/2\rangle + Na |1, 1\rangle$ Feshbach resonances.
Figure B.5.: $M_F = -1/2, \text{Li}\,|3/2,-3/2\rangle + \text{Na}\,|1,1\rangle$ Feshbach resonances.
Figure B.6.: $M_F = -1/2$, Li $|1/2, 1/2\rangle + \text{Na} |1, -1\rangle$ Feshbach resonances.

Figure B.7.: $M_F = -3/2$, Li $|3/2, -3/2\rangle + \text{Na} |1, 0\rangle$ Feshbach resonances.
$M_F = -3/2, \text{ Li} |1/2, -1/2\rangle + \text{ Na} |1, -1\rangle$ Feshbach resonances.
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