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Magnetic micro-calorimeters (MMCs) are cryogenic particle detectors well suited for high-
precision X-ray spectroscopy. They measure the temperature rise caused by an X-ray
impact via the change in magnetization of a paramagnetic temperature sensor. Until now,
MMCs have been designed to operate at around 20 mK, requiring sophisticated cooling,
which limits their application. In this work, we show that magnetic micro-calorimetry is
possible at significantly higher temperatures, by developing two novel MMCs with reduced
cooling requirements. The first illustrates a new application for MMCs in the field of
particle induced X-ray emission spectroscopy. At an operating temperature of 85 mK, this
detector has a FWHM energy resolution of 19 eV at 5.9 keV, outperforming current alterna-
tives. Our second MMC is a proof-of-principle detector, which demonstrates that operating
temperatures of up to 300 mK are feasible. With a third, stand-alone device, we analyze
noise sources affecting superconducting microstructures, such as MMCs. By comparing
results from three different operation modes, we are able to disentangle noise components,
in particular magnetic flux noise. High-precision measurements of noise originating from
the sensor show a previously unobserved Johnson noise component and unexpected varia-
tions in the magnetic flux noise, which we relate to the dynamics of the magnetic moments
in the sensor. Overall, our results broaden the application range of MMCs, and illustrate
how noise analysis can improve the performance of superconducting devices.

Hochauflösende Magnetische Mikrokalorimeter:
Thermodynamik, Kühlung und Rauschen

Magnetische Mikrokalorimeter (MMCs) sind kryogene Teilchendetektoren, die sich für
hochauflösende Röntgenspektroskopie eignen. MMCs messen den durch einen Röntgen-
einschlag verursachten Temperaturanstieg über die Änderung der Magnetisierung eines
paramagnetischen Sensors. Bislang wurden MMCs für einen Betrieb bei etwa 20 mK aus-
gelegt, was eine aufwendige Kühlung erfordert und ihren Anwendungsbereich einschränkt.
Im Rahmen dieser Arbeit wird gezeigt, dass MMCs auch bei deutlich höheren Tempera-
turen betrieben werden können, indem zwei neuartige MMCs mit geringeren Kühlanforde-
rungen entwickelt wurden. Der erste Detektor etabliert eine für MMCs neue Anwendung
auf dem Gebiet der partikel-induzierten Röntgenemissionsspektroskopie. Bei einer Betrieb-
stemperatur von 85 mK wurde eine Energieauflösung von 19 eV bei 5,9 keV beobachtet, was
derzeitigen Alternativen übertrifft. Der zweiter MMC ist ein Proof-of-Principle-Detektor,
der Betriebstemperaturen von bis zu 300 mK ermöglicht. Mit einem dritten, eigenständi-
gen Gerät wurden Rauschquellen analysiert, die supraleitende Mikrostrukturen wie MMCs
beeinflussen. Durch den Vergleich der Ergebnisse von drei verschiedenen Betriebsarten kön-
nen Rauschkomponenten, insbesondere das magnetische Flussrauschen, identifiziert wer-
den. Hochpräzise Messungen des vom Sensor ausgehenden Rauschens zeigen eine bisher
nicht beobachtete Johnson-Rauschkomponente und unerwartete Variationen im magnetisch
Flussrauschen, die mit der Dynamik der magnetischen Momente im Sensor in Verbindung
gebracht werden können. Insgesamt erweitern die Ergebnisse den Anwendungsbereich von
MMCs und veranschaulichen, wie eine Analyse des Rauschens die Qualität von supralei-
tenden Bauteilen verbessern kann.
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1. Introduction

When Wilhelm Conrad Röntgen discovered a new type of radiation in 1895, he chose
the name X-ray to indicate something mysterious and unknown. The name may
have been poorly chosen, since his New Kind of Ray [Rön96] immediately unrav-
eled mysteries and triggered a fountain of knowledge in the form of the scientific
revolution around the change of the century. In a span of ten years following Rönt-
gen’s first experiments, the world witnessed the discovery of radioactivity [Bec96],
the electron [Tho97], mass-energy equivalence [Ein05], and ultimately the birth of
quantum mechanics. To this day, X-rays provide scientists with opportunities to
explore new physics, due to them being prevalent in a plethora of processes, such as
electron capture, photoionization, Compton scattering, or Bremsstrahlung. Indeed,
many current experiments rely on the detection and spectroscopy of X-rays, and it
follows that X-ray detectors are a central component in fundamental research.

The choice of detector type for each application is an important one. Early on, semi-
conductor detectors based on silicon or germanium operating at liquid nitrogen tem-
peratures were the prime technology for the digital imaging of X-rays [Aki07, Sar94].
These devices can span a broad range of detectable energies, but typically only reach
energy resolutions of around 150 eV at 5.9 keV [Tho01]. An alternative are crys-
tal spectrometers, which employ Bragg diffraction [Bra13] to reach energy resolving
powers beyond 10 000 at the same energies [Kub14], and above 105 at higher energies.
However, these wavelength-dispersive detectors can only perform measurements in
a small wavelength range. Combining the best of both worlds are cryogenic micro-
calorimeters operated at millikelvin temperatures [Ens05b]. These devices sense the
temperature increase from an X-ray absorbed in a piece of matter and are thus not
limited to a narrow energy window. At the same time, due to the low thermal noise
and low specific heat at such temperatures, energy resolutions in the eV range are
possible [Smi12]. First suggested almost a century ago [Sim35], modern systems
come in multiple different variants including semiconductor thermistors [McC05a],
transition edge sensors [Ull15], and magnetic micro-calorimeters [Fle05].

Of these, our focus lies on the latter: The magnetic micro-calorimeter, also called
metallic magnetic calorimeter (MMC), reads out the temperature change from a
particle impact via a paramagnetic sensor material, which sits in a weak magnetic
field. This sensor material is either gold or silver doped with a small amount of
erbium [Ban93], making the alloy strongly paramagnetic. According to Curie’s law,
a temperature change causes a change in the magnetization, which we then measure
to deduce the energy of the impacting particle. MMCs can have an excellent energy
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2 1. Introduction

resolution of under 1.6 eV at 5.9 keV [Kem18], a fast response time of under 100 ns
[Ran14], and only a small, well-understood, and smooth non-linearity [Gei20]. This
makes them a prime candidate for high resolution X-ray spectroscopy.

Being cryogenic micro-calorimeters, MMC have been operated, so far, at tempera-
ture of around 20 mK. In order to reach these temperatures, various different cooling
techniques are used. The most obvious of these is cooling by expanding gas. Pump-
ing on 3He, for instance, can yield temperatures of around 300 mK [Ens05a]. Also
commonly used are so-called pulse tube coolers, which use expanding 4He to reach
temperatures of around 2.5 K in commercially available systems and 1.2 K in research
prototypes. They are typically implemented as first stages in cryostats for even lower
temperatures. As a second stage, one might use a dilution refrigerator, in which the
mixing of a 3He-rich and a 4He-rich phase has a cooling effect. Commercial dilution
refrigerators reach temperatures below 10 mK and are a typical tool to cool MMCs,
since they allow for continuous, low temperatures [Blu22]. They are, however, rela-
tively complex, large, and immobile, due to the requirement of handling the helium
gas mixture. The alternative to dilution refrigerators are adiabatic demagnetization
refrigerators (ADR), specifically electron spin demagnitizers, in which the cooling
occurs via the demagnetization of a paramagnetic material. These cryostats typi-
cally do not reach as low temperatures and have a finite cycle time. However, due
to the fact that ADRs do not require a 3He/4He mixture, they can be more com-
pact, mobile, and cheaper. There are commercial two-stage ADR, which can keep
a temperature of 100 mK for 200 hours and which are mounted on wheels [For23].
For similar temperatures, ADRs can also be designed with quasi-continuous cooling,
and are ideally suited for satellites [Duv20].

We find that increasing the operating temperature of an MMC would greatly expand
the possible application range. Two natural temperature ranges present themselves:
First, an MMC operating near 100 mK would be able to be housed in a wide va-
riety of compact ADRs. Second, an operating temperature of 300 mK would allow
us to forgo the second stage entirely, and only rely on pumping 3He. Applications
may be found as a compact, permanent X-ray detector in the context of a larger
experiment, such as in particle induced X-ray spectroscopy [Joh70, Joh76] or space
missions [Ban19]. Alternatively, the MMC might be operated in a mobile cryostat
outside of high precision physics experiments. For example, this would allow for
the on-site characterization of the isotope ratio of nuclear fuel or for applications
regarding aspects of home-land security, such as nuclear non-proliferation. Enabling
magnetic micro-calorimetry with reduced cooling requirements is one main goal of
this thesis.
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A number of challenges appear when considering raising the operating temperature
of an MMC by an order of magnitude. This refers to the thermodynamics of the
detector. Specifically, the heat capacity C of components scales with C ∝ T to
C ∝ T 3, meaning that a particle with energy E impacting our detector produces far
less temperature change ∆T = E/C. Also, the thermal conductivity of components
increases, requiring the redesign of various thermal links. Most important, however,
is that the temperature dependence of the magnetization of the paramagnetic sensor
material is significantly lower at higher temperatures, giving us less magnetization
change per temperature change. Understanding these aspects, and accurately simu-
lating the thermodynamics of magnetic micro-calorimeters is a second main goal.

One consequence of adapting current MMC technology to higher temperatures is the
usage of a sensor material with a significantly higher concentration of erbium. This
gives us the chance to revisit a curious phenomenon that was observed in the noise
spectra created by the very first micro-structured MMCs in the early 2000s: There
seemed to be a largely temperature independent noise component, which decreased
reciprocally with the frequency and correlated with the amount of erbium in the
device [Fle03, Dan05]. This so-called erbium noise has since been observed in other
MMCs [Pie12] but is still not fully understood, with direct measurements not yielding
conclusive results [Hof12, Wis13]. In a high temperature MMC, we expect erbium
noise to play an important factor. For this reason, the third main goal of this thesis
is an investigation of noise sources.

As it often happens with research projects, this final point turned into a slightly
different direction. While erbium noise still is the focus, our experiments expanded
into a general investigation of noise sources in superconducting microstructures. As
we believe our results regarding these measurements merit the additional attention,
we split this thesis into two parts, which cover topics referring to magnetic micro-
calorimetry and to noise, respectively. We give an overview of the following chapters:

The first part begins with the essentials of operating a metallic magnetic calorimeter
in chapter 2. We cover the basic working principle and go into detail regarding the
magnetic nature of gold-erbium alloys, which is relevant throughout all following
topics. There follows a brief explanation of read-out methods and calculations for
estimating the performance of an MMC. We use this knowledge in chapter 3, in which
we present a new software package designed to simulate the components of an MMC.
This includes the thermodynamic properties of the paramagnetic sensor material,
the magnetic field within it, and the response upon a particle hit. Combining these
simulations allows us to simulate an entire MMC, calculate its energy resolution,
and optimize various components. We are thus able to develop a new MMC for
an application at uncommonly high temperatures: The detector Quasy-maXs is
designed to operate at 85 mK in a small pulse-tube cryostat with an ADR stage,
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where it acts as a detector for particle induced X-ray emission spectroscopy. In
chapter 4, we present the new chip, characterization measurements, and discuss the
possibility of Quasy-maXs replacing current detection methods in this field. Of a
completely different nature is the second new MMC we developed, called Hot-maXs.
The aim of this device is to explore the limits of magnetic micro-calorimetry in terms
of cooling requirements, by constructing a detector that can detect particles at up
to 300 mK. In chapter 5, we explain the necessary design choices and experimental
methods, followed by first measurements.

In part two of this thesis, we broaden our horizon to superconducting devices in
general. Our focus lies on the noise present in such devices, which requires a short
introduction and overview in chapter 6. The core of this part, however, is a new noise
measurement device, called the noise-o-meter. As we explain in chapter 7, we are able
to disentangle the overall noise and identify individual noise components. With this
powerful tool, we analyze a wide variety of noise sources ranging from Johnson noise
to noise of the magnetization of interacting magnetic moments, as present in the
Au:Er and Ag:Er temperature sensors of MMCs. Towards the end of the chapter, we
demonstrate how noise measurements give us an insight into the microscopic nature
of materials and how the noise-o-meter’s capabilities open the doors to a wide range
of future applications. We end with a summary and conclusion.



Part I

Magnetic Micro-calorimetry





2. Basics of Metallic Magnetic Calorimeters

Metallic Magnetic Calorimeters (MMCs) are cryogenic micro-calorimeters, designed
to act as particle detectors. First proposed in the early 90s [Ban93], the field of MMCs
has since produced a wide variety of experiments [Gas17, Rei20, Sik20, Dev22], and
extensive reviews are available in literature [Ens00, Fle05, Fle09a, Kem18]. We focus
here, however, only on the most relevant aspects for our applications. Specifically,
we discuss the basics of MMCs acting as X-ray detectors, as well as details we require
for simulating MMCs and for designing high operating temperature MMCs.

The basic working principle of an MMC is sketched out in figure 2.1. An X-ray
photon with energy δE impacts an absorber with heat capacity Ca, heating it up.
The precise process of the thermalization of the absorber is dependent on the absorber
material, and we discuss details in section 2.1. In close thermal contact lies a sensor
material with heat capacity Cs. In our MMCs, this is a strongly paramagnetic Au:Er
alloy, whose temperature dependent magnetization M(T ) translates the temperature
increase upon photon impact into a change in magnetization

δM ∼=
∂M(T )

∂T
δT ∼=

∂M

∂T

δE

Ca + Cs
. (2.1)

An in-depth understanding of the thermodynamic and magnetic properties of Au:Er
is essential throughout this thesis, and we cover this topic in section 2.2. In close
proximity to the sensor is a superconducting pick-up coil, which is connected to
the input coil of a current-sensing SQUID (Superconducting QUantum Interference
Device), forming a closed superconducting circuit. The pick-up coil allows us to
detect any changes in flux δΦ ∝ δM by the induced screening current δI ∝ δΦ. The

Absorber

Sensor

X-ray

Thermal
bath Thermal link

Pick-up
coil

Read-out

I0+δI

B

δE

Ca

M(T), Cs

Figure 2.1: Schematic of an MMC.
An X-ray photon impacts the ab-
sorber, which is thermally well cou-
pled to a paramagnetic temperature
sensor. The resulting temperature
increase leads to a change in mag-
netization of the latter, which is
read out via a pick-up coil. The
MMC then thermalizes with a ther-
mal bath.
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8 2. Basics of Metallic Magnetic Calorimeters

precise relation between these quantities, as well as the geometry of the pick-up coil,
are the focus of section 2.3. The following section 2.4 covers the process of injecting a
persistent current I0 into the superconducting pick-up circuit. This current provides
the magnetic field1 B within the sensor volume that is necessary to create a finite
sensor magnetization. In section 2.5, we then discuss the low temperature current
sensor as well as the latter parts of the read-out chain. These translate the current in
the pick-up circuit, often called superconducting flux transformer, into a measurable
voltage δV ∝ δI at room temperature. In order for the detector to be able to cool
back down to its base temperature in a controlled manner, a weak thermal link leads
to a thermal bath. This gives us a distinct pulse shape, which we cover in section 2.6.
As a result, we can then conclude this chapter by estimating the energy resolution
of an MMC in section 2.7.

2.1 Particle Absorber

While for the MMCs discussed here the absorber is to first order a simple cuboid
of metal, its design is highly relevant. Important are three properties in particular.
First is the thermalization behavior, a process known as energy down-conversions,
in which the energy of an incident photon converts into a temperature increase of
the absorber. The thermalization may influence the pulse shape and thus the energy
resolution of the detector. Second is the heat capacity. As we mention above,
the change in temperature δT is inversely proportional to Ca + Cs, meaning that a
low absorber heat capacity increases the measured signal δV ∝ δT . Third is the
quantum efficiency, that is the percentage of photons that are absorbed, instead of
passing through.

In chapters 4 and 5, we present two MMCs with two fundamentally different ab-
sorbers: a normal-conducting metallic absorber made of gold, and a superconducting
absorber made of lead. In the following, we give an overview of these two absorber
types and discuss them regarding the three properties mentioned above.

2.1.1 Normal-conducting Absorber Made of Gold

The process of energy down-conversion in metallic absorbers is well explored in liter-
ature [Koz00b, Mar06, Koz12]. In short, when an X-ray is absorbed in the absorber
via the photo-effect, a bound electron of an atom is ejected. Within femtoseconds,
the photoelectron loses its energy via electron-electron interactions, leading to further
ionization and the emission of plasmons. The resulting electron-hole plasma further

1In general, we do not differentiate between the flux density B and the magnetic field H, and
use B for both quantities. When relevant, we take care to distinguish the two.
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thermalizes via electron-electron collisions, until the excitation is low enough for the
cross-section of electron-phonon interactions to dominate. In this stage, phonons are
rapidly created, forming an expanding phonon bubble. This disperses the energy
further, until phonon re-absorption via electron-phonon interactions is on a similar
time scale to phonon emission. At this point, energy shifts to the electron system and
thermalization across the entire absorber occurs predominantly via thermal diffusion
of electronic excitations, until thermal equilibrium is reached.

The time scale of this entire process lies well below 1 µs for a typical gold absorber
and is dominated by the electronic thermal conductivity and the specific heat [Fle05].
However, this means that the signal shape may have an impact position dependence
[Pie12], which we may mitigate by incorporating a thermal bottleneck between ab-
sorber and sensor. Also commonly implemented are so-called stems that minimize
the contact area of absorber and sensor and thus reduce the loss of athermal phonons
[Fle09a]. Overall, the thermalization in gold is a fast process well confined to the
absorber. This is a main advantage of the normal-conducting metallic absorber.
However, the conduction electrons add significantly to the overall specific heat

cAu(T ) = cel(T ) + cph(T ) = γ T + NAkB
12π4

5

(
T

ΘD

)3
, (2.2)

outweighing the phononic contribution cph by a factor of cel
cph

= 140 for gold at
T = 100 mK. In the equation above, NA = 6.022 × 1023 mol−1 and kB = 1.381 ×
10−23J/K are the Avogadro and Boltzmann constants, and the Debye temperature
ΘD = 162 K and Sommerfeld coefficient γ = 0.729 mJ mol−1K−2 are material con-
stants [Ste83, Kit05]. Finally, we should note that of all normal-conducting metals,
gold is particularly well suited as an absorber: It is chemically stable, easy to micro-
fabricate, and its large atomic number gives it a high stopping power.

2.1.2 Superconducting Absorber Made of Lead

Up until the creation of the phonon bubble, energy down-conversion in supercon-
ductors is identical to the process discussed above for normal-conducting metals.
However, as phonon re-absorption takes over, excessive break-up of Cooper pairs
sets in and energy shifts to a non-equilibrium distribution of quasiparticles. The
following thermalization is not fully understood and subject to extensive research
[Rot67, Kap76, Koz00a]. We summarize the most important points here and refer
the reader to review papers for a detailed overview [Koz00b, Koz12].

The quasiparticle thermalization process can be divided into two parts: first, the re-
laxation with time constant τs of high energy quasiparticles into a constant number
of quasiparticles at the energy gap ∆. Second, the recombination of said quasipar-
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ticles into Cooper pairs with a time constant τ0. A model [Kap76] assuming an
infinitely large monocrystalline superconductor in thermal equilibrium approximates
the former as

τ0

τs
(∆, T ) ≈ Γ

(7
2

)
ζ
(7

2

)√
kBT

2∆(T = 0)

(
T

Tc

) 7
2

. (2.3)

For lead, we insert a critical temperature Tc = 7.19 K, a characteristic time constant
τ0 = 196 ps [Kap76], and an energy gap of ∆(T = 0) = 2.15 kBTc [Ens05a] to find
τs ≈ 340 µs at 100 mK. For the recombination time, however, the model is not suited,
since it only considers inelastic phonon processes. This would lead to τ0 significantly
exceeding the age of the universe, making it impossible for Cooper pairs to reform.
Indeed, experimental evidence points towards a quasiparticle lifetime in the order of
micro- or milliseconds [Gal91, Sta94, Nus00]. Reasons may be trapping sites, such
as chemical impurities [Gol93] or Abrikosov vortices [Ull98], or enhanced disorder
[Bar09]. Other experiments show a thermalization time approaching that of normal
conductors for T ≥ 2 × 10−4 ΘD [Cos93, Wel08], which is fulfilled above 21 mK for
lead with a Debye temperature of ΘD = 106 K [Ste83].

Overall, we expect the thermalization time of an absorber made of lead in our experi-
ments to be at least in the order of τs, which can approach hundreds of microseconds,
but is likely dominated by the quasiparticle lifetime τ0. This is a clear disadvantage
with respect to gold. However, since there is no electronic component to the specific
heat in a superconductor well below Tc, cPb is significantly lower than cAu. We refer
to subsection 5.1.2 for a direct comparison of heat capacities. Regarding stopping
power, lead and gold are similar on a per-atom basis, due to their similar atomic
number. However, the particle density of gold is around 70 % higher, so a lead
absorber with equivalent stopping power is thicker by that amount.

2.2 Sensor Material Au:Er

In an MMC, the sensor material converts the temperature change caused by a particle
impact into a change in magnetization. We use dilute alloys of erbium in gold placed
in a weak magnetic field of a few mT. For the detectors in this thesis, the erbium
concentration is in the order of 2500 ppm, so that the magnetic moments of the
erbium are quasi-free and provide the magnetic properties, while the gold acts as
a dilutant to prevent magnetic ordering. The result is a strongly paramagnetic
material, which has the desired temperature dependent magnetization. Detailed
analyses of Au:Er are available in literature [Fle00, Fle05]. Here, we give a concise
summary of the microscopic nature of Au:Er. A discussion of the thermodynamic
properties, most notably the specific heat and magnetization, follows in section 3.2.
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Figure 2.2: Schematic distribution of
electrons in the 4f and 6s orbitals of Er3+.
Each arrow represents an electron with
corresponding spin of ±1/2 and orbital
angular momentum l. Grayed-out elec-
trons are delocalized and contribute to
the conduction band.

Non-interacting Magnetic Moments. In its pure form, gold forms a face cen-
tered cubic (fcc) lattice with a cubic lattice constant of 4.08 Å [Dav25]. When mixed
with small amounts of erbium, a solid solution forms, where the fcc lattice is pre-
served and erbium replaces individual gold atoms [Rid65]. The erbium loses three
electrons to the conduction band, leaving an Er3+ ion with an electron configuration
of [Xe]4f11. Using Hund’s rules, we find the electron distribution appearing schemat-
ically in figure 2.2 with L = 6, S = 3/2, J = L + S = 15/2, and a Landé g-factor
of gJ = 6/5 [Abr70]. All unpaired magnetic moments are confined to the 4f orbital,
which has a radius of 0.3 Å [Fra76]. The larger 5s and 5p orbitals with a radius of
around 1 Å partially shield the 4f electrons from crystal field effects from the sur-
rounding gold and decrease coupling to conduction electrons. This is the main reason
why alloys of noble metals and rare earth metals are well suited for MMCs: Suffi-
ciently fast electron-spin relaxation of under 100 ns is still possible [Sjö75, Rot08],
while, in particular for Er3+, the de Gennes factor (gJ − 1)2J(J + 1) [DG58], which
is a measure for the interaction of the ion with the conduction electrons, is fairly
small.

At temperatures below 100 K, the crystal field of the lattice splits the J = 15/2
ground state into five multiplets, of which in the mK range only the energetically
lowest lying one, a Γ7-doublet, is relevant [Wil69, Hah92]. We can thus approximate
Er3+ as a two level system with effective spin S̃ = 1/2 and an effective g̃J = 6.8
[Tao71]. The doublet is split by the weak external magnetic field B according to the
Zeeman Hamiltonian

HZ = −g̃JµBS̃zB , (2.4)

where µB = 9.274 × 10−24 J/T is the Bohr magneton.

Interacting Magnetic Moments. At millikelvin temperatures, and erbium con-
centrations above 10 ppm, interactions between erbium ions are no longer negligible.
While we can ignore direct exchange due to the large distance between the erbium
ions, we must consider two long-ranged interactions. These are the magnetic dipole-
dipole interaction, which is present between any two magnetic dipoles, and the Rud-
erman–Kittel–Kasuya–Yosida (RKKY) interaction, which is an indirect interaction
mediated via conduction electrons [Rud54, Kas56, Yos57]. We describe the former
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via the dipole-dipole Hamiltonian

Hdd
ij = Γdd

1
(2kFrij)3 [Si · Sj − 3 (Si · r̂ij) (Sj · r̂ij)] , (2.5)

which quantifies the interaction between two spin Si and Sj at a distance rij. We
see that the dipole-dipole interaction is dependent on the angle of the normalized
distance vector r̂ij with respect to the spins. Here, the Fermi wave vector of gold,
kF = 1.2 × 1010 m−1 [Kit05], cancels out when inserting the dipole-dipole prefactor

Γdd = µ0

4π
(g̃µB)2 (2kF)3 (2.6)

and we introduce it here only for easier comparison with the RKKY Hamiltonian

HRKKY
ij = ΓRKKY

1
(2kFrij)3 (Si · Sj)

[
cos (2kFrij) − 1

2kFrij

sin (2kFrij)
]

. (2.7)

The term in square brackets describes the oscillating nature of the RKKY interaction,
which can be either attractive or repulsive, depending on the distance between the
magnetic moments. The RKKY prefactor

ΓRKKY = J2 4V 2
0 m∗

ek
4
F

ℏ2(2π)3
g̃2(gJ − 1)2

g2
J

(2.8)

includes the effective mass m∗
e of the conduction electrons in gold, their coupling

energy J to the localized magnetic moments, and the volume V0 of the primitive unit
cell of the gold lattice. Since both Hamiltonians contain factors of r−3

ij providing an
envelope for their distance dependence, we consider only their relative strength

α = ΓRKKY

Γdd
. (2.9)

For Au:Er, this dimensionless quantity is around α = 5 [Fle03].

Nuclear Moments In erbium’s natural isotopic composition, we find a single iso-
tope with nuclear spin I ̸= 0, which is 167Er with I = 7/2 and a natural abundance of
22.9 %. The resulting hyperfine interaction causes a splitting of ∆EF = 140 mK · kB

between the F = 4 and F = 3 multiplets at B = 0 [Sjö75]. Additionally, the multi-
plets split at B ̸= 0 into a total of 9+7 = 16 states with different z-components mF .
As we discuss in subsection 3.2.4, this has a detrimental effect on the thermodynamic
properties.

The 100 % abundant 198Au nuclei also have a nuclear spin, in this case I = 3/2. While
the nuclear magnetic moment is negligible, the nuclear electric quadrupole moment
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of 0.55 barn can cause hyperfine splitting, if the cubic fcc symmetry is broken and a
non-cubic electric field gradient is present at the site of the nucleus. This may occur
in close vicinity to erbium ions and results in additional energy levels [Her00]. In
MMCs, a fast decay with a time constant of ≲ 1 ms has been traced to this effect
[Ens00].

We conclude that while Au:Er is to first order an ensemble of spins in a lattice, a
closer look reveals a complex magnetic system. Energy levels are not only dependent
on the external magnetic field B, but also on the relative distances and orientations
of randomly distributed magnetic moments, as well as hyperfine effects. These de-
tails are important, since according to equation (2.1), we need precise quantitative
knowledge of the heat capacity Cs(B, T ) and magnetization M(B, T ) of the sensor,
as we discuss in the next section. The numerical calculation of these quantities using
simulations of the system presented here is the focus of section 3.2.

2.3 Sensor and Pick-up Coil Geometry

After covering how a particle impact leads to temperature increase of the detector
and a subsequent magnetization change of the sensor, we now take a look at how
we read out said change in magnetization. A number of different detector designs
are possible and we once again refer the reader to more extensive literature [Fle05]
for alternatives and a broader discussion on this topic. For the MMCs discussed
here, however, we exclusively use a gradiometric set-up based on superconducting
meander-shaped pick-up coils [Zin04]. This differs from the design in figure 2.1 in a
number of aspects, as we explore in the following.

δΦm

δE

I0+δI´ Li

Lw

δI

Lm

p Figure 2.6

Figure 2.3: Schematic of a gradiomet-
ric pair of pick-up coils with inductance
Lm covered by sensor material (trans-
parent yellow). A persistent current I0
creates an inhomogeneous magnetic field
(gray). Further read-out occurs via an
input coil with inductance Li, which is
inductively coupled to a dc-SQUID. The
circuitry for the following steps appears
in figure 2.6.
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A schematic of the gradiometric sensor read-out appears in figure 2.3. This is a top
view in which we omit absorbers for clarity and instead show two patches of para-
magnetic sensor and the underlying meander-shaped pick-up coils with inductance
Lm. The coils are identical, but mirrored, forming a gradiometer of first order. An
input coil with inductance Li is connected in parallel to both via lines with a stray
inductance Lw. The three inductances form a completely superconducting network,
where magnetic flux is conserved in each of the three superconducting loops. Via the
input coil, the signal is coupled into a SQUID, over which further read-out occurs.
We discuss that part in section 2.5 and in particular figure 2.6. For now, we calculate
the current δI that flows through the input coil as the result of an energy input δE.

In good approximation, the inductance of a superconducting meander-shaped pick-
up coil can be parameterized as

Lm = l µ0
A

p
, (2.10)

where µ0 = 1.257 × 10−6 H/m is the magnetic permeability [Fle05]. This inductance
depends on the covered area A and the pitch p of the meander, where the latter
is the center-to-center distance of neighboring lines. Also relevant is the qualitative
geometry of the meander, which, for thin-film meanders, can be described by the ratio
between conductor width w and pitch. This is condensed in a constant l(w/p) [Fle05].
In this thesis, we work with meander-shaped coils with A = (120 µm)2 to (500 µm)2,
p = 5 µm to 10 µm, and l(w/p) = 0.22, giving us inductances in the nH range.

The two meander-shaped pick-up coils form a superconducting loop, and a persistent
current I0 in this loop creates a magnetic field within the sensor volume V that
is highly inhomogeneous and thus dependent on the location x. Finite element
simulations of the magnetic field B(x) follow in section 3.1. Due to reciprocity, this
magnetic field distribution also describes the location dependent coupling

G(x/p) = p

µ0

|B(x)|
I0

(2.11)

of the magnetic moment of an infinitesimally small volume element of the sensor dV

at position x to the pick-up coil. In the definition above, we artificially introduce
the pitch as a characteristic length scale, in order to make G dimensionless and
dependent only on the qualitative geometry, that is w/p, and independent of the
absolute values of the pitch p or line width w.

When a particle with energy δE impacts the absorber and the temperature increases,
the magnetization M(B(x), T ) changes by different amounts throughout the sensor.
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Each element dV causes a change in magnetic flux

d(δΦm) = µ0
G(x/p)

p
δM(B(x), T ) dV (2.12)

in the pick-up coil beneath. When integrating over the sensor volume and inserting
equation (2.1), we obtain the overall change in flux

δΦm = δE

Ca + Cs

∫
V

µ0
G(x)

p

∂M(B(x), T )
∂T

dV (2.13)

in the respective pick-up coil. Due to flux conservation in closed superconducting
loops, this induces a screening current δI ′, a portion δI of which flows through the
input coil Li. Using Kirchhoff’s rules, we find

δI = δΦm

Lm + 2 (Li + Lw) . (2.14)

Due to the gradiometric design of the circuitry, particle impacts on the two sensors
cause currents δI of opposite polarity. We can thus encode signals from two sensors
within one read-out channel, since one sensor produces positive pulses and the other
produces negative pulses. Additionally, a perfectly gradiometric detector is not sen-
sitive to global temperature changes or homogeneous stray magnetic fields, as these
cause exactly opposite currents to flow through the input coil, canceling out. Even
magnetic fields with a gradient across the set-up have only a marginal influence, since
the meander shape of the pick-up coils means that G(x) is a multipole of high order.
It also follows that cross-talk between coils is low, even if they are close. Finally,
the planar coils and flat design of the sensor are compatible with micro-fabrication
processes, which allow us to construct detectors reliably with thin film techniques.

2.4 Persistent Current Switch

In order to obtain a temperature-dependent magnetization of the sensor material, a
magnetic field is necessary. In our MMCs, a persistent current flowing within the
pick-up coils supplies this field. In figure 2.4, we have reduced the set-up to a pair of
meander-shaped pick-up coils with inductances Lm, the input coil with inductance
Li, and a small superconducting persistent current switch (PCS) with inductance
Lh ≪ 2Lm. The process of injecting such a current consists of four steps:

1. Starting at a temperature well below the critical temperature of niobium, we
supply a field current If ≈ 100 mA via the so-called field lines, which flows
almost exclusively via the low-inductance PCS.
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Figure 2.4: Four steps of injecting a persistent current into the two pick-up coils of a
gradiometric set-up. Marked in red are lines through which significant current flows.

2. We apply a heater current Ih ≈ 3 mA through a ∼ 7 Ω switch heater, which
breaks superconductivity of both the underlying niobium, which includes a
section leading to the input coil. The current If now flows through the pick-up
coils, since it is the only remaining superconducting path. There is no closed
superconducting loop, and a flux 2LmIf is enclosed by the meanders.

3. After th ≈ 10 µs, we switch off the heater current. As the PCS becomes super-
conducting, flux conservation in the meander circuit has to be fulfilled again.

4. We stop supplying If, and a persistent current

I0 = 2Lm

2Lm + Lh
If = If

1 + Lh
2Lm

(2.15)

continues to flow in the meander circuit.

This process can be automated in software, and completes in milliseconds. Heating
of the cryostat is kept to a minimum and the injection is reliable and reproducible
[Her18].

2.5 Read-out Using SQUIDs

For all experiments we present in this thesis, the Superconducting QUantum Inter-
ference Device (SQUID) is an essential part of the read-out chain. Since the topic
of SQUIDs is a broad one, we focus here on only those aspects most pertinent to
our applications, which include the dc-SQUIDs, two-stage SQUID read-out, and
linearization. The reader may refer to textbooks [Cla04] for further information.



2.5. Read-out Using SQUIDs 17

Rsh Φ

Ib

Vs

Ls

a) b) c)

Figure 2.5: a) Diagram of a dc-SQUID. b) The Ib-V characteristic of a SQUID is depen-
dent on Φ, where the two limiting cases appear in red and blue. c) The Φ-V characteristic
of a SQUID, given a suitable Ib. Pictured data adapted from literature [Wei96].

2.5.1 dc-SQUIDs

At the core of a dc-SQUID lies a superconducting loop with inductance Ls, as de-
picted in figure 2.5 a). Two thin barriers of non-superconducting material, marked
as crosses, intersect the loop. These so-called Josephson junctions are just a few
nanometers thick, and each allows Cooper pairs to tunnel through, as long as a crit-
ical current Ic is not surpassed. Above this threshold, a part of the current is carried
by quasiparticles across the barrier, and we observe a voltage drop Vs across the
SQUID. Shunt resistors Rsh suppress hysteretic behavior between these two states.
The critical current is dependent on the magnetic flux Φ through the SQUID in
a periodic fashion, where the periodicity is given by the magnetic flux quantum
Φ0 = 2.07 × 10−15 Tm2. The two limiting cases of Φ = (n + 1/2) Φ0 and Φ = n Φ0,
where n ∈ Z, appear in figure 2.5 b).

When we operate the SQUID in current bias, we run a DC bias current Ib slightly
above the maximal dissipation-free current through the SQUID and measure Vs. In
this state, we find a periodic Vs(Φ) dependence as it appears in figure 2.5 c). At
certain points in this curve, such as the working point marked in green, the output
voltage is highly dependent on the magnetic flux Φ and the SQUID acts as a sensitive
flux to voltage converter.

2.5.2 Two-stage Set-up

A schematic of the entire read-out chain appears in figure 2.6. The quantity we want
to measure is the current δI produced by the experiment, which flows through the
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Figure 2.6: Schematic
of read-out using a
two-stage SQUID set-up,
where we omit shunt
resistors for clarity.
Circuitry earlier in the
read-out chain appears
in figure 2.3. Image
adapted from [Rei17a].

input coil with inductance Li. The latter is coupled via the mutual inductance

Mi1 = δΦ/δI (2.16)

to the so-called front-end SQUID, producing a flux δΦ in the SQUID loop. The main
difference to the previously discussed SQUID in figure 2.5 a) is that we operate the
front-end SQUID in voltage bias by introducing a gain resistor with Rg ≈ 300 mΩ
in parallel, which is about one order of magnitude smaller than the shunt resistors
of the SQUID. In this configuration, a change in external flux leads to a change in
current through the gain resistor and thus the input coil of the so-called SQUID
array. In our case, the latter consists of 16 SQUIDs connected in series, resulting
in a low-noise amplification stage, while keeping the power dissipation in the front-
end SQUID, which is close to the potentially temperature sensitive experiment, to a
minimum. We call this configuration a two-stage SQUID set-up. The SQUID array
is operated in current bias, and thus translates the signal into a change in voltage,
which we read out with room temperature equipment via a differential amplifier with
bias voltage Vb.

Linearization

During the discussion of figure 2.5 b), we noted that a SQUID only acts as a sensitive
flux-to-voltage converter in a small range of magnetic flux around a working point,
that is where the Φ-Vs characteristic has a steep slope. In order to expand the linear
flux range, we operate the two-stage SQUID set-up in flux-locked loop (FLL) mode.
As the name suggests, the aim is to lock the flux in the front-end SQUID to a fixed
value. To this end, we choose the reference voltage of the amplifier to be the voltage
of the working point and feed the amplifier’s output to an integrator. When moving
off the working point, the integrator increases its output voltage. A feedback resistor
with resistance Rf then lets a corresponding current flow through the feedback coil of
the front-end SQUID, which is coupled to this SQUID with a mutual inductance Mf1.
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This produces a corresponding flux, bringing the SQUID back to the working point.
As a result, any change in flux in the front-end SQUID caused by a current in the
input coil, which would cause the flux in the front-end SQUID to move away from the
working point, is canceled out, and the flux stays constant. The resulting read-out
voltage

δV = Rf
Mi1

Mf1
δI (2.17)

is proportional to the current we must send through the feedback coil in order to
keep the front-end SQUID at this working point, and therefore proportional to the
input current to be measured. This linear relation allows us to reliably read out
signals across several Φ0.

2.6 Pulse Shape

In the previous sections we have discussed the entire process from photon impact to
voltage change at room temperature. Now, we take a look at the signal shape such
an impact creates.

Consider an MMC with normal-conducting metallic absorber. To good approxima-
tion, it is described by the thermodynamic model in figure 2.7 consisting of two
subsystems connected to a thermal bath with constant temperature T0. These are
the conduction electrons of sensor and absorber with heat capacity Cel = Cel,s +Cel,a,
where we assume that sensor and absorber are thermally well coupled, and the spin
system with heat capacity Cz, consisting of the erbium ions. Thermal links with
thermal conductances Gel,b and Gz,el connect Cel with the thermal bath, and Cz with
Cel, respectively. We neglect components such as phononic heat capacity, or heat
capacity from nuclear moments (see subsection 3.2.4). The heat input of an absorbed
photon is in good approximation described by a heating power P (t) = δE δ(t). From
this thermal model, we construct the system of coupled differential equations

Ėel = CelṪel = Gz,el(Tz − Tel) + Gel,b(T0 − Tel) + δE δ(t)
Ėz = CzṪz = Gz,el(Tel − Tz) .

(2.18)

The change in flux δΦm in the pick-up coil is proportional to the energy content Ez

Thermal
Bath T0

Gel,b Gz,el

+Cel,a
Cz

P(t) = δE δ(t)

Cel,s
Figure 2.7: Thermodynamic
model of an MMC.
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of the spin system. We arbitrarily choose the offset Ez(t ≤ 0) = 0 and solve the
system above to obtain the responsivity

p(t > 0) = Ez(t > 0)
δE

= β (−e−t/τ0 + e−t/τ1) , (2.19)

which describes the detector response. Here, we introduced the fraction

β = Cz

Cel + Cz
(2.20)

of the contribution of the spin system to the overall heat capacity. The pulse shape
is an exponential rise with a rise time τ0, followed by an exponential decay with τ1,
with τ0 and τ1 depending on the heat capacities and thermal conductivities [Fle05].

A reasonable approximation is Gel,b ≪ Gz,el and Cel not too different from Cz, for
which we find τ1 = (Cel +Cz)/Gel,b. The rise time τ0 in our model is defined by Gz,el,
which, on a microscopic level, is a measure for the interaction strength between
conduction electrons and the 4f electrons of the erbium ions. Using the Korringa
relation [Kor50], which gives a relation between the relaxation of magnetic moments
and temperature, and measurements of the electron-paramagnetic resonance [VS81],
we find typical time constants of under 100 ns [Ban93, Rot08]. This is only a lower
limit, however, since in some detectors the approximation of a thermally well coupled
absorber and sensor does not hold due to an engineered thermal bottleneck.

2.7 Energy Resolution

In order to estimate the energy resolution of an MMC, we require a measure for the
noise affecting the detector. The topic of noise is a particular focus of this thesis,
and we dedicate chapter 6 to an overview of possible noise sources. The reader may
also refer to chapter 7 for measurements.

We can estimate the energy resolution of an MMC by comparing the detector re-
sponse to the total noise in the frequency domain. For τ0 ≪ τ1, the Fourier transform
F{·} of the responsivity from equation (2.19) is

|F{p}(f)| = β
τ0√

1 + (2πfτ0)2
√

1 + (2πfτ1)2
. (2.21)

We thus find a frequency dependent signal-to-noise ratio of

SNR(f) = |F{p}(f)|√
Sz(f)

, (2.22)
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where Sz(f) is the noise expressed as energy fluctuations in the spin system. From
the signal-to-noise ratio, we calculate the energy resolution of the detector to be

∆EFWHM = 2
√

2 ln 2 ·
(∫ ∞

0
4 SNR2(f) df

)−1/2
, (2.23)

where the index refers to the full width half maximum [McC05b]. In order to estimate
a possible fundamental limit of the energy resolution of an MMC, we assume the
read-out, including SQUIDs, to be free of noise and arbitrarily fast. However, for
the canonical ensemble in figure 2.7, the bath temperature T0 is a fixed quantity,
while the energy content of the spin and the electron system fluctuate around their
mean values. The spin system exchanges heat quickly with the electrons and slowly
with the bath, corresponding to the decay times. It has been shown [Fle01] that these
thermodynamic fluctuations of energy of a canonical ensemble with two subsystems
lead to a fundamental limit of the energy resolution of

∆EFWHM ≈ 2
√

2 ln 2
√

4kBCzT 2

(
1

β(1 − β)

)1/4 (
τ0

τ1

)1/4
, (2.24)

where we assume τ0 ≪ τ1. For β = 1/2, this expression minimizes and we obtain

∆EFWHM ≈ 2
√

2 ln 2
√

4kBCelT 2
√

2
(

τ0

τ1

)1/4
. (2.25)

Typical values for our MMCs are Cel = 10 pJ/K, T = 100 mK, τ0 = 1 µs, and
τ1 = 1 ms, which yields an energy resolution of ∆EFWHM = 8.7 eV. Further opti-
mizing the energy resolution requires minimizing the temperature, heat capacity, or
rise time, or maximizing the decay time. However, these quantities are limited by
the needs of the experiment or material properties. For our MMCs, for instance,
the minimal temperature is given by the cryostat in which the detector is meant to
operate. The heat capacity may be reduced by material choice, which has its own
drawbacks (see subsection 2.1.2), or by reducing the absorber volume. However, the
latter is limited by the required sensitive area and quantum efficiency. The rise time
is defined at best by the Korringa relation we mentioned in section 2.6. Maximizing
the decay time increases the dead time of the detector. As a result, the expression
above demonstrates that there is a fundamental limit to the energy resolution of
an MMC. Finally, we should reiterate that equation (2.25) is a best-case scenario,
where we neglect most noise sources, interactions between magnetic moments, and a
number of heat capacities. A more thorough simulation of the detector is the focus
of the following chapter 3.
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3. Simulating Metallic Magnetic Calorimeters

When developing a new experiment involving an MMC, the first step is to design a
detector best suited for the given experiment-specific requirements and restrictions.
An MMC has around 50 variable parameters, of which around half are given by
outside restrictions and the other half can be actively chosen by the designer to find
the best fitting detector. Examples are the dimensions of components, the selection
of materials, and the choice of characteristic time constants. Simulations are an
indispensable tool, which allow us to find optimal values.

First code for simulating the performance of an MMC was developed around 20 years
ago [Sch00, Fle00, Fle05, Fle09a], and has been used for a wide range of MMCs
[Bur08, Fle09b, Hen17]. In the framework of this thesis, we have developed a new
set of simulation scripts, which are based on the existing algorithms, which were
translated from various programming languages to python, merged, and extended to
higher temperatures. While our code allows us to simulate the MMCs we discuss in
chapters 4 and 5, we also aimed to make it as widely usable as possible and it has,
indeed, already found a number of applications [Sch21, Man21, Bau22].

The process of simulating an MMC appears schematically in figure 3.1. Given a
particular set of detector parameters, we perform three sets of simulations. The first
is simulating the magnetic field distribution B(x) and using equation (2.11) to cal-
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Figure 3.1: Flow diagram for simulating an MMC. Given a set of detector parameters, we
simulate the detector performance. The process consists of three parts, which we discuss
in the following sections.
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culate the distribution of the geometry factor G(x) within the sensor. We did not
implement any major changes with respect to the original code, and thus cover it
only briefly in section 3.1. Second are numeric calculations of the thermodynamic
properties of the Ag:Er or Au:Er sensor material, specifically the specific heat c(B, T )
and slope ∂M

∂T
(B, T ) of the temperature-dependent magnetization. These we explain

in some detail in section 3.2. Finally, we simulate the entire detector in section 3.3,
which requires input from the previous two simulations. Our code calculates the
detector performance based on the initial parameter set, and is also able to auto-
matically optimize up to nine core parameters. At select points in this process, we
construct repositories with intermediate results, which can act as starting points for
new simulations and reduce duplicate calculations.

3.1 Magnetic Field Simulations

Due to the complex geometry of the meander-shaped pick-up coil, we cannot calculate
the magnetic field B(x) in the sensor analytically. Instead, we perform finite element
simulations using the software FEMM1. In figure 3.2 appears the cross-section of two
lines of the meander coil, which carry currents of I0 = ±100 mA. The simulation
assumes periodic boundary conditions. Since a real pick-up coil consists of tens of
coils, this is a good approximation of the magnetic field distribution in the entire
sensor. In our example, the niobium lines have a pitch of p = 10 µm, a width
of w = 5 µm, and a height of hNb = 250 nm. The sensor layer has a height of
hsens = 2 µm and sits on top of a hSiO2 = 350 nm thick layer of insulating SiO2. We
approximate both the sensor and the SiO2 to have a magnetic susceptibility of χ = 0.
As a result of the simulations, we find that the magnetic field inside the sensor is
highly inhomogeneous and ranges from 3 mT to 30 mT, with an average value of
8.8 mT. Using equation (2.11), we also calculate the geometry factor G and pass the
results on to the sensor and detector simulations.

3.2 Simulation of the Thermodynamics of Au:Er and Ag:Er

There are two different approaches for simulating the thermodynamic properties of
noble metals doped with erbium: First, the semi-classical mean field approximation,
in which we reduce the system to an Ising model and each magnetic moment inter-
acts with the mean molecular field caused by all others [Wal77, Wal80]. Second, the
full quantum-mechanical approach, in which we construct a Hamiltonian based on
the pairwise interaction of randomly distributed magnetic moments, and then diag-

1Finite Element Method Magnetics by David Meeker, http://www.femm.info.
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Figure 3.2: Cross-section of the simulated magnetic field distribution B(x) caused by a
current of I0 = 100 mA flowing through a meander-shaped pick-up coil. Colors indicate
the amplitude, and lines the direction of B.

onalize it. We focus here on the latter. While it does require more computing time,
it describes the system more accurately. Especially collective phenomena including
multiple moments are not included in the mean-field approximation. A comparison
of the different approaches, as well as the information on the original simulations
from the early 2000s, are available in literature [Sch00, Ens00, Fle03]. Addition-
ally, the reader may refer to our previous publication on the topic [Her22], where
we primarily discuss the distribution of energy levels and an erbium concentration
scaling relation [Sou69], or to similar work recently published by a different group
[Ger23]. In the following, we first describe the simulation in detail, and then discuss
a number of necessary code optimizations. We present simulation results relevant to
high temperature MMCs, and finally discuss the influence of the nuclear moments
of erbium and gold, which are not included in this simulation.

3.2.1 Simulation Process

Given a host material (silver or gold), an erbium concentration xEr, an amplitude
B of the magnetic field, and a temperatures T , our aim is to find three quantities:
the magnetization M , the slope of the magnetization ∂M

∂T
, and the specific heat c

of this Ag:Er or Au:Er alloy. While technically only the latter two are necessary
for determining the performance of an MMC, the magnetization is of interest for
other experiments, such as specific heat measurements [Vel19, Her21], and does not
require much more effort to calculate. A flow chart of the simulation appears in
figure 3.3. Overall, we divide the process into four steps: First, we prepare the
lattice, by randomly distributing magnetic moments on fcc sites, applying periodic
boundary conditions, and setting a magnetic field with random orientation. Second,
we construct the Hamiltonian of this system and diagonalize it. Third, we calculate
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the resulting occupation probabilities of the microstates and expectation values of
a number of quantities. Finally, we calculate the thermodynamic properties from
these quantities. In order to obtain consistent results, we repeat the simulation with
different erbium configurations and average the results.

Step 1: Lattice Preparation

Before constructing the lattice, we must choose the number of magnetic moments NEr

in our simulated system. Larger numbers yield more precise results, since more com-
plex dynamics are modeled. However, the rank of the Hamiltonian matrix increases
by a factor of two per additional spin, which has detrimental effects on computation
time and memory usage. Our tests show that values between 6 and 12 are reason-
able, with NEr = 9 being the best compromise between speed and accuracy, given the
present hardware. Based on NEr and the erbium concentration, we construct an fcc
lattice of appropriate size and randomly distribute the magnetic moments on lattice
sites. Since moments at edges and corners experience a lower effective concentration,
we apply periodic boundary conditions, by copying the lattice 26 times to create a
3 × 3 × 3 matrix of identical lattices. It is important to note that the copied systems
are not independent and thus do not increase the size of the Hamiltonian. We use
only the magnetic moments from the central lattice to calculate the thermodynamic
properties. As a final step, we choose the magnetic field B to point in z-direction
and then rotate the matrix of lattices by a random angle, so that B effectively has
a random orientation.

Step 2: Hamiltonian Construction

As we discuss in section 2.2, both the Zeeman splitting due to the external magnetic
field, as well as interactions between erbium ions influence the energy of a partic-
ular arrangement of spins. In order to calculate the possible energy levels for the
lattice we prepared, we construct the corresponding Hamiltonian. As a basis for
the Hamiltonian, we choose |S1, S2, . . . , SNEr⟩ with Sa ∈ {|↑⟩ , |↓⟩}, meaning that the
Hamiltonian has dimensions of 2NEr ×2NEr and 22NEr entries. We now fill these entries
based on equations (2.4), (2.5), and (2.7) by considering each pairwise interaction,
including interactions with spin clones from the 26 surrounding lattices. Note that
off-diagonal entries are non-zero, due to ladder operators S+ and S− originating from
the scalar products

Si · Sj = 1
2
(
S+

i S−
j + S−

i S+
j

)
+ Sz

i Sz
j (3.1)

in the dipole-dipole and RKKY terms. An example of a complete Hamiltonian in
a system with just two magnetic moments is available in literature [Sch00, Fle03].
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Figure 3.3: Flow diagram for simulating the sensor material. Calculations detailed in the
main text appear in gray. Input and output parameters are blue and intermediate results
orange. For arrays, the number of elements is written beneath the dotted lines.
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Diagonalizing the Hamiltonian gives us the energy eigenstates Ei of this particular
random arrangement of spins.

For later calculation of the magnetic properties, it is also necessary to repeat the
process above for a slightly larger field B′ = B + ∆B. This influences only the
Zeeman terms, so the resulting Hamiltonian H ′ is only slightly altered. However, a
second diagonalization is necessary. Additionally, we must repeat all steps discussed
so far for other spin distributions, so that we can later average results and obtain
representative thermodynamic properties for the erbium alloy in general. Given
NEr = 9, our tests show that we get both consistent and accurate results when
averaging N = 10 000 times. The result of this step are the two arrays Ei,n and E ′

i,n

representing the possible energy levels in magnetic fields B and B′.

Step 3: Consideration as a Canonical Ensemble

After finding the energy levels Ei of a particular configuration of spins, we can deter-
mine the expectation value of a number of relevant quantities. This is dependent on
the temperature T , so we shift to a thermodynamic view of the problem. Specifically,
we work in the framework of a canonical ensemble, where Ei represent the energies
of the ith microstate. Using the partition function

Z(T ) =
∑

i

e−Ei/kBT , (3.2)

we find the occupation probability P (Ei) of a microstate i to be

P (Ei, T ) = 1
Z(T )e−Ei/kBT . (3.3)

Finding the expectation value ⟨X⟩ of a quantity X then is a matter of calculating

⟨X⟩(T ) =
∑

i

P (Ei, T )Xi . (3.4)

For our purposes, we calculate ⟨E⟩(T ), ⟨E2⟩(T ), ⟨∂E
∂B

⟩(T ), and ⟨E ∂E
∂B

⟩(T ). For the
latter two, we use the energy levels E ′

i to calculate the slope(
∂E

∂B

)
i

≈ E ′
i − Ei

∆B
. (3.5)
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Step 4: Calculation of Thermodynamic Properties

Given that we are working with a canonical ensemble, the appropriate thermody-
namic potential is the Helmholtz free energy

F = −NErkBT lnZ (3.6)

with the differential
dF = −SdT − V MdB − p dV , (3.7)

where we introduce the entropy S, the volume V , the pressure p. Here, the last term
can be neglected, as p and dV are small. We can now use the equations above to
calculate

c(T ) = xErNA

NErkBT 2

(
⟨E2⟩ − ⟨E⟩2

)
,

M(T ) = −NEr

V

〈
∂E

∂B

〉
, and

∂M

∂T
(T ) = NEr

V kBT 2

(〈
E

∂E

∂B

〉
− ⟨E⟩

〈
∂E

∂B

〉) (3.8)

for each individual arrangement of magnetic moments, where NA = 1.022×1023mol−1

is the Avogadro constant. Finally, we add the specific heat of the lattice and average
over all N erbium configurations.

3.2.2 Technical Details and Performance

Performing the described sensor simulations both accurately and efficiently requires
some attention to detail. Accuracy is not trivial, since the calculations include a
mixture of very small and very large numbers. Efficiency is not optional, since we
wrote the code in the comparatively slow programming language python, in order to
make it as accessible as possible. We list the most important technical details here.

• When constructing the Hamiltonians, we perform pre-calculations of r−3
ij and

the polar and azimuthal angles for each pair of spins i, j with efficient use of
numpy arrays [Har20]. The number of calculations using vectors thus reduces
from O(22NEr) to O(NEr

2).

• When filling the entries of the Hamiltonians, we use the compiler Numba2 for
just-in-time compilation and parallel computing [Lam15].

• Since the matrices describing the Hamiltonians are hermitian, we may use
significantly faster diagonalization algorithms.

2https://numba.pydata.org.
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• Since simulations at different temperatures do not require unique Hamiltonians,
we perform calculations in steps 3 and 4 for many temperatures in parallel.

• The occupation probability matrix P (Ei, T ) can quickly exceed working
memory. For typical parameters of NEr = 9, N = 10 000, and 391 temperature
steps between 10 mK and 400 mK, the matrix of P contains 391×29 ×10 000 ≈
2×109 64-bit floating-point numbers and thus has a size of 16 GB. The code au-
tomatically divides steps 3 and 4 into smaller temperature chunks, calculating
them sequentially.

• When calculating the partition function Z according to equation (3.2), the
magnitude of terms varies significantly. We use Kahan summation [Kah65],
in order to reduce the numerical error. Similarly, we must account for po-
tential catastrophic cancellation [Mul18] when calculating the thermodynamic
properties according to equations (3.8).

• At low temperatures and spin configurations with large gaps in Ei (densely
packed erbium clusters), it becomes unlikely that high energy levels are oc-
cupied. Certain terms in equations (3.2) and (3.3) can quickly exceed the
maximal possible floating point number native to numpy. Our code detects
such cases, and performs the relevant calculations using the decimal pack-
age, which theoretically allows for arbitrarily large numbers. However, this
does increase computation time significantly.

Overall, we are able to simulate N = 10 000 configurations with NEr = 9 spins at
NT = 391 temperature steps on a standard desktop PC3 in 82 minutes, where the
largest part (53 minutes) is the diagonalization of the Hamiltonians. In this way, we
built up an extensive repository of simulated c, M , and ∂M/∂T of Au:Er and Ag:Er
for 10 mK ≤ T ≤ 400 mK, 0 mT ≤ B ≤ 60 mT, and 0 ppm ≤ xEr ≤ 3200 ppm over
the course of three weeks.

3.2.3 Simulation Results

In figure 3.4 appear simulation results for an erbium alloy with xEr = 2400 ppm at
magnetic fields of 0 mT ≤ B ≤ 20 mT and temperatures of 10 mK ≤ T ≤ 400 mK.
The specific heat on the left is a measure for the distribution of energy levels in
the system, since, to first order, an energy difference ∆E between two energy levels
causes a Schottky anomaly

CS = kB

(
∆E

kBT

)2
e∆E/kBT

(1 + e∆E/kBT )2 , (3.9)

3Intel©Core™i5-8500 (6 CPUs), 8 GB RAM, no external GPU, Windows 10.



3.2. Simulation of the Thermodynamics of Au:Er and Ag:Er 31

with a maximum of 0.44 kB per particle at T = 0.42 ∆E/kB. Zeeman splitting of
the Γ7-doublet, for instance, contributes to the large peak at ∼ 40 mK for highest
magnetic fields. In a system of interacting magnetic moments, however, the ran-
dom distance between erbium ions causes random shifts of the energy levels. The
result is a broader peak, which necessarily is less tall due to conservation of entropy
S =

∫
C(T )/TdT . In the extreme of B = 0 mT, the broad maximum reflects the

distribution of energy levels caused by spin-spin interactions. We have shown pre-
viously that the tail at T ≳ 100 mK is the result of particularly strong locking of
individual pairs of erbium ions in certain relative arrangement, which is discussed in
detail in [Her22]. For instance, we expect a maximum at around 360 mK due to the
RKKY interaction between two erbium ions at a relative position of (1/2, 1/2, 1)a,
where a = 4.08 Å is the side length of the cubic fcc host cell. Such a side peak is
visible in the form of B-independent excessive heat capacity at 360 mK in figure 3.4.

Simulation results for the magnetization M(T ) appear on the right of figure 3.4. In
the limit of non-interacting spins, we expect

M = xErNA

Vmol
g̃S̃µBBS̃(h) (3.10)

where Vmol is the molar volume, h = g̃S̃µBB/(kBT ) is the ratio of magnetic and

Figure 3.4: Simulated specific heat and magnetization with parameters typical for our
high temperature MMCs. We can interpret the specific heat to first order by a sum of
Schottky peaks, and the magnetization follows Curie-like behavior at high temperatures.
The dotted lines represent a non-interacting system at B = 20 mT.
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thermal energy, and the Brillouin function B(h) for S̃ = 1/2 is BS̃=1/2(h) = tanh(h).
For B = 20 mT, the result is the dotted line, with high temperature behavior well
described by the Curie law M ∝ T −1. At low temperatures, the magnetization
approaches a B-independent value of xErNA

Vmol
g̃S̃µB ≈ 4500 A/m. In the simulated

interacting system, however, we do not reach this limit, since some erbium ions are
locked in anti-parallel orientations and do not contribute to M . When reducing
the magnetic field B, the outside orienting force reduces as well and the number of
contributing magnetic moments is lower. Also, thermal activation plays a role down
to lower temperatures, so the low T limit is reached only at lower temperatures.

3.2.4 Influence of Nuclear Moments

In our quantum-mechanical calculations of the sensor material, we do not incorporate
hyperfine splitting. The reason is that this would break the approximation of a
S̃ = 1/2 ground state, which allows the Hamiltonian to be comparatively small
with a rank of 2NEr . Including hyperfine effects from 167Er, for instance, would add
7 + 9 = 16 energy levels from the F = 3 and F = 4 states, increasing the rank of
the Hamiltonian to (2 × 16)NEr . Previous simulations using the mean-field method
have included hyperfine effects at the cost of other drawbacks [Fle00]. Their results
show an additional Schottky anomaly in the specific heat at 50 – 60 mK, which aligns
well with the expected splitting between the F = 3 and F = 4 multiplet at B = 0.
From a direct comparison with our simulations, we find that adding a Schottky
anomaly with ∆E/kB = 140 mK and an amplitude of 0.18 kB per ppm of erbium to
our simulations is a good first-order approximation for erbium alloys with natural
isotopic composition. The energy gap between different mF at B ̸= 0 within each of
the two hyperfine multiplets is typically an order of magnitude lower, and thus lies
outside our temperature range of interest [Fle03].

Due to this increase in heat capacity, the presence of 167Er degrades the performance
of MMCs. For this reason, modern MMCs typically use erbium alloys depleted of
the isotope 167Er, where the fraction of 167Er is significantly reduced. For these
applications, our simulations are a good fit. However, as we explain in section 4.1,
the MMCs discussed in this thesis use erbium with a natural isotopic composition,
and we must apply the specific heat correction detailed above.

3.3 Detector Simulations

Given the detector parameters, magnetic field distribution, and the thermodynamic
properties of the sensor, we now present our software designed to calculate and
optimize the resulting energy resolution of an MMC. A detailed description of this
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process from a theoretical standpoint is available in literature [Fle05, Fle09a], so we
focus here specifically on the implementation in code. In the following, we initially
give an overview of the basic simulation process, before covering additional features
of our code. Simulation results for an MMC follow in subsection 4.1.2.

3.3.1 Simulation Process

Before simulation can begin, the user must supply a list of the relevant detector
parameters in an external file, as well as appropriate magnetic field and sensor simu-
lation results. The process of calculating the energy resolution then consists of seven
steps:

1. Create a square 2D grid of points, each representing the cross-section of one
infinitesimal volume element dV in equation (2.13). The grid covers only the
width of two lines, just as the magnetic field simulations. Then, read in the
magnetic field simulations and perform a spline-fit interpolation of the data,
to obtain a continuous function B(x). Evaluate B(x) at the grid sites.

2. Read in the simulations of the thermodynamic properties of the sensor ma-
terial. Interpolate the data, in order to get continuous functions c(B) and
∂M
∂T

(B). Interpolation over temperature is not necessary, since the simulation
of the thermodynamic properties of the sensor material gives a high density of
temperatures. We simply choose the closest simulated temperature. In com-
parison, a high density of simulated magnetic fields would require a repeated
diagonalization of the Hamiltonian and would be, therefore, unpractical.

3. Evaluate the specific heat c(x) and G · ∂M
∂T

(x) at each lattice site from step 1,
given the magnetic field at that location.

4. Sum the so-calculated values over all mesh sites, then scale the results to the
size of the full sensor to obtain Csens and

∫
V G∂M

∂T
dV .

5. Calculate δΦm/δE using the results above and equation (2.13). Then, calculate
the flux coupling δΦ/δΦm to the front-end SQUID using equations (2.14) and
(2.16), to obtain δΦ/δE.

6. Calculate the total noise SΦ,tot = ∑
i SΦ,i in the MMC. Table 3.1 offers an

overview of all relevant noise components SΦ,i. Listed in the central column
are formulae to calculate the respective contributions. Note that we add ap-
propriate coupling factors δΦ

δΦm
, δΦ

δΦexp
, and β−1 δΦ

δE
, so that the listed formulae

all refer to the magnetic flux noise SΦ in the front-end SQUID. Additionally,
we include factors of 2 where appropriate, since the MMCs discussed here typ-
ically use the gradiometric design presented in section 2.3, which includes two
pixels per read-out channel. Each formula has a corresponding equation with
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Noise SΦ = . . . Reference

read-out noise SΦ,w + SΦ,1/f
equations (7.1), (7.2)
subsection 7.1.1

Johnson noise:
sensor 2

(
δΦ

δΦm

)2
· SΦ,J,m

equation (6.9)
subsection 7.4.3

Johnson noise:
absorber 2

(
δΦ

δΦm

)2
· SΦ,J,m equation (6.9)

Johnson noise:
exp. platform

(
δΦ

δΦexp

)2
· SΦ,J

equation (6.10)
subsection 7.4.4

erbium noise:
Au:Er (high xEr) 2

(
δΦ

δΦm

)2
SΦ,Er

equation (6.12)
subsection 7.4.2

erbium noise:
Ag:Er (low xEr) 2

(
δΦ

δΦm

)2
SΦ,Er

equation (6.12)
subsection 7.4.3

energy
fluctuations 2 β−2

(
δΦ
δE

)2
Sef equation (6.14)

Table 3.1: Noise contributions that may affect an MMC. The formulae in the center
column refer to the magnetic flux noise in the front-end SQUID as a result of each con-
tribution. Parameters are explained in the listed equation references. We also measure a
selection of the noise components in chapter 7.

more details. For some noise components, we additionally perform dedicated
measurements in chapter 7, and we list the appropriate sub-sections.

7. Calculate the energy resolution ∆EFWHM according to equations (2.22) and
(2.23). Note that we must first translate the flux noise SΦ,tot from step 6 to
energy fluctuations

Ss,tot = SΦ,tot β2
(

δE

δΦ

)2

(3.11)

in the spin system.

3.3.2 Additional Features

Besides the basic calculation of a detector’s energy resolution as described above, our
code has a number of additional capabilities, in order to make it as widely usable as
possible:

• For the parameters T , I0, xEr, p, and Li, as well as the sensor and absorber
dimensions, we can quickly iterate through different combinations of values by
providing arrays of input parameters. The code is structured as a set of
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nested loops that minimizes duplicate calculations. Given a fixed ratio w/p, the
width w of the meander lines is adjusted to the pitch p.

• The code can automatically optimize the above parameters when given upper
and lower bounds.

• Our code returns the ratio δΦ/δE, from which we can calculate the expected
pulse height δΦ/δE · δE upon impact of a particle with energy δE.

• Given simulated values of M(B, T ), our code returns the expected measured
flux upon temperature change, from which we can calculate magnetization
curves.

• Our code returns the noise spectrum, including all components listed in
table 3.1.

• We can simulate non-standard designs, which include concepts such as dou-
ble transformer coupling [Muh83], integrated SQUID read-out [Zak03], the
hydra principle [Por11], and variable amounts of pixels per read-out channel
[Gam19].
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4. Quasy-maXs - an MMC Operated at 85 mK

Particle Induced X-ray Emission (PIXE) is a non-destructive technique for analyzing
the atomic composition of materials [Joh70, Joh76]. A sample is illuminated with a
beam of protons or heavier particles with energies in the low MeV range. As a result,
atoms are ionized, in part by the removal of electrons from inner shells. The resulting
de-excitation spectrum is characteristic for each element and typically lies in the X-
ray range. Applications of PIXE are widespread [Ish19], ranging from archaeology
[Pop18] to astrophysics [Nul20].

One crucial component of PIXE spectroscopy is the X-ray detector. While solid state
Si(Li) detectors with resolving powers E/∆EFWHM ≳ 35 and ∆EFWHM ≳ 70 eV are
commonly used [Joh88, IAE00], AHEAD2020 project1, we have collaborated with
the Lisbon team to upgrade their TES-based system with a custom-made MMC
[Rei23], in the hope of improving on this performance and establishing MMCs as
a new technology in this field. To this end, we have, for the first time, developed
an MMC specifically designed for PIXE applications: the Quadratic Asymmetric
MMC Array for X-ray Spectroscopy (Quasy-maXs). A digital render2 of this chip
appears in figure 4.1. The name is based on the six pixels in the center. Four of the
pixels form a 2×2 square, and one lies on either side as part of asymmetric channels.
A motivation for this design based on a discussion of the boundary conditions of the
envisaged application is the focus of section 4.1. We also present simulations and

Figure 4.1: Digital render of
a Quasy-maXs chip, an MMC
designed for particle induced
X-ray emission spectroscopy at
85 mK.

1Integrated Activities for the High Energy Astrophysics Domain – AHEAD2020, EU Horizon
2020 Framework Programme GA number 871158, ahead.iaps.inaf.it.

2All digital renders in this thesis were created with Blender [Com18], http://www.blender.org.
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optimization of the energy resolution, with details on the chip and custom-made
experimental set-up following in section 4.2. Quasy-maXs is set to see first X-rays
in Portugal in mid 2023, and we have characterized the detector in a cryostat in
our institute in order to demonstrate its functionality. We present results of these
characterizations in section 4.3. Finally, an outlook and suggestions for further
optimizing the detector round off this chapter in section 4.4.

4.1 Designing Quasy-maXs

In this section we consider the desired capabilities of the detector, as well as lim-
itations from the broader experimental surroundings. Based on these points, we
simulated the detector to find the optimal design parameters.

4.1.1 Design Requirements and Limitations

Since Quasy-maXs is designed for PIXE spectroscopy, the chip and the experimental
set-up is heavily influenced by the specific experimental requirements and restric-
tions. The aim is to construct a detector with the best possible energy resolution
within these limitations. We list the most important points here.

• Quasy-maXs must be able to operate in a small, pulse-tube cryostat coupled
with an adiabatic demagnetization stage [Rei17b]. This limits the operating
temperature to ≥ 85 mK.

• PIXE requires no spatial resolution, meaning that a single pixel is sufficient.
As a result, Quasy-maXs features two asymmetric channels with one pixel and
one load inductance without sensor each. This design improves the energy
resolution over the classic gradiometric design presented in section 2.3 by up
to a factor of

√
2. For operation, the user may choose to illuminate the pixel of

either of the two asymmetric channels, with the other acting as a back-up. The
central square of four pixels form two gradiometric channels. While in theory
having a worse energy resolution, these are less sensitive to temperature or
magnetic field variations and may be better suited in some applications.

• In the desired energy range of up to 20 keV [Rei23], the stopping power of
the absorbers must be sufficiently high to efficiently detect X-rays. We choose
absorbers made of gold with a thickness of 5 µm, which absorb over 50 % of the
photons across the entire energy range [Hub09].

• The X-rays emitted from the sample are focused by an X-ray lens and then
run through a circular collimator with a diameter of 200 µm, so the absorber
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footprint must be sufficiently large to fully cover the beam. We choose a
square absorber with a size of 250 µm × 250 µm.

• The detector must be able to handle a rate of 50 photons per second [Rei23].
This limits the decay time τ1.

• Alignment of the absorber in the beam is crucial. The experimental platform
with the chip must be movable in the 2D plane orthogonal to the beam and
aligned to within a few dozen micrometers. In beam direction, the absorber
must be dependably placed at a distance of 500 µm from the X-ray optics.

• The entire system, including the low-temperature read-out chain must be com-
pact enough to fit on a cryostat arm contained within a shield with a diameter
of 29 mm.

Besides these points related to PIXE spectroscopy, one additional restriction is that
we are limited to a single Au:Er alloy throughout all experiments in this thesis.
In order to allow for sputter deposition in our cleanroom, we require a sputtering
target. The material costs of enriched erbium is high, and enriched 168Er or 168Er in
metallic form is currently very difficult to obtain on the market. For this reason, we
are limited to Au:Er with an erbium concentration of xEr ≈ 2500 ppm with natural
isotopic composition. We discuss the chosen erbium concentration in subsection 5.1.1
and describe construction of an appropriate target in subsection 5.2.1.

4.1.2 Simulation and Optimization

The simulation of Quasy-maXs follows the process detailed in chapter 3. One impor-
tant point we have to consider is the altered geometry of the asymmetric channels.
Instead of two identical pick-up coils, each with an inductance Lm, these channels
contain one normal pick-up coil and one load inductor Lload ≫ Lm. Using Kirchhoff’s
rules, we find that this increases the flux coupling from that in equation (2.14) to

δI = δΦm

Lm + Li + Lw + Lm(Li+Lw)
Lload

≈ δΦm

Lm + Li + Lw
, (4.1)

which would be an increase by up to a factor of ∼ 2 in the limit of Li + Lw ≫ Lm.

We now discuss the simulation and optimization of the detector for asymmetric pix-
els at 85 mK, while keeping in mind the restrictions detailed in the previous section.
In table 4.1, we list the most important detector parameters in the first column. The
result of the optimization are the design values in column 2. For some parameters,
measurements after construction of the chip showed slight deviations from the design
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Parameter Design
Value

Measured
Value

Note

Pick-up coil:
pitch p 5 µm 5 µm optimized
width w 2.5 µm 2.5 µm optimized: p/2
niobium height hNb1 250 nm 269 nm optimized
SiO2 height hiso 350 nm 458 nm optimized
persistent current I0 100 mA 68 mA limited by width
Sensor:
side length as 120 µm 120 µm optimized
height hs 500 nm 446 nm optimized
concentration xEr 2500 ppm 2660 ppm manufacturing limited
Absorber:
side length aa 250 µm 250 µm PIXE requirement
height ha 5 µm 5.28 µm PIXE requirement
Time constants of fast/fast-type chip at 85 mK:
rise time τ0 82 ns 480 ns (63 %) subsections 4.2.2, 4.3.3
decay time τ1 500 µs 142 µs (51 %) subsections 4.2.2, 4.3.3
Time constants of slow/slow-type chip at 85 mK:
rise time τ0 24 µs 24 µs (62 %) subsections 4.2.2, 4.3.3
decay time τ1 840 µs 612 µs (100 %) subsections 4.2.2, 4.3.3
Noise of read-out chain:
1/f noise

√
SΦ,1/f (1 Hz) 3 µΦ0/

√
Hz 5.5 µΦ0/

√
Hz subsection 7.1.1

1/f noise exponent 1 0.74 subsection 7.1.1
white noise

√
SΦ,w 0.3 µΦ0/

√
Hz 0.20 µΦ0/

√
Hz subsection 4.3.4

Erbium noise
1/f noise Sm,1/f (1 Hz) 0.1 µ2

B/Hz 0.115 µ2
B/Hz subsection 7.4.2

1/f exponent α -0.9 -1.00 subsection 7.4.2
Johnson noise from the experimental platform:
white noise

√
SΦ,J(1 Hz) – 2.9 µΦ0/

√
Hz subsection 7.4.4

critical frequency fc – 143 Hz subsection 7.4.4
low-pass exponent γ – 1.19 subsection 7.4.4

Table 4.1: Results of simulating Quasy-maXs and experimentally determined values.
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value, which we list in the third column. Specifically, we measured the heights of
various components with a stylus profilometer3 and the noted erbium concentration
of the sensor results from magnetization measurements using a commercial magne-
tometer4. Measurements of noise components are explained in chapter 7. Note that
we did not include Johnson noise from the experimental platform in our simula-
tions, since we only realized its relevancy in later noise measurements. Four time
constants are listed, since we produced different versions of the Quasy-maXs chips
with different signal rise times and different decay times. As we demonstrate later in
subsection 4.2.2, our measurements show that the pulse shape has multiple rise and
decay times. We list here the dominant one and its weight in percent, with more
information available in table 4.4.

Our simulations project an energy resolution of ∆EFWHM = 8.5 eV for a fast/fast
type chip at 85 mK, based on the design values. When simulating with the measured
values after construction, we calculate an energy resolution of ∆EFWHM = 11.3 eV.
Main reasons for the difference are the significantly lower persistent current, an
increased ratio of rise and decay time, and the 30 % thicker SiO2.

4.2 Experimental Methods

Based on the simulation results above, we present the Quasy-maXs detector chip, as
well as a custom experimental platform optimized for PIXE spectroscopy. Further-
more, we discuss different thermalization options, which allow us to use the detector
at a wide range of temperatures.

4.2.1 The Quasy-maXs Chip

Following the design parameters in table 4.1, we construct the Quasy-maXs chip
depicted in figure 4.2. Its base consists of a 3.2 mm × 3.2 mm × 380 µm silicon
substrate, on which we structure a total of eleven micro-fabricated layers as listed
in table 4.2, while it is still part of a three inch silicon wafer. These layers make up
four basic components of the chip: a collection of six pixels at the center of the chip,
four persistent current switches, four heat baths, and two sets of bond pads. In the
following, we explain each of these components in detail.

The six pixels are located at the center of the chip. They are separated into four
channels arranged from left to right. The two central channels are of a gradiometric
type, as introduced in section 2.3 and are each composed of two pixels 1 . The

3DektakXT from Bruker Corporation, 40 Manning Rd, Billerica, MA 01821, USA.
4QD MPMSR XL by Quantum Design GmbH, Im Tiefen See 58, 64293 Darmstadt, Germany.
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Figure 4.2: Left: Technical drawing of the entire Quasy-maXs chip. Superconducting
niobium structures appear in dark and bright red, and thermalization structures made of
gold appear in orange and yellow. Absorbers are hatched in orange and isolating layers are
omitted for improved visibility. Right: Close-up of the right asymmetric channel. Au:Er
sensor material is represented by purple hatching, and the AuPd persistent current switch
is marked in blue.

left and right channels, on the other hand, each feature a normal pixel containing
a pick-up coil, and a load inductor. A close-up of a representative section of the
chip appears on the right of figure 4.2. On the left lies a standard pixel 2 with a
120 µm × 120 µm patch of sensor material covering the pick-up coil with a pitch of
5 µm and a width of 2.5 µm. Using equation (2.10), we find a meander inductance
of Lm = 0.80 nH. Located on top of the sensor is the absorber. It sits suspended on
four gold stems 3 , which mitigate energy loss via athermal phonons. This leads to
a more consistent pulse height and signal rise time τ0. The signal decay time τ1 is
defined by a strip of sputter-deposited gold 4 . Heat flows along this path to the
large on-chip heat bath 5 . Contrasting this is the load inductor 6 on the right of
the close-up. It has identical dimensions to the pick-up coil, except that it is 765 µm
wide, giving it an inductance of Lload = 5.1 nH. The load inductor is not designed
to detect particles. Consequently, it has neither sensor material nor thermalization
structures. Instead, the large stems simply act as supports for a canopy of gold 7 ,
shielding the load inductor from any particle hits.

Between the pick-up coil and the load inductor sits the persistent current switch
(PCS) 8 . It is designed to inject a persistent current (see section 2.4) into the
superconducting loop consisting of the pick-up coil and the load inductor. Corre-
sponding supply lines for the field current If and heater current Ih are shown. The
heater made of a AuPd alloy 9 with a resistance of RPCS ≈ 7 Ω has dimensions



4.2. Experimental Methods 43

No. Name Material Height Color in figure 4.2
1 Nb1 niobium 250 nm dark red
2 Anodization niobium oxide ∼ 30 nm not pictured
3 Iso1a SiO2 175 nm not pictured
4 Iso1b SiO2 175 nm not pictured
5 Heater AuPd 150 nm blue
6 Nb2 niobium 600 nm bright red
7 Iso2 SiO2 175 nm not pictured
8 Thermalization sputtered gold 300 nm yellow
9 Sensor Au:Er 500 nm purple (hatched)
10 Stems galvanized gold 5 µm orange
11 Absorber galvanized gold 5 µm orange (hatched)

Table 4.2: Overview of the eleven micro-fabricated layers of Quasy-maXs, the material
they are made of, the design value for their height, and the color they appear in in figure 4.2.

of 15 µm × 5 µm × 150 nm and appears as a small blue rectangle at the top of the
PCS. Note that Quasy-maXs features four PCSs, which are connected in series. As
a result, we inject current into all four channels simultaneously.

Going back to the view of the entire chip, four large heat baths 5 dominate the
design. These consist of a 5 µm thick layer of galvanized gold, giving them a large
heat capacity. Their particular shape reduces thermal cross-talk between pixels,
by maximizing path lengths between pixels thermally connected via the heat bath.
Additionally, the four large square areas 10 at the sides of the chips allow us to add
additional thermalization to an off-chip heat bath using gold bonding wires.

For operation and read-out, we connect aluminum bonds to the bond pads at the
top and the bottom of the chip. The former 11 are for supplying the field and heater
current. The latter 12 allow for connections to front-end SQUIDs on a separate chip
placed right next to Quasy-maXs, one SQUID per channel. The bond pad layout
allows for three bonds to be placed per channel, splitting the negative line into two
separate lines. This leads to a more gradiometric arrangement of bonding wires,
which is less susceptible to magnetic flux noise [Sch19].

4.2.2 Expected Pulse Shape

While specifically designed for PIXE spectroscopy at 85 mK, we have taken a num-
ber of measures to expand the application range of Quasy-maXs to other potential
experiments. Besides the option to use the non-asymmetric pixels at the center of
the chip, this refers mainly to thermal links, which determine the rise and decay
times of pulses. These characteristic times are temperature dependent, since ther-
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mal conductivities and heat capacities vary with temperature. As a result, different
temperatures require different thermal links. By offering multiple designs with dif-
ferent geometries of the thermal links, Quasy-maXs is well suited for applications
anywhere between 15 mK and 120 mK. We can choose from two signal rise times
and two signal decay times, resulting in four different types of chips. Close-ups of
the design of two different thermalization configurations appear in figure 4.3, where
the first term in the name refers to the rise time, and the second to the decay time.

Decay Time. As is apparent in figure 4.3, thermalization to the heat bath occurs
via a strip of sputtered gold (yellow). Measurements with the stylus profilometer
show that this layer is 270 nm thick, 10 % thinner than designed. For chips with
fast decay time, the strip thus has a cross-section of Astrip = 270 nm × 20 µm and
a length of lstrip = 90 µm. For chips with slow decay time, on the other hand, the
strip is elongated and narrowed to have dimensions of Astrip = 270 nm × 10 µm and
lstrip = 130 µm, effectively reducing the thermal conductance

Gstrip = κAu,s
Astrip

lstrip
(4.2)

by a factor of ∼ 3. Here, we calculate the specific thermal conductivity κAu,s of the
sputtered gold from the electric resistivity ρ using the Wiedemann-Franz law

κ = LT

ρ
with the Lorenz number L = 2.44 × 10−8 V2

K2 . (4.3)

Note that the electric resistivity of sputtered gold at low temperatures is dominated
by defects, which we quantify with the residual resistance ratio RRR = ρ(300 K)

ρ(4 K) = 2.2

fast/fast type chip slow/slow type chip

Figure 4.3: Close-up of pixels
from two chips with different ther-
mal links. Both the location of the
stems (orange circles) and the ge-
ometry of the gold thermal links
(yellow) to the heat bath (bottom)
differ. The pixel on the left pro-
duces pulses with faster rise times
and faster decay times compared to
the pixel on the right.
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Temperature fast τ0 slow τ0 fast τ1 slow τ1

15 mK 467 ns 24 µs 2.72 ms 7.57 ms
41 mK 171 ns 24 µs 1.44 ms 3.35 ms
50 mK 140 ns 24 µs 1.15 ms 2.48 ms
85 mK 82 ns 24 µs 0.50 ms 0.84 ms
120 mK 58 ns 24 µs 0.26 ms 0.37 ms

Table 4.3: Expected signal rise times τ0 and decay times τ1 for different Quasy-maXs
chips at different temperatures based on calculations in this section.

for our sputter-deposited gold (5N). Since ρ(300 K) is the sum of the resistivity ρph

from phonons and ρdef from defects, we find ρ(4 K) = ρdef = ρph(300 K)/(RRR − 1),
with ρph(300 K) being the resistivity of gold with low defect concentration as listed
in tables of material properties. The thermal conductance of the strips at 85 mK are
6.8 nW

K and 2.4 nW
K for the fast and slow versions, respectively.

We must also take into account the phononic thermalization of the sensor downward
into the chip substrate. This path is suppressed by the interfacial thermal resistance,
also called Kapitza resistance [Pol69]. For similar geometries, measurements have
found thermal conductivities of GK(T ) = 435 W

K4m2 AT 3 for a contact area A [Hen17].
For T = 85 mK and A = (120 µm)2, we find GK = 3.5 nW

m . The decay time then is

τ1(T ) = Cs(T ) + Ca(T )
Gstrip(T ) + GK(T ) . (4.4)

We calculate the heat capacity of the sensor using the simulations in section 3.2 and
find the time constants appearing in table 4.3.

For applications at T ≲ 30 mK, we have the option of placing gold bonds on the four
spacious square areas of the galvanized thermalization structures (see figure 4.2).
This adds a thermal link via electrons to a detector platform made of bulk copper,
which keeps the chip cold at low temperatures and high photon rates. In such a case,
the purely phononic link through the bottom of the silicon substrate and the glue to
the experimental platform may not suffice, due to the low number of phonons and
the Kapitza resistances at low temperatures. Such a design has proven effective in
previous set-ups [Sch21, Man21].

Rise Time. Regarding the rise time, either the thermal link between the absorber
and the sensor, or between the electron system and the spin system may dominate.
For chips with fast rise time, the former is defined by the stems that sit directly on
top of the sensor. Repeating the calculation above for stems with radius rstem = 6 µm,
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height hstem = 5 µm, and RRR = 12.6, as measured for our electroplated gold, we find
Ca

Gstem
= 23 ns at T = 85 mK. This value lies significantly lower than the characteristic

time constant τK(T = 85 mK) ≈ 80 ns, which we expect from the Korringa relation
τKT = K. Here, K = 7 ns K for erbium ions in gold [Ens00]. We thus assume that
for these chips, the relaxation of the magnetic moments dominates the pulse shape
and τ0 = τK(T ).

For chips with slow rise times, the stems sit slightly outside the main sensor area.
Here, a 11 µm wide thermal bottleneck with an estimated length of 6 µm in the 446 nm
thick sensor layer defines the rise time. An analogous calculation to above leads to
τ0 = 24 µs ≫ τK at T = 85 mK. This value is almost temperature independent, since
to first order, both the thermal conductivity and Ca rise linearly with T . Rise times
for other temperatures appear in table 4.3.

4.2.3 PIXE Set-up

In order to operate an MMC under the restrictions given by PIXE, we have devel-
oped a new experimental platform. A digital render of the new platform appears in
figure 4.4. The base is a 16 mm × 17 mm × 1.5 mm piece of copper 1 with clipped
corners to make an octagonal shape. Four 1.5 mm high copper pillars 2 act as
spacers for the X-ray optics (not shown), allowing us to reliably control the distance
between absorber and lens. In order for this distance to be as low as possible, the
Quasy-maXs chip 3 sits centrally on a 1 mm high pedestal 4 . This design allows
the bonding wires leading to the detector to protrude by a minimal amount above
the top edge of the Quasy-maXs chip and not come into contact with the optics.
Alignment orthogonal to the beam axis is possible via a mechanism at the bottom
of the copper holder.

1

2

3 4

5

6

7
Figure 4.4: Digital ren-
der of the end of the detec-
tor arm in the PIXE set-
up. Mounted on a cop-
per platform in the cen-
ter is a Quasy-maXs chip.
We read out only the right-
most of the four possible
channels using a front-end
SQUID chip mounted be-
low.
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We keep the set-up as compact as possible, by reading out only one channel, which
is sufficient for the given application. In figure 4.4, we have connected the right
asymmetric channel, with appropriate aluminum bonding wires leading to the front-
end SQUID chip 5 . The bonding pad layout of Quasy-maXs is chosen to precisely
mirror the bonding pad layout of our front-end SQUID chips. As a result, we can
easily read out one of the other three Quasy-maXs channels, by placing bonding
wires to one of the other three front-end SQUIDs on the SQUID chip. The SQUIDs
themselves are connected to gold lines 6 on the dedicated circuit board. The signal
path continues to the bottom four pins of an 8-pin plug5 7 and from there to a
SQUID array module (not shown) [Stä20]. The top four pins contain the heater and
field lines and are required for persistent current injection. Via the circuit board,
the lines reach the top edge of the Quasy-maXs chip, where we connect them to the
chip with bonding wires.

4.3 Characterization of Quasy-maXs

Before permanently installing Quasy-maXs into the PIXE cryostat in Portugal, we
perform characterization measurements and test for the functionality of the detec-
tor. We carry out these measurements in a dry dilution refrigerator6, which can
reach temperatures of under 10 mK. Since the PIXE set-up described above is only
compatible with the matching detector arm, which is already installed in the high
resolution high energy PIXE laboratory in Lisbon, we use the experimental platform
designed for Hot-maXs (see section 5.2). It is similar in the sense that the detector
is mounted on a copper platform in close vicinity to the front-end SQUID chip, but
has the advantage of allowing for read-out of all four channels at once.

4.3.1 Persistent Current

In order to operate Quasy-maXs, we inject a persistent current into the pick-up coils.
A dedicated current source7 controlled by the software AutoFreeze8 automatically
applies heater and field currents according to the steps we detail in section 2.4. We
verify the success of this procedure using a magnetization measurement: If there
is a persistent current I0 ̸= 0, the sensor material experiences a magnetic field B,
and the output voltage δV reflects the temperature dependence of M(T ). To first
order, the linear relation δV (T ) ∝ M(T ) ∝ B ∝ I0 holds, which our simulations

5Cut from an SLR 2 050 G header by Fischer Elektronik GmbH & Co. KG. Nottebohmstraße
28, 58511 Lüdenscheid, Germany.

6BF-LD250 from BlueFors Cryogenics Oy, Arinatie 10, 00370 Helsinki, Finland.
7CSE-1 by Magnicon, Magnicon GmbH, Barkhausenweg 11, 22339 Hamburg, Germany.
8Developed by Marvin Friedrich, unpublished.
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a) b)

Figure 4.5: a) Measured magnetization curves in units of magnetic flux in the front-end
SQUID for different field currents If. Dashed lines represent Curie fits to high temperature
data. b) The same data, scaled by If.

confirm for T ≳ 60 mK. Below this temperature, interaction and saturation effects
influence the shape of the M(T ) curve (see figure 3.4). The high temperature slope
of a magnetization curve is thus a measure for I0.

Of interest is the dependence of the persistent current I0 on the field current If, as
well as the heater current Ih and heating time th (see section 2.4). Our experiments
show that above a critical value of 2.8 mA, varying heat current Ih does not change
the injected current I0. We also do not observe a dependence on the heating time th

down to the shortest available value of th = 10 µs. We have previously reported such
behavior for a different experiment [Her18].

Varying the field current If yields unexpected results. In figure 4.5 a) appear the
magnetization curves for If = 10 mA to If = 95 mA, the latter being the maximal
applicable current before superconductivity breaks. Dashed lines represent Curie fits
to the data at T ≥ 80 mK. These fits determine the y-offset of the data. While the
persistent current I0 does increase with field current If, the relation is not linear, as
the scaled plot in figure 4.5 b) shows. The scaled Curie fits have different slopes,
and data for low If lie above data with high If. Our conclusion is that not the
entirety of the field current converts into persistent current during the injection.
Assuming I0 ≈ If at If = 10 mA, we find a persistent current of I0 = 68 mA for a
field current of If = 95 mA. The reason for this behavior is not quite clear. We are
not limited by a short section of the pick-up coil with critical current of 68 mA, since
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we do not observe heating when applying up to If = 95 mA. Also, according to our
simulations, the different magnetic field in the sensor at different persistent current I0

does not alter the magnetization curve in the observed fashion. Instead, the problem
seems to be with the PCS itself, which we have slightly redesigned with narrower
lines and smaller margins compared to previous detectors. Further measurements
with an expanded temperature range, in particular improved thermalization at lower
temperatures, would illuminate the situation.

For the experiments discussed below, we use parameters of Ih = 3.0, mA, th = 10 µs,
and If = 95 mA, which provides a maximal persistent current, while keeping cryostat
warming during the preparation of the current to a minimum.

4.3.2 Thermalization

The magnetization curves in figure 4.5 are plotted as functions of the temperature
of the experimental platform of the cryostat. Note that this is not necessarily the
temperature of the experiment, since the thermal link to the experimental platform
of the cryostat is finite. Heating, mainly from the front-end SQUIDs, can cause the
experiment to thermally decouple at low temperatures.

A comparison between experiment and simulation appears in figure 4.6. We inject a
current as described above, and measure the magnetization between Tcryo = 10 mK
and Tcryo = 800 mK, while making sure that we vary the cryostat temperature slowly
enough for the experiment to be in thermal equilibrium. For data plotted in red,
all four front-end SQUIDs are enabled, while for data in blue, only one SQUID is
active, which we use to perform the measurement. At high temperatures, data match

Figure 4.6: Thermalization
measurement when one SQUID
is active (blue) and when four
SQUIDs are active (red). From
a comparison with simulations
(black dashed line), we find the
respective minimal experiment
temperatures Tmin.
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a simulation with I0 = 68 mA well, reaffirming our hypothesis that only 68 mA are
injected. Below Tcryo = 60 mK, the temperature of the experiment exceeds that of
the cryostat. The difference in the two data sets indicates that heating from the
SQUIDs is responsible. At lowest temperatures, we project data onto the simulated
curve to find minimal temperatures of Tmin = 41 mK and Tmin = 36 mK, respectively.
We conclude that the experimental set-up is well suited to support measurements at
temperatures of 85 mK, which are relevant for Quasy-maXs.

4.3.3 Pulse Shape

As we discuss in section 2.7, the pulse shape influences the performance of the detec-
tor. With Quasy-maXs, we have the option of altering the pulse shape by choosing
the chip type. We demonstrate this in figure 4.7, where we show the response of a
fast/fast and slow/slow-type chip upon the impact of a 5.9 keV X-ray photon. As
expected, both the signal rise time and the signal decay time are affected. This is
true for data on the left of figure 4.7, taken at the chip’s base temperature of 41 mK
(see figure 4.6), and for data on the right, taken at the operating temperature of the
PIXE cryostat of 85 mK.

While according to equation (2.19) the pulse shape of an MMC can theoretically
be described by an exponential rise followed by an exponential decay, such a shape
does not fit our data. Instead, the fit appearing in figure 4.7 is based on double

Figure 4.7: Pulse shape of a fast/fast-type chip (blue) and a slow/slow-type chip (red)
after the impact of a 5.9 keV X-ray photon. A fit consisting of four exponentials describes
the data well. Pulses at lowest temperatures appear on the left, and pulses at PIXE
operating temperature, T = 85 mK on the right.
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chip T a0 τ0,1/µs τ0,2/µs a1 τ1,1/µs τ1,2/µs
fast/fast 41 mK 0.81 0.49 5.4 0.69 1300 316
slow/slow 41 mK 0.69 29 4.1 0.66 5500 1500
fast/fast 85 mK 0.67 0.48 2.6 0.51 142 364
slow/slow 85 mK 0.51 24 7.2 1.00 612 –

Table 4.4: Fit parameters describing the pulse shape of Quasy-maXs according to equa-
tion (4.5).

exponentials and has the form

p(t) = Θ(t − t0) A ·
(
a1 e−(t−t0)/τ1,1 + (1 − a1) e−(t−t0)/τ1,2

− a0 e−(t−t0)/τ0,1 − (1 − a0) e−(t−t0)/τ0,2
)

.
(4.5)

Here, Θ(·) is the Heaviside step function and t0 is the start time of the signal, which
we set to 0 in figure 4.7. Both signal rise and decay consist of two exponential
functions weighed by factors a0 and a1. Fit parameters for the four displayed pulses
appear in table 4.4.

The dominant rise time of the slow/slow-type chip matches our design value of 24 µs.
For the fast/fast-type chip, however, we do not reach the values predicted by the
Korringa-relation, which lie 2–5 times lower and are temperature dependent. We
are also not limited by the SQUID electronics, which would allow for a factor of
∼ 3 shorter rise times. Instead, the temperature independence suggests a limiting
thermal link, similar to the Au:Er bottleneck for slow/slow type chips. We suspect
that the sensor layer itself might form such a bottleneck, as pictured in figure 4.8 a):
With the niobium layer being ∼ 8 % thicker and the sensor layer 11 % thinner than
designed, the height difference between these two layers is only 177 nm. On the
edge of a niobium line, there might be only a narrow section connecting Au:Er lying
between niobium lines to Au:Er lying on top of a line. A Au:Er thermal link with a
characteristic width of as, a height of 177 nm, and a length of p/10 would produce a
signal rise time of 0.47 µs.

Regarding the decay times at 85 mK, our measured values lie below the values of
500 µs and 840 µs we projected in table 4.3 for the fast/fast and slow/slow-type
chips, respectively. Figure 4.8 b) shows an image taken with a scanning electron
microscope, which reveals that absorbers have collapsed and are contacting the ther-
mal link between sensor and thermal bath. Since there is no insulating layer between
thermalization and absorber, this creates a thermal path, short-cutting a section of
the full thermal link marked by dashed lines. Projecting the footprint of the absorber
down onto the thermal link, we find that for fast/fast type chips, the effective length
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Figure 4.8: a) Cross-section of the pick-up coil, illustrating a thermal bottleneck in the
sensor layer. For clarity, height of layers is stretched by a factor of 5. b) SEM image of an
absorber contacting the thermal link to the thermal bath.

of the thermal link is reduced from 90 µm to 25 µm, and for slow/slow type chips
from 135 µm to 65 µm. Using these new values, we find decay times of 193 µs and
619 µs, which are consistent with our measurements.

At low temperatures, the collapsed absorbers change the expected decay times to
440 µs and 1.97 ms, which match decay times we observe. There is, however, a sig-
nificant contribution from an additional long thermalization time, which may be due
to lacking thermalization of the large thermal bath surrounding the pixels. Adding
gold bonds to an off-chip location will likely remove this component.

4.3.4 Noise Spectrum

An important indicator of the quality of the experimental set-up is the noise spec-
trum. Here, we present the noise spectrum of Quasy-maXs in figure 4.9 for I0 = 0 mA
and I0 = 68 mA taken at the base temperature of the cryostat. At high frequencies,
we observe a plateau. Towards low frequencies, the measurement for I0 = 0 mA
increases steadily, while we see an additional shoulder in the I0 = 68 mA data.

Five different noise components appear in various dotted and dashed lines. Their
squared sum makes up the solid gray line, which is a remarkable match to the
measured I0 = 68 mA data. When summing up all noise components except for the
energy fluctuations, we obtain the solid black line, which matches the I0 = 0 mA
data well. Note that these lines are not fit to our data, but instead the direct result
of simulations and measurements using secondary experiments. We give a quick
summary of each component:
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Figure 4.9: Noise spectrum of a symmetric channel on a fast/fast-type Quasy-maXs chip
at 41 mK. Data for I0 = 68 mA appear in red and data for I0 = 0 mA in blue. The sum of
different simulated noise contributions are the solid gray and black lines.

• Noise from energy fluctuations (see section 6.5) only contributes, if there is
persistent current in the pick-up coils, since it originates from the detector’s
response upon particle impact. The theoretical description in equation (6.14)
only allows for signal shapes described by two single exponentials. As an
approximation, we have chosen only the dominant time constants measured in
the previous subsection. This could be the cause for a slight deviation to our
measured data in the region of 10 – 1000 Hz.

• The displayed erbium noise contribution (see section 6.4) is the result of
measurements of the complex susceptibility of Au:Er. We present this analysis
in subsection 7.4.2.

• The read-out noise (see section 6.2) is the sum of various noise sources in
the read-out chain (see subsection 7.1.1) and varies when exchanging SQUID
chips. The displayed contribution comes from a previous cryostat run using
the same front-end SQUID and SQUID array.

• We measured various Johnson noise components (see section 6.3) using cross-
correlated read-out of a dedicated noise measurement device. Measurements of
noise from the experimental holder are available in subsection 7.4.4, and from
the sensor in subsection 7.4.3. We have not explicitly measured noise from the
absorbers, but since the physics is identical to Johnson noise from the sensor,
we feel confident that the corresponding predictions are robust.
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The accurate description of the noise of an MMC is a central accomplishment of this
thesis. It is a result of our new software package for simulations, a clean experimental
set-up, and dedicated noise measurements of the individual contributions. Our data
show that Quasy-maXs is working as intended without unexpected outside noise
sources, and that we have a good understanding of the involved principles.

4.3.5 Energy Resolution

The ultimate metric of Quasy-maXs is the energy resolution for X-rays in the keV
range. We experimentally determine this value by illuminating our detector with an
55Fe source. This isotope undergoes electron capture with a half-life of 2.74 years.
The resulting 55Mn is typically in an excited state and de-excites via the emission
of Auger electrons and X-ray photons. While the former are stopped by a beryllium
window enclosing the source, the latter reach Quasy-maXs absorbers after passing
through a collimator. The theoretical spectrum is dominated by peaks at 5.9 keV
and 6.5 keV, which correspond to the Kα and Kβ lines respectively, with a number
of lines from minor transitions widening the peaks. Most important is fine-structure
splitting into Kα1 and Kα2 of the Kα line, which is in the order of 12 eV [Höl97].

In an initial characterization, we record ∼ 5000 events per pixel of a fast/fast-type
chip at base temperature with a rate of ∼ 0.1 Bq per pixel. SQUIDs are controlled by
a Magnicon XXF-1 SQUID Electronics9, whose output we digitize via a 16-channel,
16bit SIS3316 digitizer card10. Data acquisition occurs via the program PAQS11

[Hen17] and data evaluation via the software package darq12 [Bar23]. We perform
a template fit to the pulses [Ham21], then apply time information cuts [Ham21]
and a χ2 cut. There follows a temperature correction [Ung20] and finally an energy
calibration, in which we translate the measured amplitude into an energy scale.

For an asymmetric channel, a histogram of the resulting energies in the region of
the Kα-line appears on the left hand side of figure 4.10. The fine-structure splitting
is clearly visible and is emphasized by the dashed line, which is the natural line
shape. A convolution (solid line) of the natural shape and a Gaussian results in a fit
matching the histogram of our data and we find ∆EFWHM = (7.8 ± 0.1) eV. In order
to find the intrinsic energy resolution, it is also useful to apply the same algorithms
to so-called baselines, which are time traces without a pulse. The corresponding
histogram appears on the right hand side of figure 4.10. A Gaussian describes our
data well and we find a baseline energy resolution of ∆EFWHM = (5.2±0.2) eV. This

9Magnicon GmbH, Barkhausenweg 11, 22339 Hamburg, Germany.
10Struck Innovative Systeme GmbH, Harksheider Str. 102, 22399 Hamburg, Germany.
11Parallel data acquisition system, developed by Daniel Hengstler.
12Data analysis and reduction for quantum sensors, developed by Arnulf Barth and Robert

Hammann.
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a) b)

Figure 4.10: a) Histogram of the Kα line of a 55Fe source as measured with an asym-
metric channel of a fast/fast-type Quasy-maXs chip at T = 41 mK. Data (red) is fit by
a convolution (solid line) of a Gaussian with 7.8 eV FWHM and the natural line shape
(dashed line). b) Baseline histogram of the same channel fit by a Gaussian.

lies only slightly above the simulated value of 4.5 eV we expect for an asymmetric
channel of a fast/fast-type chip at 41 mK.

We perform the same analysis for pixels of symmetric channels, and for slow/slow-
type chips, where we always used temperature information from an asymmetric chan-
nel for temperature correction. The results appear in table 4.5, where we also list
the energy resolution at 85 mK. We observe a general trend that symmetric channels
have a ∼ 50 % worse energy resolution than asymmetric channels. This matches the
expected effect of the differing magnetic flux coupling from the pick-up coil to the
front-end SQUID, which we calculate to be 0.057 for symmetric channels and 0.087
for asymmetric channels. Our data thus demonstrates that the asymmetric design
improves energy resolution as intended. Note that this effect is stronger at higher
temperatures, since fluctuations of the chip temperature, which are especially impact-
ful at low temperatures, degrade the performance of asymmetric channels slightly.
For PIXE applications at 85 mK, we thus suggest using asymmetric channels.

A less pronounced effect is the difference between fast/fast-type chips and slow/slow-
type chips. Our data suggest that the former slightly outperforms the latter. This is
understandable when consulting equation (2.25), which states that ∆E ∝ (τ0/τ1)1/4.
Our measurements of the pulse shape show that this fraction is lower for fast/fast-
type chips. Following this theory, fast/slow-type chips should have an even better
energy resolution, but we have not yet tested this chip type in a cryostat. In practice,
requirements from the detector’s application can have a larger impact than the slight
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chip type channel type Baseline
41 mK

Kα-line
41 mK

Baseline
85 mK

Kα-line
85 mK

fast/fast asymmetric 5.23 eV 7.76 eV 14.5 eV 19.0 eV
slow/slow asymmetric 5.52 eV 10.2 eV 18.8 eV 19.7 eV
fast/fast symmetric 7.59 eV 10.7 eV 29.6 eV 28.9 eV
slow/slow symmetric no data 8.73 eV 33.0 eV 29.3 eV

Table 4.5: Measured energy resolution of different chip and channel types.

difference in energy resolution. For PIXE spectroscopy, for instance, the goal of a
high count rate makes fast/fast-type chips more attractive than fast/slow-type chips.

4.4 Future Improvements

In this chapter we have presented a first generation MMC designed for PIXE spec-
troscopy. Based on our characterization measurements, we have found that best
suited for PIXE is an asymmetric channel on a fast/fast-type chip. At 85 mK, we
measured an energy resolution of 19.0 eV at 5.9 keV, which corresponds to a resolving
power of over E/∆E = 300. With this value, our first generation Quasy-maXs chip
already outperforms the transition edge sensor previously used in the PIXE set-up
in Lisbon (15 eV at 1.5 keV, 40 eV at 10.6 keV [Cha14]). We have thus demonstrated
that MMCs can represent a true upgrade, with the next immediate step being the
implementation of Quasy-maXs in the high resolution high energy PIXE laboratory
in Lisbon in mid 2023.

Our characterization measurements have also shown that a number of improvements
for a second generation chip are possible. In the following, we list the most important
points, where we consider the performance of Quasy-maXs in a PIXE setting, that
is an asymmetric channel on a fast/fast-type chip at 85 mK.

• A sensor made of enriched erbium would improve performance. Our sim-
ulations show that without the additional heat capacity originating from the
hyperfine splitting, the energy resolution would be 16 % better. Additional
improvements due to a steeper ∂M/∂T curve are likely in the order of a few
percent.

• Our current injection tests show that the maximal persistent current is only
68 % of the optimal value, leading to a degrading of the energy resolution by
13 %. The problem seems to be the persistent current switch or the freezing
procedure itself, and may be caused by a slight redesign of the PCS. A simple



4.4. Future Improvements 57

fix would be to copy the design of a previously proven persistent current switch
from a different detector.

• Preventing the collapse of absorbers by optimizing stem size and placement
would lead to more consistent and overall longer decay times. According
to our simulations, a fast/fast-type chip at 85 mK with the designed decay
time of 500 µs instead of the measured decay time of 190 µs has a 15 % better
energy resolution. Such a change must be in accordance with the count rate
requirements for PIXE.

• A similar fix of the rise time, which we believe is limited by the thermalization
within the sensor material, could be achieved by a slightly thinner Nb1 layer,
a slightly thicker sensor layer, and additional stems. While this would have a
positive effect on the response function, the corresponding noise from energy
fluctuations lies in a region that is dominated by read-out noise. As a result,
such a fix would not improve the noise of the device noticeably and the potential
gain in energy resolution is only around 1.5 %.

• The insulating SiO2 layer between the sensor and underlying pick-up coil
ended up 31 % thicker than expected. As a result, the sensor material experi-
ences less magnetic field, and changes of the magnetic flux couple less strongly
into the pick-up coil. The estimated loss in energy resolution is 6 %.

From our simulations, we find that implementing all of the changes above would
improve the theoretically possible energy resolution of Quasy-maXs in a PIXE envi-
ronment from 11.3 eV to 6.6 eV. As a result, we feel confident that a second generation
Quasy-maXs detector operated at 85 mK can achieve an energy resolution of under
10 eV and a resolving power of over 500 at a photon energy of 6 keV.



58 4. Quasy-maXs - an MMC Operated at 85 mK



5. Hot-maXs - an MMC Operated at 300 mK

In the previous chapter we presented a detector, which pushes the limits of the typi-
cal MMC design in terms of operating temperature. Quasy-maXs is a device meant
to work in an environment that is atypical, but still reasonable for an MMC. In this
chapter, we go one step further. The High Operating Temperature MMC Array for
X-ray Spectroscopy (Hot-maXs) takes the concept of an MMC to its extreme, trying
to achieve the highest possible operating temperature that is still compatible with the
basic principle of magnetic micro-calorimetry. While Quasy-maXs is primarily de-
signed to have immediate and specific applicability, Hot-maXs is a proof-of-principle
detector. The goal is not to achieve the best possible energy resolution, the largest
detection area, or the highest number of pixels, but to demonstrate that operating
temperatures of hundreds of millikelvin are feasible. To this end, we rethink key
aspects of an MMC regarding materials and design (section 5.1), and fabrication
(section 5.2). We demonstrate the functionality of Hot-maXs in section 5.3 and
discuss future steps in section 5.4.

5.1 Designing Hot-maXs

A digital render of the Hot-maXs chip appears in figure 5.1. While the appearance of
Quasy-maXs is dominated by gold structures, we forgo this material entirely, due to
the high electronic heat capacity. The eight absorbers instead consist of macroscopic
1 mm2-sized cuboids of superconducting lead, which we mill from bulk material using
a small, fast spinning CNC mill. The substrate is a large 6 mm × 4 mm × 0.5 mm
piece of transparent fused silica and dedicated thermalization structures are omitted
entirely. In the following, we discuss design choices and present the chip in detail.

Figure 5.1: Digital ren-
der of a Hot-maXs chip,
designed to perform metal-
lic magnetic calorimetry at
the highest possible tem-
peratures.

59
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5.1.1 Sensor Material

The main challenge with operating MMCs at high temperatures is the tempera-
ture dependence of the sensor material’s magnetization, which is significantly flatter
at high T . In figure 5.2, we use the simulations we present in section 3.2 to plot
∂M/∂T (T ) of Au:Er normalized with the erbium concentration for a typical mag-
netic field of 8 mT. For xEr = 400 ppm, ∂M/∂T is 40 times lower at 200 mK than
at 20 mK. In order to nevertheless have a measurable signal, we must increase the
total number of erbium ions. There are two ways to do this: either by increasing the
erbium concentration, or by increasing the sensor volume.

Increasing erbium concentration. If erbium ions are packed closer together,
stronger erbium-erbium interactions occur in the sensor, decreasing the magneti-
zation. However, the reduced paramagnetism shows itself mainly by a saturation
of M(T ) at low temperatures [Her22], leaving the high temperature magnetization
largely unaffected. As an example, we see in figure 5.2 that at 20 mK, increasing the
concentration from 400 ppm to 3200 ppm decreases the scaled ∂M/∂T by a factor of
three. At T = 200 mK on the other hand, the difference is only 25 %. We are thus
able to pack the erbium ions more densely at high temperatures, without losing much
signal to erbium ions being locked in a spin state by the interaction with neighboring
erbium ions and thus not contributing to the magnetization.

Increasing sensor volume. If we implement the volume increase with a larger
sensor footprint Asens, the inductance of the meander coil Lm ∝ Asens is larger.

Figure 5.2: Simulated temper-
ature dependence of the slope of
M(T ) in a field of 8 mT for Au:Er.
The curves of the five different alloys
are scaled by their erbium concen-
tration xEr.
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According to equation (2.14), this decreases the flux coupling to the front-end SQUID
and would ideally require SQUIDs with adjusted input inductances Li = Lm/2.
While such devices are not available to us at the moment, SQUIDs with an input
inductance of ∼ 6 nH are currently under development [Kah23, Krä23] and may
find application in the future. However, even for matched input coil inductance,
the coupling to the SQUID would decrease with

√
Lm. If we instead increase the

sensor’s volume by increasing its height, magnetic coupling between sensor and pick-
up coil is worse, which we best express via the average ⟨G2⟩ of the square of the
position-dependent geometry factor. As an example, consider Au:Er placed on a
meander-shaped pick-up coil with a pitch of 6 µm, a line width of 3 µm, a niobium
height of 250 nm, and an insulating layer of 350 nm of SiO2. Using finite element
simulations, we find that a sensor with a height of 500 nm and xEr = 3200 ppm has
an average squared geometry factor ⟨G2⟩ of 0.37. A sensor with xEr = 400 ppm and
the same number of erbium ions has a height of 4 µm, and we find ⟨G2⟩ = 0.11.

We conclude that detrimental effects of increasing the sensor volume are more signif-
icant than the 25% penalty in the scaled ∂M/∂T when adjusting the erbium concen-
tration. An ideal value is reached, before the erbium-erbium interactions cause the
Schottky anomaly originating from RKKY interactions to widen too far towards high
temperatures. Based on our simulations, we found that a value of xEr ≈ 2500 ppm
promises good performance for 100 mK ≤ T ≤ 300 mK.

5.1.2 Absorber

Since an MMC measures the temperature change caused by a particle impact, the
heat capacity of the absorber is an important quantity to consider. In fact, we have
shown in equation (2.25) that energy resolution scales with the square root of heat
capacity. As an example, we compare two absorbers, where one is made of gold and
the other made of superconducting lead. Each has a detection area of 1 mm2 and an
absorption probability of 50 % for a 60 keV photon, leading to the lead absorber being
1.6 times thicker [Hub09]. Their heat capacities appear in figure 5.3 as a function of
temperature. While the specific heat of electrons dominates in gold, only the specific
heat from phonons is relevant in lead, leading to a significantly lower absorber heat
capacity. If operated at 200 mK, a 60 keV X-ray heats up the absorber made of gold
by 9 µK, while heating the absorber made of lead by 100 µK. Even when adding the
MMC’s sensor heat capacity to make a more accurate thermodynamic model, this
order in magnitude remains, since we generally optimize the heat capacity of the
spin system. This typically leads to matched heat capacities of absorber and sensor
[Fle05].
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Figure 5.3: Heat capacity of two
absorbers with a footprint of 1 mm2

and a stopping power of 50 % at
60 keV as a function of temperature.
The absorber made of gold (orange)
has a higher heat capacity than the
absorber made of lead (gray).

The main drawback of using a superconductor as an absorbers is energy down-
conversion, which is both slow and not fully understood. As a result, we expect it to
have a negative impact on the performance of the detector. However, experiments
have pointed towards this effect being less detrimental at T ≥ 2 × 10−4 ΘD [Cos93,
Wel08], which is compatible with our goal of reaching high temperatures.

In summary, the expected benefits outweigh the negatives and decided to test a
superconducting absorber for Hot-maXs. Specifically, we choose lead, due to its
large stopping power, high superconducting transition temperature of 7.2 K, and
ease of manufacturing. Furthermore, with a comparably low Debye temperature of
ΘD = 106 K [Ste83], the limit of T ≥ 2 × 10−4 ΘD is reached already at 21 mK.

5.1.3 Thermalization

While for Quasy-maXs we specifically designed structures in order to speed up ther-
malization to a heat bath, we face the opposite challenge for Hot-maXs and must
artificially reduce thermalization. The reason is that the rise time τ0 should be sig-
nificantly smaller that the decay time τ1. This is not simple to achieve for Hot-maXs,
for two reasons. First, the thermalization time of the superconducting absorber is
large, and with it, τ0. Second, due to the high temperatures, any link to a heat
bath is stronger, reducing τ1. We attempt to tackle this challenge by constructing
a thermal bottleneck between sensor and the cryostat in the form of an amorphous
chip substrate. In comparison to high-purity crystalline silicon, thermal transport is
diffusive and the mean free path of phonons is short.
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Figure 5.4: Schematic of a Hot-maXs chip, with a close-up of a single channel on the
right. Colors of different materials are listed in table 5.1.

5.1.4 The Hot-maXs Chip

Based on the results of the simulation and optimization process, we present here a
first prototype Hot-maXs chip, which consists of eight micro-fabricated layers, which
we list in table 5.1. The design of the layers appears in figure 5.4, where we depict
the entire chip on the left and a close-up section on the right. The chip is based on a
4 mm × 6 mm × 0.5 mm fused silica substrate and is made up of three distinct parts.
These are the eight pixels, the four persistent current switches, and the two sets of
bond pads. In the following, we describe these components in detail.

Hot-maXs features four channels side-by-side, each reading out two pixels. Central
to each pixel is the meander-shaped pick-up coil 1 with a line width of 3 µm and
a pitch of 6 µm. With a side length of 240 µm, we use equation (2.10) to calculate
the inductance of the pick-up coil to be Lm = 2.6 nH. A 560 nm thick film of Au:Er
(orange) with xEr = 2490 ppm covers the pick-up coil. These two components are
galvanically decoupled by two 175 nm thick films of SiO2, which cover almost the
entire chip. Blue squares outline the later locations of the lead absorbers, which we
center on each Au:Er temperature sensor. Since we apply pressure to the absorbers
during the attaching process, only the minimal amount of components lie within
these blue squares, to prevent potential damage, especially structures in the second
niobium layer. Rounded green squares just outside of the planned locations of the
absorbers mark inner edges of a final protective SiO2 layer, additionally protecting
structures fabricated in Nb2.



64 5. Hot-maXs - an MMC Operated at 300 mK

No. Name Material Height Color in figure 5.4
1 Nb1 niobium 250 nm dark red
2 Anodization niobium oxide ∼ 30 nm not pictured
3 Iso1a SiO2 175 nm not pictured
4 Iso1b SiO2 175 nm not pictured
5 Heater AuPd 150 nm blue
6 Nb2 niobium 600 nm bright red
7 Sensor Au:Er 560 nm orange
8 Iso2 SiO2 175 nm green

Table 5.1: Overview of the eight micro-fabricated layers of Quasy-maXs. Listed are the
materials they are composed of, and the color in which they appear in figure 5.4. Further
steps to attach absorbers follow in subsection 5.2.3.

Protected in such a way are the persistent current switches (PCSs) 2 , of which
four identical copies are located along the center of the chip. Each PCS allows us
to inject persistent current into the pick-up coils directly above and below itself. At
the center of the PCS lies the AuPd heater 3 , with heater current flowing through
a non-superconducting strip with dimensions of 12 µm × 5 µm × 150 nm. Other parts
of the circuitry, such as the field lines 4 and lines to the pick-up coils, have a
distance of at least 50 µm from the heater, in order to prevent inadvertent breaking
of superconductivity in these sections during current injection.

Going back to the overview image of the chip, two sets of bond pads line the top
and bottom edges. The former set allows for direct connection to an outside circuit
board (see figure 5.5), through which we supply field and heater current. Note
that these currents run through all four PCSs in series, so that we inject current
in all four channels at once. Along the bottom is a collection of bond pads, with
which we connect the chip to front-end SQUID chips placed next to the Hot-maXs
chip. With a width of 6 mm, Hot-maXs is designed to be read-out using two 4-
channel, 3 mm×3 mm sized, HDSQ-type front-end SQUID chips placed side-by-side,
of which we use 2 channels of each. By offering two sets of bond pads for each Hot-
maXs channel, we have a choice of two possible channels on the front-end SQUID to
connect to, allowing us to avoid possible SQUID channels with poor performance.

5.2 Experimental Methods

Several experimental methods developed for the Hot-maXs project were used through-
out this thesis. Most notable is the high concentration Au:Er target, which we also
utilize for the fabrication of Quasy-maXs and which we analyze with the noise-o-
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meter. Here, we explain its fabrication. The same is true for the high temperature
set-up, which is a versatile detector arm with an exchangeable detector module. Be-
sides the first light of Hot-maXs and the characterization of a number of Quasy-maXs
chips, we also use this hardware as part of the copper set-up for the noise-o-meter.
This section concludes with a new tool we constructed to accurately diffusion weld
lead absorbers onto Hot-maXs.

5.2.1 Au:Er Target Construction

In order to fabricate layers with sub-micron precision, we utilize photo-lithography
techniques [Koc20]. This includes a step of depositing material onto a wafer via
sputter deposition, which requires a target made of the respective material. For our
machines, this is typically a disk with a diameter of 2 inches and a height of 5 mm.
For our applications, we require a sensor material with a large erbium concentration,
so a key part is the fabrication of an appropriate Au:Er target.

Due to the high price of gold, we construct only a single target in the framework of
this thesis, which we base on a pre-existing Au:Er target with an erbium concentra-
tion of xEr = 775 ppm. The erbium is of natural isotopic composition. Simply adding
erbium in a crucible to obtain the high concentration necessary for our high tempera-
ture experiments is not possible with our available hardware, due to the high melting
point of erbium. Instead, we add an in-between step, in which we mix ∼ 20 mg of
erbium with ∼ 1.2 g of gold via arc-melting in a clean (5N) argon plasma. By ro-
tating and remelting the resulting pellet multiple times, we ensure a homogeneous
erbium distribution. The resulting pellet has a concentration of ∼ 1.5 %, which we
verify with a magnetization measurement using a commercial SQUID magnetome-
ter1. After constructing 19 of these pellets, we add them to the preexisting target in
a graphite crucible. At a pressure of ≲ 2×10−4 mbar, we heat the crucible to 1100°C
for 60 s, and then place the resulting disk in nitric acid to remove contaminants on
the surface. After repeating the melting and etching steps a total of three times,
sputtered Au:Er films show consistent erbium concentrations of (2500 ± 200) ppm
with minimal contamination.

The erbium we add is of a natural isotopic composition, instead of the favorable
enriched 168Er, since the cost of sufficient isotopically enriched 168Er is high. Also,
since the original target already contained non-enriched erbium, a significant amount
of 167Er would have still been present.

1QD MPMSR XL from Quantum Design Inc, 10307 Pacific Center Court, San Diego, CA 92121,
USA.
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5.2.2 High Temperature Set-up

The high temperature set-up is based on a refurbished detector arm originally de-
signed for the maXs-20 detector [Sch12]. A digital render appears in figure 5.5. The
arm itself is a 130 mm long copper rod, coated with a 1.5 µm thick layer of gold, which
prevents oxidation. Mounted at the end is a copper disk with a diameter of 40 mm,
onto which we can place a second, thinner, un-coated copper experimental holder
with a printed circuit board. The latter two parts make up the detector module.
This module is held in place by a set of commercially available plugs2. As shown in
the reverse render, it thus allows for quick replacement with another detector module
with a different experiment, which is glued to the center of the detector module. In
the close-up, for instance, a Hot-maXs experiment is prepared. The detector itself
sits next to two front-end SQUID chips, which are in turn bonded to the circuit
board. Omitted for clarity is a collimator with a thin slit allowing for X-rays to
impact the eight lead absorbers, while protecting the substrate and SQUIDs. The
same is true for a niobium shell surrounding the entire detector arm, which acts as
a superconducting shield. Read-out of the detector occurs via lines on the circuit
board, which feed through to the back of the copper disk. From there, two standard
plugs3, allow for further read-out.

1c
m

3m
m

Close-up

Reverse
Figure 5.5: Digital render of the ex-
perimental set-up used for Hot-maXs,
Quasy-maXs, and as part of the copper
set-up for the noise-o-meter. In the close-
up render, we see a Hot-maXs chip and
two front-end SQUID chips mounted to
the detector module. In the reverse shot,
we show how the detector module can be
detached.

2cut from SLR 2 50 G and BLR 2 50 Z type plugs by Fischer Elektronik GmbH & Co. KG.
Nottebohmstraße 28, 58511 Lüdenscheid, Germany.

3SHF-108-01-L-D-SM by Samtec, New Albany, 520 Park East Boulevard, USA.
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5.2.3 Absorber Fabrication

Adding the eight 1 mm × 1 mm × 100 µm superconducting lead absorbers is the last
step in manufacturing a Hot-maXs chip. Using a CNC machine4 with a 400 µm flat
end mill, we cut absorbers individually out of a 200 µm thick lead foil. In the center
of each absorber is a raised section with the same footprint as the sensor and a
height of 30 µm, making each absorber look like a square mushroom. This contact
pad ensures that physical contact to the main chip occurs primarily via the sensor.

In figure 5.6, a side-on view of a finished absorber 1 appears. In order to accurately
align the absorbers, we construct a dedicated micro-fabricated chip 2 . It is a
7 mm × 5 mm × 380 µm silicon substrate, into which we etch eight 50 µm deep square
holes 3 using a Bosch process [Lae15], in an inductively coupled plasma etching
system5. These depressions are dimensioned 50 µm larger than the footprint of the
absorbers, allowing us to easily place inverted absorber mushrooms 4 inside. The
contact pads of the absorbers now align with the sensors 5 of a Hot-maXs chip
6 , which we place upside-down on top of the contact pads. Since the fused silica

substrate is transparent, it is possible to use a microscope to look through the back
of the Hot-maXs chip and align the sensor patches to the absorber contact pads by
hand to within ∼ 50 µm.

In this configuration, we apply a weight of 400 g on top of the inverted Hot-maXs
chip and heat the set-up to 150 °C for 60 minutes. In this diffusion welding process,
gold atoms from the sensor intersperse with lead atoms from the absorber to join
the two components. After cooling down, the absorbers are able to withstand up
to ∼ 1 N of sideways force. When removed, the underside of the contact pads show
clear markings from the meander-shaped pick-up coil, indicating that the weld was
successful. In figure 5.7, we have taken a number of microscope images of an absorber
still attached to a sensor through the transparent substrate of an upside-down Hot-

4 N

1
2 34

5
6

Figure 5.6: Digital render
of our set-up designed for
attaching lead absorbers to
a Hot-maXs chip.

4COMPACT-Line 0404 by Sorotek, Withig 12, 77836 Rheinmünster, Germany.
5PlasmaPro 100 Cobra, Oxford Instruments, Abingdon OX13 5QX, United Kingdom.
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1
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3

4 5

6

Figure 5.7: 3D profile ex-
tracted from stacked micro-
scope images taken through the
back of an inverted Hot-maXs
chip after attaching an ab-
sorber.

maXs chip. Using focus stacking, we construct a 3D profile6 of the underside of the
absorber and the micro-structured layers of Hot-maXs. Visible is the pick-up coil
1 , with meander stripes running horizontally. At the lower right, lines 2 run to

the persistent current switch. Shifted by ∼ 40 µm to the left of the pick-up coil is the
underside of the contact pad of the absorber 3 , which is slightly misaligned with
respect to the pick-up coil. We see a 30 µm drop 4 to the bottom face of the absorber
5 , which covers the entire image. This corresponds to a 30 µm gap between the

substrate of Hot-maXs and the main body of the absorber and confirms that stem of
the mushroom-shaped absorber has not collapsed. The circular markings 6 on the
surface of the absorber originate from the milling process. Our tests demonstrate
that we are able to align absorbers sufficiently well, perform a stable diffusion weld,
and preserve the contact pad of the absorber.

5.3 Proof-of-Principle Measurements

Analogous to the first viewing of a newly constructed telescope, we present here
the results of the first measurement - the first light - of a Hot-maXs detector. For
this characterization, we irradiate our detector with an 55Fe source and an 241Am
source simultaneously. As we mention in subsection 4.3.5, the spectrum of the former
is characterized by peaks at 5.9 keV and 6.5 keV. The latter source decays with a
half-life of 433 years via α-decay to 237Np, which de-excites further. In particular
the γ photons emitted from nuclear de-excitation are of interest to us, with the
dominant energies being 26.345 keV and 59.541 keV [Pie12]. While the housing of
the source absorbs the initial α particle as well as Auger electrons from the following
de-excitations, X-rays and γ photons can reach our detector after passing through a
beryllium window and a lead collimator. The latter is mounted in immediate vicinity
to the Am source and is designed to reduce its effective activity, so that the photon
rate from the Fe and Am sources are similar. The overall rate is ∼ 0.8 Bq per pixel.

6Image created with PICOLAY by Heribert Cypionka, www.picolay.de.
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5.3.1 Pulse Shape

In figure 5.8, we show pulses from 60 keV photons impacting Hot-maXs at temper-
atures between 41 mK and 300 mK. A wide variety of characteristic time constants
is visible. In general, we observe larger pulses with an amplitude of up to 0.5 Φ0 at
lower temperatures, which have slow rise times τ0 and slow decay times τ1. Towards
higher temperatures, the pulse height decreases, and time constants are shorter, as
expected. We are able to observe pulses up to temperatures of 300 mK, at which
point we are limited by the signal-to-noise ratio.

We take a closer look at the pulse at 41 mK, which has a rise time of 95 µs. Ac-
cording to equation (2.3), we expect the first part of the quasiparticle thermalization
process, that is the relaxation to the energy gap, to occur with a characteristic time
of τs ≈ 10 µs at 41 mK. Since this value is significantly lower than our observed
rise time, we believe that the quasiparticle recombination dominates. Consequently,
recombination occurs with τrec ≈ 85 µs, which cannot be explained solely by inelas-
tic phonon processes [Kap76]. Instead, more complex dynamics, such as enhanced
recombination at impurities, Abrikosov vortices, or increased disorder, are likely
involved [Gol93, Ull98, Bar09]. Thermalization times approaching those of normal-
conducting absorbers have been reported for T ≥ 2 × 10−4 ΘD [Cos93, Wel08]. This
condition is fulfilled for lead at 41 mK . With this assumption, we find that the
thermalization of our absorber could be described as the thermalization of a normal-
conducting lead absorber with a residual resistance ratio of RRR = 2. With a
characteristic absorber length scale of l =

√
2(aabs/2)2 + (habs/2)2 = 0.71 mm and

τ

τ

Figure 5.8: Hot-maXs response to a 60 keV photon at different temperatures. The field
current in the meander-shaped pick-up coils is ∼ 90 mA.
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a thermal diffusion constant a(RRR = 2) ≈ 5 mm2/ms, such an absorber would
thermalize via diffusion with a time constant τdif = l2/a ≈ 100 µs. However, since
RRR = 2 would be an astoundingly low value for a pure, bulk material, it is unlikely
that the signal rise time is limited by defect scattering.

The decay of the pulse at 41 mK is best visible in the longer time window in the top
right of figure 5.8. We find a primary decay time of τ1 ≈ 10 ms and an additional
tail with an amplitude of ∼ 0.5%, so there is no full thermalization with the thermal
bath within the recorded time trace. Such a tail can be reliably found and is not the
result of a random slope in the baseline. In contrast, the pulse at T = 150 mK is well
described by a single decay time of 389 µs. This can be explain by thermalization
via the glassy substrate into the experimental holder, which we model as thermal
diffusion originating from the sensor and moving outward radially. A similar decay
time of τ1 ≈ 400 µs is visible for all pulses above 125 mK.

5.3.2 Energy Resolution

Data evaluation occurs in a similar fashion to Quasy-maXs and involves a template
fit, time information cuts, a χ2 cut, temperature correction, and an energy calibra-
tion [Bar23]. The thus obtained energy resolution of three Hot-maXs channels at
11 different temperatures appears in figure 5.9 a), where we evaluate 5000 to 20 000
signals per pixel. The baseline resolution is marked by squares. Best resolutions of
26.2 eV, 22.6 eV, and 23.9 eV for the three channels are reached at lowest tempera-
tures, with the energy resolution increasing roughly by an order of magnitude for
each 100 mK increase in temperature.

The exponential temperature dependence of the baseline energy resolution is sup-
ported by simulations (gray). However, the projected resolutions lie a factor of 2 to 3
lower. We believe that channels may suffer from temperature fluctuations from par-
ticle impacts in the substrate and neighboring pixels. Evidence for this comes from
the noise spectrum, which gains a significant low frequency component after injecting
a persistent current. Two points enhance the effect: First, the long thermalization
time at low temperatures due to the weakly designed thermal link to the experimen-
tal platform makes each photon impact influence measurements for the subsequent
hundreds of milliseconds. Second, since we place the absorbers manually onto the
sensors, there are slight variations in the absorber position from pixel to pixel. As
lead is superconducting, this directly influences the magnetic field distribution in
the sensor material in a unique way, effectively reducing the gradiometry of each
channel. Channels are thus more susceptible to chip-wide temperature fluctuations.

The difference in energy resolution at high temperatures between channel 3 and the
other two channels is explained by different persistent currents I0. While in channels
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a) b)

Figure 5.9: a) Temperature dependent energy resolution of Hot-maXs for baselines and
at 60 keV. b) Energy resolution of a single channel for different photon energies.

1 and 4 we were able to inject up to 80 mA and 90 mA, respectively, we were unable
to inject more than 20 mA into channel 3. According to simulations, this causes
a degradation of the energy resolution only above ∼ 100 mK, which matches our
data. The reason for the different maximal I0 lies in a manufacturing error in the
second niobium layer, where too-thick photoresist with significant undercut caused
ill-defined structures in the region of the persistent current switch. For the same
reason we were unable to inject any meaningful persistent current in channel 2, and
we have omitted these data.

Appearing as circles in figure 5.9 a) is the energy resolution at 60 keV. Two distinct
regions are apparent: above 125 mK, the energy resolution is almost identical to the
baseline resolution. Here, we are limited by the stationary, total noise of the detector
signal. Below 125 mK, however, the energy resolution is constant at around 200 eV.
In this region, we find inconsistencies in the pulse shape, which manifest themselves
on a variety of levels.

• Variations in both the rise and decay times are visible between different
pulses of the same pixel. This may indicate an impact position dependence,
which Hot-maXs is particularly susceptible to, due to the lack of a thermal
bottleneck between absorber and sensor, especially in conjunction with the
slow thermalization times of the absorber.

• We observe pulse shape variations dependent on photon energies. This can
be explained in combination with the previous point, since low-energy photons
are mostly absorbed in the upper parts of the absorber, while more energetic
particles may penetrate deeper.
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• Different pixels show different distributions of pulse shapes. We attribute
this to the manually constructed absorbers, which have manufacturing incon-
sistencies untypically large for a microstructured device. One particular effect
we observe is that some pixels show two families of pulses with slightly different
pulse heights, which we believe originates from some absorbers being not fully
free-standing and contacting the chip substrate. Some energy from a photon
impacting near such a point may flow into the substrate before the sensor is
thermalized.

Besides varying pulse shapes, a second reason for the high energy resolution may be
poor temperature information. With the long low-energy tails in the order of hun-
dreds of ms at low temperatures, and a comparatively high photon rate of ∼ 0.8 Bq
per pixel, the channel we use for temperature information may not represent the chip
temperature at some other position for a significant fraction of the time.

In figure 5.9 b), we plot the energy resolution of only one pixel for different photon
energies. While at high temperatures we always reach the baseline resolution, the low
temperature plateau is dependent on the input energy. This supports the explanation
of being limited by variations in the pulse shape, since such effects are more influential
at higher energies.

5.4 Future Improvements

In this chapter, we have presented a proof-of-principle MMC for high temperatures
and have shown that we are able to detect 60 keV photons at up to 300 mK. To our
knowledge, this is the highest temperature an MMC has ever been operated at. We
were also able to identify a number of areas in which our prototype could benefit
from improvements.

• An immediate upgrade is a correctly functioning persistent current switch,
which would make pulses across channels more consistent, improve energy res-
olution at high temperatures, and give us higher statistics. We have located
the relevant step in the manufacturing procedure and are aware how to avoid
it in future.

• An upgrade to the absorber attaching process by implementing a micro-
manipulator could reduce variations between pixels.

• Less susceptibility to thermal fluctuations may be achieved by altering the chip
substrate. One method of thermal isolation used for transition edge sensors
is employing thin silicon nitride membranes, which have a low thermal
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conductivity while having a relatively high mechanical strength [Uki00]. Due
to the thin membrane, the chance for photon absorption in the substrate is low.
Such a technique is currently considered for a metallic magnetic bolometer for
cosmic microwave background measurements at temperatures of hundreds of
millikelvin [Ger23].

• When given a specific operating temperature, it is possible to adjust the ge-
ometry of various components for temperature specific optimization of
the energy resolution. For instance, the detector we present in this chapter is
optimized for T = 100 mK. According to our simulations, by increasing the
sensor volume, we can reduce the energy resolution at T = 300 mK by around
a factor of two.

Since this prototype is currently outperformed by more classical MMCs at lowest
temperatures [Pie12], transition edge sensors at around 100 mK [Ohn17], and semi-
conductor detectors at high temperatures, an immediate applications is not obvious.
However, as a demonstrator project, Hot-maXs sets a benchmark for future high
temperature MMCs, and, with concrete ideas for improvements, hopefully inspires
future work in this area.
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Part II

Noise in Superconducting
Microstructures





6. Overview of Noise Contributions

Noise, as we discuss it here, refers to random fluctuations in a physical quantity such
as magnetic flux, current, or voltage. In this overview chapter, we introduce the
necessary mathematical concepts and discuss the most relevant noise sources in the
context of our experiments. Most commonly, we thereby refer to noise via its power
spectral density, which we plot in a noise spectrum. The following section 6.1 gives
an overview of these concepts. Regarding noise sources, we lay a particular focus on
noise in metallic magnetic calorimeters, but at key sections we broaden our view to
superconducting microstructures in general. We cover SQUID noise in section 6.2,
magnetic Johnson noise in section 6.3, magnetic flux noise in section 6.4, and noise
from energy fluctuations in section 6.5.

6.1 The Noise Spectrum

Since the topic of noise in electronics is too broad to cover here, we defer to literature
for a general overview [Mot93, Kog96]. Instead, we introduce only those concepts
relevant for the following chapters using a simple example. Consider a time trace u(t)
as it appears in gray in figure 6.1 a) representing the output voltage of a device. Its
noise-free zero-signal (red) is obscured by voltage noise SV . If we wish to experimen-
tally quantify this noise, we perform a measurement of the time trace over a finite
time T . This is equivalent to applying a window function to u(t). While commonly
non-trivial functions such as the Hamming window or Blackman window are used in
signal processing, the time traces we consider in this thesis work well with a simple
rectangular window, resulting in the truncated time trace uT (t), which is overlaid in
black in figure 6.1 a). We then calculate the Power Spectral Density (PSD)

S(f) = lim
T →∞

1
T

|F{uT }(f)|2 (6.1)

of the time trace, which describes the noise power per frequency bin. Here, F{uT }
is the Fourier transform of the truncated time trace uT (t). In practice, we replace
the limit in time T → ∞ with a limit in number of measurements N → ∞, each
with a finite measurement time T , so that

S(f) = lim
N→∞

1
NT

N∑
j

|F{uT ,j}(f)|2 , (6.2)

77
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a) b)

Figure 6.1: a) Example of a time trace u(t) (gray) of the output voltage of a device
with zero signal (red). Voltage noise SV causes fluctuations. We truncate u(t) over a finite
time T and obtain uT (t) (black). b) The power spectral density as calculated from 10 000
truncated time traces reveals the frequency dependence of SV .

where we assumed our time traces to be ergodic. While this makes measurements and
data handling much simpler, it does mean that the PSDs are limited to frequencies
above 1/T , as supposed to the much lower 1/(NT ) we could reach during the same
measurement time.

An alternative way to think of the PSD is to first consider the auto-correlation func-
tion Ruu(τ), which for real signals is defined as the expectation value E of multiplying
the signal with itself, but delayed by a certain time τ. Using the same truncation
over a measurement time T as above, we find

Ruu(τ) = E[u(t) u(t − τ)]

= lim
T →∞

1
T

∫ T

0
u(t) u(t − τ)dt

= lim
T →∞

1
T

∫ ∞

−∞
uT (t) uT (t − τ)dt .

(6.3)

The Wiener-Khinchin theorem then states that the power spectral density is the
Fourier transform of the auto-correlation function [Wie30, Khi34]. It follows that

S(f) = F{Ruu(τ)} =
∫ ∞

−∞
lim

T →∞

1
T

∫ ∞

−∞
uT (t) uT (t − τ)dt e−2πifτdτ

= lim
N→∞

1
NT

N∑
j

∫ ∞

−∞

∫ ∞

−∞
uT ,j(t) uT ,j(t − τ)dt e−2πifτdτ

= lim
N→∞

1
NT

N∑
j

F
{ ∫ ∞

−∞
uT ,j(t) uT ,j(t − τ)dt

}
.

(6.4)
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If we apply the convolution theorem at this point, we once again arrive at the ex-
pression from equation (6.2).

Figure 6.1 b) shows the so-calculated PSD based on Navg = 10 000 time traces. Note
that we plot the square-root

√
SV of the PSD. While the units on the ordinate might

change from voltage noise to flux noise or current noise, depending on the physical
quantity studied, we display all noise data in a graph of this type, which we call a
noise spectrum.

6.2 SQUID Noise

Due to the wide application range of SQUIDs [Cla06], understanding their noise is
of great interest and a number of detailed texts exist in literature [Cla04, Wel04].
For our work, it is sufficient to divide SQUID noise into two basic components: low
frequency 1/f noise and frequency independent white noise. The former is caused
in part by two-level fluctuators in the Josephson junctions causing noise in the crit-
ical current and in the Josephson energy [Wak86, Wel04]. Additionally, there is a
poorly understood temperature dependent magnetic flux noise component at low fre-
quencies [Koc83, Kem16], which is present in a number of different superconducting
microstructures. Indeed, one main motivation for experiments we present in chap-
ter 7 is to get a better understanding of this magnetic flux noise. For now, however,
we simply model the 1/f noise contribution with the phenomenological

S1/f = S1/f,1 Hz

fα
, (6.5)

where we introduce the noise level at 1 Hz, S1/f,1 Hz = S1/f (1 Hz) and the exponent
α ≈ 1.

The frequency independent white noise in SQUIDs is fundamentally thermal noise.
Consider an Ohmic resistor with resistance R and temperature T . The thermal
agitation of the electrons causes Johnson-Nyquist noise [Joh28, Nyq28] given by

SV = 4kBTR . (6.6)

In a dc-SQUID at its working point, Johnson-Nyquist noise originates from the two
shunt resistors Rsh and the two Josephson junctions1. We separate this noise into two
parts: First, an in-phase component, in which the voltage noise across each part is
identical. This leads to an overall voltage noise 4kBTRdyn across the SQUID, where
Rdyn = ∂V/∂I is the dynamic resistance of the SQUID as extracted from the Ohmic

1Note that we approximate the SQUID as a linear system by choosing only the first term of
the Taylor expansion of the more general Nyquist theorem [Gup78, Gup82].
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part of the I-V curve. Second, an out-of-phase component, in which the voltage
noise across the SQUID is zero, but a noise current 4kBT/2Rsh flows in the SQUID
loop leading to flux noise in the SQUID. In this case, we neglected the Josephson
junctions, as their contribution is small and difficult to quantify. The current noise
SI in the loop causes flux noise of SΦ = L2

sSI in the SQUID, which we translate into
voltage noise using the slope VΦ = ∂V/∂Φ of the Φ-V curve. Overall, we obtain the
white noise

SV,S = 4 kBT

2Rsh
L2

sV
2

Φ + 4kBTRdyn , (6.7)

which is dependent on the working point. From numerical simulations [Tes77, Bru82],
we find for a given Ls ideal values for Rsh and the working point and simplify the
equation to

SV,S ≈ 18kBTRsh and SΦ,S ≈ 18kBT
L2

s
Rsh

, (6.8)

where we neglect the dynamic resistance of the SQUID.

In our experiments, we use a two-stage SQUID read-out, as introduced in subsec-
tion 2.5.2. As a result, the front-end SQUID, the SQUID array, and the necessary
room temperature SQUID electronics all have noise contributions, which we must
consider. A quantitative breakdown of these components for our experiment follows
in subsection 7.1.1.

6.3 Magnetic Johnson Noise

Besides voltage noise, as described by equation (6.6), the Brownian motion of elec-
trons in normal-conducting materials may also cause flux noise in an experiment.
An example are random electron movements in the sensor or absorber of an MMC
causing fluctuating magnetic fields, which then couple into the respective pick-up
coil. In this particular case, we expect magnetic Johnson noise

SΦ,J,m = 2.376
4π

µ2
0kBTσAp

(
e−2πz/p − e−2π(z+d)/p

)
, (6.9)

caused by a cuboid of thickness d and electrical conductivity σ at a distance z above
the meander-shaped coil with pitch p and overlapping area A [Pie08, Pie12]. In
a slightly different geometry, in which the noise is picked up by a simple circular
loop with area A oriented in parallel to, and at a distance z from the surface of a
conducting plate of thickness d, the magnetic Johnson is

SΦ,J = µ2
0kBTσd

8πz2 · A2 . (6.10)
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The derivation assumes the lateral dimension of the conductor to be much larger
than z and A, and z ≪ d [Var84, Rot98]. This is a good model for Johnson noise
originating from the experimental platform a device is mounted to. Note that this
latter equation allows for magnetic coupling of the noise across far larger distances,
since the exponential terms caused by the high gradiometry of the meander coil are
lacking. In either case, the noise is independent of frequency. This changes, however,
when we consider the skin effect, which states that the current density of alternating
current decreases exponentially with distance to the surface of the conductor. The
characteristic length scale is the frequency dependent skin depth

δ(f) =
√

2
2πfµ0σ

. (6.11)

This means that only parts of the conductor contribute, as soon as the skin depth
corresponds to the thickness of the conducting plate. The result is a cut-off in the
noise spectrum at a critical frequency fc.

6.4 Magnetic Flux Noise

The topic of low frequency magnetic flux noise is a broad one, since it occurs in
a wide variety of devices. Examples are flux, phase, and transmon qubits [Yos06,
Bia07, Pal14], as well as SQUIDs [Dru11, Kem16], where it contributes to the 1/f

noise discussed in section 6.2. Our focus lies here, however, on the 1/f erbium noise
found in MMCs. This noise source, first observed in the early 2000s, is tempera-
ture independent [Fle04] and scales linearly with the amount of erbium, both when
changing the erbium concentration [Fle03], and the volume of the Au:Er [Dan05].
These observations suggest that the source is, indeed, the erbium. Measurements
using MMCs resulted in a noise level of Sm,1/f ≈ 0.1µ2

B/Hz per erbium ion at 1 Hz
[Fle09a]. Using this value and equation (2.12), we calculate the erbium noise in the
pick-up coil of an MMC to be

SΦ,Er = µ2
0⟨G2⟩
p2 NEr Sm,1/f ·

(
f

1 Hz

)α

, (6.12)

where p is the pitch of the meander, G the geometry factor, NEr the total number of
erbium ions in the sensor, and α ≈ 1 the slope of the noise.

The physical mechanism behind this noise is not fully clear. One possibility is fluc-
tuating, interacting magnetic moments. This mechanism causes magnetic flux noise
in spin glasses [Kog81], which are characterized by a disordered magnetic state below
a freezing temperature Tg. A thorough description of spin glasses is available in lit-
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erature [Myd93]. A comparison with our Au:Er is natural, since especially metallic
site-random spin glasses like Au1−xFex and Cu1−xMnx are structurally similar, in that
they consist of a low concentration of magnetic impurities diluted in a non-magnetic
lattice. In fact, gold doped with a few hundred ppm of erbium does become a spin
glass at temperatures well below 1 mK [Fle00]. However, the presumption that the
physics is identical in both system is dubious, since the magnetic flux noise in spin
glasses strongly decreases with temperature above Tg and we observe temperature
independent erbium noise in Au:Er up to 4.2 K [Fle03].

Nevertheless, a comparison to spin glasses can be of great value, with our focus
lying on the magnetic properties. One useful tool is the correlation of the in-phase
component χ′ of the magnetic susceptibility with the out-of-phase component χ′′.
Following [Lun81], the equation

χ′′ = π

2
∂χ′

∂lnf
(6.13)

is fulfilled for spin glasses. Importantly, for this relation to hold, there must be
a broad logarithmic distribution of magnetic relaxation times. This is the case in
spin glasses, due to the formation of superparamagnetic clusters as described in
Néel’s cluster model [Nee49]. Simulations suggest that similar clusters form in Au:Er
and Ag:Er alloys [Her22], which may be connected with erbium noise. We discuss
this point further during the analysis of our data in subsection 7.4.2, where we use
equation (6.13) as a metric for the distribution of relaxation times.

6.5 Noise from Energy Fluctuations

One fundamental noise source in MMCs originates from the particular connection of
thermal systems within the device. Consider the thermodynamic model in figure 6.2,
which is similar to the model we previously introduced in figure 2.7 a). We model
an MMC as a collection of three thermal systems: the heat bath at a constant
temperature T0, the electronic system Cel = Cel,s + Cel,a, and the spin system Cz.
These systems are linked by Gel,b and Gz,el. Similar to the Johnson-Nyquist noise
in equation (6.6), the fluctuation-dissipation theorem states that a thermal link G

is the source of noise SP = 4kBT 2G. This quantity has units of W2/Hz and we can

Thermal
bath T0

Gel,b Gz,el

+Cel, a
Cz

Cel, s

SPel,b
SPz,el

Figure 6.2: Thermodynamic
model of an MMC. Each thermal
link G is a source of noise SP from
energy fluctuations.
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see it as fluctuating fluxes of heat, that is power, across the thermal links. In our
thermodynamic model, we thus incorporate the two noise sources SPel,b ∝ Gel,b and
SPz,el ∝ Gz,el. Following calculations in literature [Fle05], we find that these cause
the energy content of the spin system to fluctuate with a noise power spectral density

Sef(f) = kBCzT
2
(

(1 − α1)
4τ0

1 + (2πτ0f)2 + α1
4τ1

1 + (2πτ1f)2

)
. (6.14)

The constant α1 is dependent on the heat capacities and thermal conductivities,
and can be approximated as the ratio β = Cz/(Cel + Cz) for Cel not too different
from Cz and τ0 ≪ τ1. The rise and decay times τ0 and τ1 define two cut-off fre-
quencies (2πτ0)−1 and (2πτ1)−1. As a result, the thermodynamic noise Sef(f) has a
characteristic double-plateau shape.

In the next chapter, we switch from a theoretical viewpoint of noise to an experimen-
tal one. We explore methods on how to quantify different noise sources in a device
and present measurement results pertaining to some of the noise sources mentioned
above. Towards the end of the chapter, we then relate the concept of noise to the
dynamics of interacting moments and use our measurements to gain insight into the
microscopic nature of sample materials.
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7. Noise-o-meter - a Device to Disentangle Noise

As discussed in the previous chapter, an MMC can suffer from a plethora of different
noise sources, such as read-out noise from SQUIDs, Johnson noise, magnetic flux
noise, and noise from energy fluctuations. We try to minimize noise as much as
possible in order to improve performance. The first step towards that goal is quanti-
fying and understanding the noise. However, a simple measurement of the output of
a device, such as in the example in figure 6.1, only gives us the frequency dependent
sum of all noise components. The resulting noise spectrum thus does not allow us
to identify individual noise sources and it can be difficult to minimize them.

In an effort to tackle this problem, we have developed a new device called the noise-
o-meter. As the name suggests, its aim is to measure, and especially disentangle,
different noise sources present in a particular superconducting device. A render of
a first generation noise-o-meter chip appears in figure 7.1. This particular chip, for
instance, is designed to identify noise sources in our high temperature MMCs: It fea-
tures similar materials (niobium: gray, SiO2: transparent, Au:Er: yellow), arranged
to form similar components (meander-shaped coils, insulation layers, sensor layers).
Using such a chip, we measure MMC-relevant noise in three different measurement
modes, where each mode is sensitive to a different group of potential noise sources.
By comparing the three results, we are able to identify the source of the most rele-
vant noise components. With this knowledge, we can then improve the experimental
set-up or the design of our MMCs accordingly.

Figure 7.1: Digital render of
a first generation noise-o-meter
chip, designed to measure po-
tential noise sources in high
temperature MMCs. We rec-
ognize a number of components
such as meander coils made
of niobium (gray), insulating
SiO2 (transparent), and Au:Er
sensor layers (yellow). A de-
tailed explanation of the mea-
surement methods, surrounding
hardware, and calibration is the
focus of this chapter.
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Besides this purely practical application, there is an additional fundamental research
aspect to the noise-o-meter. This is in regard to 1/f magnetic flux noise, which is a
poorly understood phenomenon in many devices (see section 6.4). The noise-o-meter
allows us to specifically measure magnetic flux noise via the complex impedance of
the superconducting microstructure. We demonstrate this in chapter 7.4, where we
analyze erbium noise, an important contribution to the magnetic flux noise of MMCs.

For now, we present the three measurement modes of the noise-o-meter in sec-
tion 7.1, where we also introduce the concepts of cross-correlation and the fluctuation-
dissipation theorem. Section 7.2 focuses on the two different experimental set-ups we
use in conjunction with the noise-o-meter, followed by calibration measurements in
section 7.3. Section 7.4 contains our experimental results, which we recently summa-
rized [Her23], and we end with an outlook regarding the noise-o-meter in section 7.5.

7.1 Measurement Modes

For the following discussions, an overview of the layout of the noise-o-meter is of
use. A diagram appears in figure 7.2. The central part is a 3.2 mm × 3.2 mm large
silicon chip. Using micro-fabrication techniques, we deposit four meander-shaped
coils made of superconducting niobium, arranged as a Wheatstone-like bridge. Each
coil has an area of 500 µm×500 µm and consists of 50 lines with a width of 5 µm and
a pitch of 10 µm. If we wish to measure noise originating from a particular material,
we place this material as a sample on two opposite coils. This changes the induc-
tance of the underlying meander-shaped coil from L0 to L. Note that the chip in
the digital render above features two identical Wheatstone bridges, one with Au:Er
sample material (top), and one to measure SiO2 (bottom). In the diagram, on the
other hand, we neglect the duplicate components for clarity.

L0

L0

L

L

lock-in
amplifier

Chip

Figure 7.2: Circuit diagram of the
noise-o-meter. A central chip (see
figure 7.1) features four inductors ar-
ranged as a Wheatstone-like bridge,
two of which are covered with a sam-
ple material (orange). Depending on
the measurement mode, read-out of
the chip occurs via a combination of
SQUIDs and a lock-in amplifier.
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Surrounding the chip are a number of devices used for read-out. Most important are
a lock-in amplifier, and a set of two two-stage SQUID read-out chains, represented
in the diagram by the symbol of a dc-SQUID. In the following sections we explain
in detail the relevance of these devices when discussing the three different read-out
methods: single channel mode, cross-correlation mode, and susceptibility mode.

7.1.1 Single Channel Mode

Of the three measurement modes, the most intuitive one is the single channel mode,
which appears schematically in figure 7.3. We read out time traces using one of the
two SQUID read-out channels and ignore grayed out components. Using the meth-
ods detailed in section 6.1, we can translate the time traces into a noise spectrum.
The advantages of this measurement mode are twofold. First, data evaluation is
simple enough that we have the option to perform it online in real time using the
measurement software PAQs [Hen17]. This enables us to easily optimize parameters,
such as the precise settings of the SQUIDs. Second, since only one SQUID is active
and we supply no further external current, this measurement mode allows for the
lowest possible temperatures.

The noise we read out is a combination of the noise originating from the noise-o-meter
device, and noise from the read-out chain. The latter may, in some applications, be
of interest in itself. Usually, however, such read-out noise obscures smaller, more
interesting noise contributions from the device. In order to estimate the minimally
measurable noise level, we sum up the different noise sources in the read-out chain.

White noise. Let us initially consider white noise, which has contributions from
the front-end SQUID, the SQUID array, and the necessary room temperature control

L0

L0

L

L

lock-in
amplifier

Chip

Single Channel Mode

Figure 7.3: Schematic of the noise-
o-meter in single channel mode. Us-
ing one of the two read-out chains,
we read out the noise of the noise-o-
meter circuit.
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electronics. The noise from other components in the schematic in figure 2.6, such
as the gain resistor Rg = 300 mΩ and the current sources Ib1 and Ib2, are negligible
[Kaa20]. Both for front-end SQUIDs and SQUID arrays, we use chips of the HDSQ
series, which are developed and fabricated in-house by our research group. The
front-end SQUIDs have shunt resistances of Rsh ≈ 5 Ω and washer inductances in
the order of Ls ≈ 60 pH. Using equation (6.8), we find a white noise level of around√

SΦ,s ≈ 0.1 µΦ0/
√

Hz at a typical working temperature of T ≈ 200 mK [Fer15].
Reducing the SQUID temperature in order to reduce noise is not feasible, since the
Joule heating of the shunt resistors is too strong to be overcome by the relatively
poor electron-phonon coupling of a thermal link to a colder heat bath.

The SQUID arrays1 of the two-stage read-out chains consist of N = 16 SQUIDs con-
nected in series, meaning that the flux-to-voltage transfer coefficient VΦ is increased
by a factor of N , while the voltage noise

√
SV,a =

√
18kBTRsh,a of individual SQUIDs

adds up incoherently and only scales with
√

N . We estimate the shunt resistors in
the array to be at T ≈ 400 mK and to have a resistance of Rsh,a = 3.6 Ω [Fer15],
resulting in

√
NSV,a ≈ 76 pV/

√
Hz. Additionally, the HDSQ front-end SQUIDs and

SQUID array chips are designed in a way that the flux change in the SQUID array
is greater than that in the front-end SQUID by a factor of GΦ ≈ 2.6 [Fer15].

Finally, we need to consider the room temperature control electronics2. Since they
have a finite output impedance of 50 Ω, we cannot consider them as a perfect volt-
age source and must include both the intrinsic white voltage noise of

√
SV ,ce ≈

0.33 nV/
√

Hz and the intrinsic white current noise of
√

SI,ce ≈ 2.6 pA/
√

Hz [Dru06].
For easier comparison, we translate these noise levels into effective flux noise in the
front-end SQUID using typical transfer coefficients of VΦ ≈ 80 µV/Φ0 and IΦ ≈
4 µA/Φ0 [Ric17]. Overall, we find an effective white noise level in our set-up of

SΦ,w = SΦ,s + NSV,a

G2
ΦN2V 2

Φ

+ SV,ce

G2
ΦN2V 2

Φ

+ SI,ce

G2
ΦI2

Φ

≈ 0.01 µΦ2
0

Hz + 0.0005 µΦ2
0

Hz + 0.01 µΦ2
0

Hz + 0.06 µΦ2
0

Hz ≈ 0.08 µΦ2
0

Hz ,

(7.1)

with the control electronics dominating the white noise.

1/f noise. At low frequencies, 1/f noise of the different components shifts the
picture. When assuming a constant exponent of α ≈ 1, the noise at 1 Hz is a
good metric. The room temperature electronics have 1/f noise of

√
SV ,ce(1 Hz) ≈

0.33 nV/
√

Hz and
√

SI,ce(1 Hz) ≈ 13 pA/
√

Hz [Dru06]. For the front-end SQUID,
1We label quantities referring to the SQUID arrays with the index ‘a’.
2XXF-1 SQUID electronic by Magnicon, Magnicon GmbH, Barkhausenweg 11, 22339 Hamburg,

Germany.
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front-end
array

46

Figure 7.4: Measurement of a noise-o-meter with a Au:Er sample in single channel mode.
Data appear in blue, with the estimated read-out noise plotted in various black lines.

we estimate
√

SΦ,s(1 Hz) ≈ 3 µΦ0/
√

Hz, and for the SQUID array
√

NSΦ,a(1 Hz) ≈
1.3 µΦ0/

√
Hz [Fer15]. A similar calculation to equation (7.1) then yields

SΦ,1/f (1 Hz) ≈ 9 µΦ2
0

Hz + 0.25 µΦ2
0

Hz + 0.01 µΦ2
0

Hz + 1.6 µΦ2
0

Hz ≈ 11 µΦ2
0

Hz
(7.2)

for the 1/f noise at 1 Hz. We thus expect the front-end SQUID to dominate 1/f

noise and that 1/f noise is more significant than white noise at f ≲ 10 Hz.

Figure 7.4 shows a measurement of a Au:Er sample in single channel mode. The noise
spectrum has a white noise component visible at high frequencies, and a 1/f compo-
nent dominant at low frequencies. In various black lines appear the four components
of the read-out noise discussed above, including their sum, which approaches the
measured data at high frequencies. We can deduce that read-out noise contributes
significantly to the measured white noise, but that an additional low frequency com-
ponent must originate from the experiment itself. We discuss this point further in
subsections 7.1.2 and 7.4.2.

One important note is that the values pertaining to the SQUIDs are only rough
estimates, since there is some variation from SQUID to SQUID. In particular, the
1/f noise at 1 Hz of our home-made front-end SQUIDs can vary from 1 – 5 µΦ0/

√
Hz

[Kaa20]. As a result, every read-out channel will have slightly different noise, and we
cannot simply subtract the noise levels calculated above to find the noise originating
from the experiment. Instead, the values

√
SΦ,w and

√
SΦ,1/f are estimates for the

lower boundaries for the noise that we can detect in single channel mode.



90 7. Noise-o-meter - a Device to Disentangle Noise

7.1.2 Cross-correlation Mode

In single channel mode, the read-out chain limits the minimally measurable noise
level. In order to improve its resolution, the noise-o-meter can operate in cross-
correlation mode. A schematic appears in figure 7.5. We read out noise using two
identical read-out chains 1 and 2 and cross-correlate the resulting time traces. In
the following, we introduce the mathematical idea behind cross-correlation, estimate
cross-talk between the read-out channels, and discuss methods to reduce cross-talk.

Cross-correlation

The noise-o-meter incorporates two complete and independent two-stage SQUID
read-out chains 1 and 2 with independent noise contributions n1(t) and n2(t). If
the noise produced within the experiment and before the read-out chain is given by
a time trace a(t), the total noise we read out in the two channels is

u(t) = a(t) + n1(t) and
v(t) = a(t) + n2(t) .

(7.3)

We now apply the concept of cross-correlation, which allows us to remove uncorre-
lated components from a pair of signals, leaving us only with those components that
are present in both signals. Mathematically, the cross-correlation

Ruv(τ) = E[u(t) v(t − τ)] (7.4)

of the two real-valued time traces u(t) and v(t) is very similar to the auto-correlation
introduced in section 6.1. Following the same calculations, given by equations (6.3)

L0

L0

L

L

lock-in
amplifier

Chip

I1

I2

Ii

Lw

Li

δΦs,X

δΦi,X

Cross-correlation Mode

1

2

Figure 7.5: Schematic of the noise-
o-meter in cross-correlation mode,
in which we read out noise via
two cross-correlated read-out chains.
To calculate cross-talk from chan-
nel 1 to channel 2 , we assume
a flux change δΦi,X from one read-
out chain feeds back into the circuit,
causing a flux change δΦs,X in the
other read-out chain.
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and (6.4), we find

Suv(f) = lim
N→∞

1
NT

N∑
j

F
{∫ ∞

−∞
uT ,j(t) vT ,j(t − τ)dt

}
. (7.5)

By applying the convolution theorem in order to Fourier transform the two time
traces individually, we get

Suv(f) = lim
N→∞

1
NT

N∑
j

F∗{uT ,j}(f) · F{vT ,j}(f) , (7.6)

where the asterisk denotes the complex conjugate. In the following, we simplify no-
tation by introducing the truncated Fourier transform X = F{xT (t)} of a time trace
x(t). The experimentally measured quantity ⟨Suv⟩N , which is the cross-correlated
power spectral density averaged over N measurements, is

⟨Suv⟩N = 1
T

⟨U∗V ⟩N

= 1
T

⟨(A∗ + N∗
1 )(A + N2)⟩N

= 1
T

(⟨A∗A⟩N + ⟨A∗N2⟩N + ⟨N∗
1 A⟩N + ⟨N∗

1 N2⟩N)

= 1
T

⟨A∗A⟩N + O
(
1/

√
N
)

.

(7.7)

In the crucial last step we use the fact that the time traces of each noise source
fluctuate randomly around zero, meaning that the expectation value of the Fourier
transform is zero as well. Multiplying the Fourier transforms of two uncorrelated
noise sources again results in a random fluctuation and an expectation value of zero.
The product of two correlated spectra such as A∗ and A, however, is always positive
and the average does not vanish for large N .

As a result of the cross-correlation, we are left with only the noise Sa = 1
T ⟨A∗A⟩

originating from the experiment, if we average over a sufficiently large number of
measurements. We are thus able to measure noise sources that would otherwise be
hidden beneath the read-out noise. An example appears in figure 7.6, where we
repeat the measurement previously shown in figure 7.4. Here, data from single chan-
nel mode in blue has a low frequency 1/f component and a white noise component
dominating at high frequency, with an unknown read-out noise component. By ap-
plying cross-correlation (red), we see that there is a significant 1/f component at
low frequencies that does not originate from the read-out. We are able to measure
this component also at high frequencies, where it lies an order of magnitude beneath
the single channel noise.
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4

Figure 7.6: Recorded noise spectrum of a noise-o-meter with a Au:Er sample. Single
channel mode data appears in blue. By cross-correlating, we make the correlated (red)
and uncorrelated (yellow) components visible. When applying mathematical cross-talk
correction to the correlated data (see end of subsection 7.1.2), we obtain the green curve,
which is a better representation of the ideal cross-talk free correlated noise.

A slight modification of equation (7.7) enables us to also calculate the uncorrelated
noise: Instead of performing the cross-correlation between uT and vT , we use, for
instance, uT and uT − vT . By cross-correlating these quantities, we get

⟨Su,u−v⟩N = 1
T

⟨(A∗ + N∗
1 )(A + N1 − A − N2)⟩N

= 1
T

(⟨A∗N1⟩N − ⟨A∗N2⟩N + ⟨N∗
1 N1⟩N − ⟨N∗

1 N2⟩N)

= 1
T

⟨N∗
1 N1⟩N + O

(
1/

√
N
)

,

(7.8)

which results in only the read-out noise of channel one. Similarly, we obtain noise of
channel two by cross-correlating vT and vT −uT . The results appear in yellow in fig-
ure 7.6 and represent the actual read-out noise in the measurement. In this example,
we find white noise levels of

√
SΦ,w,1 = 0.33 µΦ0/

√
Hz and

√
SΦ,w,2 = 0.40 µΦ0/

√
Hz

for channels 1 and 2, respectively. The 1/f noise at 1 Hz is
√

SΦ,1/f,1 = 5 µΦ0/
√

Hz
with α = 0.73 and

√
SΦ,1/f,2 = 6 µΦ0/

√
Hz with α = 0.74, which was previously

obscured by the red, correlated component of the noise-o-meter device. These values
for read-out noise roughly match our calculations in subsection 7.1.1 and show the
variation in read-out noise between channels.
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Cross-talk

In the calculations above, we assume that the two read-out channels are perfectly
independent of each other, so that cross-correlation removes all components that
do not originate from the experiment. However, in a realistic experimental setting,
there will be a finite amount of cross-talk between the channels, leading to a finite
amount of left-over read-out noise after cross-correlation. This component then is
indistinguishable from noise originating from the main experiment and distorts our
final results. The main channel of cross-talk is via the linked input coils of the two
front-end SQUIDs. Any noise that feeds back from one SQUID into this part of the
circuit can thus directly reach the other SQUID causing a correlated read-out noise
component.

Consider a model of the noise-o-meter as in figure 7.5. Here, we combined the
inductances of the aluminum bonds between a SQUID and the noise-o-meter chip
into Lw and assumed that all inductors in the Wheatstone bridge are identical with
an inductance of L0. Cross-talk coupling into the SQUID input coil at channel 1
causes a flux change δΦi,X, where the first index refers to the location of the flux
and the second the cause, X-talk. A variety of current changes δI1, δI2, and δIi (see
figure 7.5) follow, which finally results in a flux change δΦs,X in the front-end SQUID
of channel 2 . Using flux conservation in closed superconducting loops and current
conservation at vertices, we find the system of equations

0 = 2L0δI1 + 2L0δI2

0 = −2L0δI2 + 2(Li + Lw)δIi − δΦi,X

0 = −δI1 + δI2 + δIi ,

(7.9)

which we solve to find the flux change

δΦs,X = Mis
δΦi,X

L0 + 2(Li + Lw) (7.10)

in the SQUID due to cross-talk. As previously defined, Mis refers here to the mutual
inductance between input coil and front-end SQUID.

By similar means, we calculate that a flux change δΦm produced by a magnetic
sample in one of the meander coils of the Wheatstone bridge results in a flux change

δΦs,m = Mis
δΦm

2L0 + 4(Li + Lw) (7.11)

in the SQUID. While at first glance both these couplings should vanishes for large
L0, we can keep δΦs,m almost independent of L0, as δΦm ∝ L0. This is the case,
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because the increase of L0 is the result of an increase in inductor area Am and thus
an increase of probed sample material. We then find δΦm ∝ Am ∝ L0, and indeed
an L0-independent δΦs,m. As a result, the ratio

δΦs,m

δΦs,X
∝ L0 (7.12)

of the two possible signals increases for larger meander coils to the point that it is
theoretically possible to effectively remove cross-talk via the linked input coils. For
the noise-o-meters used in this thesis, we use a Wheatstone bridge with an area of
1 mm × 1 mm with L0 ≈ 7 nH, and expect δΦs,X ≈ 0.02 δΦi,X. This is an upper limit
for the cross-talk via the input coils, since it represents the maximum amount of the
signal that can get transferred between SQUIDs. We expect the actual cross-talk to
be smaller and discuss its size in subsection 7.3.2.

Mathematical Reduction of Cross-talk

In practice, a perfect removal of cross-talk by increasing L0 is not possible due to
size or sample constraints. However, we can improve our result by mathematically
correcting for cross-talk. We assume a simple model in which some fraction ε of
the originally cross-talk free signals u(t) and v(t) from equation (7.3) are fed to the
respectively other channel. The actually measured time traces are then

s1(t) = (1 − ε) u(t) + ε v(t) and
s2(t) = (1 − ε) v(t) + ε u(t)) ,

(7.13)

which we solve to obtain cross-talk-corrected free signals

u(t) = a(t) + n1(t) = s1(t) − ε(s1(t) + s2(t))
1 − 2ε

and

v(t) = a(t) + n2(t) = s2(t) − ε(s1(t) + s2(t))
1 − 2ε

.

(7.14)

Cross-correlating these corrected signals then yields a more precise value for the noise
a(t) originating from the experiment. In the example in figure 7.6, such a correction
with ε = −1 % (see subsection 7.3.2) appears in green. The strongest difference is
visible at high frequencies, since the absolute value of the noise is smallest there. Note
that both a correction which increases or decreases the noise is thinkable, depending
on the sign of ε. The circuit of the noise-o-meter suggests ε to be negative.
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7.1.3 Noise Read-out Using Susceptibility

The third and final measurement mode of the noise-o-meter is the susceptibility
mode. In contrast to the first two measurement modes, we are not merely listening
for noise, but actively probing the sample material by driving the Wheatstone bridge
with an alternating current I0(f, t) = Î0e

i2πft. Looking at the corresponding circuit
diagram in figure 7.7, this current flows equally along the left and right branch, if
all four inductors in the Wheatstone bridge are identical. This symmetry is broken,
however, if we coat two opposite inductors with a sample material with a finite
magnetic susceptibility χ. This changes the inductance of the coils to L = (1 +
χF )L0 ̸= L0, with a dimensionless filling factor F < 1. Since there is no sample
material underneath the meanders, the filling factor is even bound by F < 0.5 here.
Some current Ii(f, t) = Îie

i(2πft−θ) now flows through the input coils of the front-end
SQUIDs and is measurable. We use only one of the read-out chains, at the end of
which sits a lock-in amplifier3 [Cos34]. This device compares the output signal with
the driving alternating current, giving us a precise measure of the relative amplitude
Îi/Î0 and the phase difference θ between Ii and I0.

In order to quantify how the measured Îi/Î0 and θ relate to the sample material, we
perform a calculation similar to the cross-talk calculation in section 7.1.2. We make
use of flux conservation in closed superconducting loops, and current conservation
at vertices, and find the system of equations

0 = −LI1 − L0I2 + L0I3 + LI4

0 = −L0I2 − LI4 − 2(Li + Lw)Ii

I0 = I1 + I3; I0 = I2 + I4; I1 = I2 + Ii ,

(7.15)
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lock-in
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Chip
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I3
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Susceptibility Mode
Figure 7.7: Schematic of the noise-
o-meter in susceptibility mode. We
drive an alternating current I0
through the Wheatstone bridge,
which results in a finite current Ii
flowing through the input coils of the
front-end SQUIDs, if L ̸= L0. We
compare these currents with a lock-
in amplifier and calculate the com-
plex susceptibility χ′ + iχ′′ and the
magnetic flux noise produced by the
sample.

3Signal Recovery 7265 DSP Lock-In Amplifier, AMETEK GmbH, Rudolf-Diesel-Straße 16,
40670 Meerbusch, Germany.
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which we solve to get the relation

Ii(f, t) = I0(f, t)L − L0

2Ltot
= I0(f, t)χFL0

2Ltot
. (7.16)

Here, we introduced the total inductance Ltot = (L + L0)/2 + 2(Li + Lw) of the
circuit as experienced by Ii. We see that Ii is dependent on L, and thus on the
sample’s magnetic susceptibility χ. The latter is a complex quantity χ = χ′ + iχ′′

and describes the magnetic behavior of the sample. The real component

χ′F = 2Ltot

L0

Î0

Îi
cos(θ) (7.17)

is a measure for the number of magnetic moments orienting themselves in the mag-
netic field fast enough to be in phase with the continuously changing AC field. As
we elude to in chapter 2.2, this is dependent on a complex network of microscopic
interactions for a material such as Au:Er. The noise-o-meter now offers us a method
to probe these interactions by measuring the frequency and temperature dependence
of χ′ = χ′(f, T ). The imaginary component

χ′′F = 2Ltot

L0

Î0

Î
sin(θ) (7.18)

is caused by magnetic moments in close vicinity to a meander coil not orienting
themselves instantaneously with respect to the magnetic field generated by I0. Since
energy is temporarily stored in the spin system, χ′′ represents a loss. In fact, since
the total inductance Lb = 1/2 (L+L0) of the Wheatstone bridge becomes a complex
quantity, the bridge’s impedance Zb gains a dissipative component

Re(Zb) = Re (i 2πf Lb)
= Re (i πf (L + L0))
= Re (i πf (2L0 + L0(χ′ + iχ′′)F ))
= −πfL0χ

′′F .

(7.19)

Since χ′′ < 0, this corresponds to a real, positive resistance of the Wheatstone bridge
with a corresponding voltage noise

SV (f) = 4kBT Re(Zb) . (7.20)

It is important to understand what this quantity represents. The above equation is
a special case of the fluctuation-dissipation theorem - a general concept in statistical
physics, which links a fluctuating quantity, such as noise, with a dissipating quantity,
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such as resistance [Cal51]. The theorem states that they are directly proportional.
The microscopic origin of the two quantities is identical. Since in our case the
dissipative part originates from magnetic moments in close vicinity to the meander
coils, the noise in (7.20) consists of only magnetic flux noise. More precisely, it is
the magnetic flux noise that is distributed asymmetrically across the Wheatstone
bridge, since any symmetric component, such as magnetic moments in large-scale,
insulating SiO2 layers, would affect all meander coils equally and not cause a change
in Ii. Since the Wheatstone bridge is symmetric except for the sample material, by
measuring the imaginary part χ′′ of the susceptibility, we measure only magnetic flux
noise from the sample material.

In a final step, we transform the voltage noise into flux noise in the front-end SQUID.
Since SV (f) is created across the impedance Ztot = i 2πfLtot of the entire Wheatstone
bridge, we obtain the important relation

√
SΦ(f) = Mis

√
SV (f)
|Ztot|

= Mis

Ltot

√
kBTL0|χ′′|F

πf
. (7.21)

7.2 Experimental Set-up

As we discuss in the introduction to this chapter, the noise-o-meter has two central
applications: First, analyzing noise sources affecting a specific device, in our case
high temperature MMCs. Second, performing fundamental research, especially re-
garding 1/f magnetic flux noise. For this reason, we have developed two different
experimental set-ups to match the needs of these two applications. The first set-up
is designed to mimic an MMC environment as closely as possible, in order to find
noise sources affecting our detectors. Based on the material of the chip holder, we
call it the copper set-up. The second is designed to maximize the performance of the
noise-o-meter and has low background noise and a large temperature range. This
silver set-up is well suited to measure sample materials in general and determine
their magnetic flux noise. Both set-ups are based on the general layout in figure 7.2,
but differ in their concrete implementation, which we explain in this section.

7.2.1 Copper Set-up

A schematic of the noise-o-meter chip used for the copper set-up appears in figure 7.8.
The chip is based on a 3.2 mm × 3.2 mm × 250 µm high-purity silicon substrate. The
main structures consist of 250 nm thick niobium (red), which becomes supercon-
ducting below 9.2 K. The structures make up two separate, identical versions of the
experiment, one on the top and one on the bottom of figure 7.8. As a result, it is pos-
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Figure 7.8: Design of the noise-o-meter
chip used for measurements with the cop-
per set-up. Each chip features two identi-
cal superconducting circuits made of nio-
bium (red). Each Wheatstone bridge 1
consists of four meander-shaped coils 2 .
The entire chip is covered with insulat-
ing SiO2, except for areas marked with
blue hatching in the lower bridge. In the
upper bridge, Au:Er sample material (or-
ange) covers two meander coils. Bond
pads lead to the AC source 3 and to
SQUIDs 4 , 5 .

sible to measure two different sample materials during one cool-down of the cryostat.
This saves measurement time and allows the user to measure two samples in pre-
cisely the same environment. At the center of each section is the Wheatstone bridge
1 , consisting of four identical meander-shaped coils arranged in a square. Each

meander coil 2 consists of 50 lines with a width of 5 µm and a pitch of 10 µm. On
the left are bond pads to feed in the alternating current necessary for the operation
in susceptibility mode 3 , and on the right are bond pads for SQUID read-out 4 .
These are arranged to allow either for single channel read out or for cross-correlated
read-out. In the former case, we connect the SQUIDs directly to the left column of
bond pads 5 . In the latter, we connect the left column with the right column via
bonds, and then bond the SQUIDs to the right column of bond pads. The entire chip
and its circuitry, with the exception for areas marked in blue such as the bond pads,
is covered with sputtered SiO2. Sample materials must be deposited on opposite
meander coils. In figure 7.8, we see Au:Er (orange) deposited on the top Wheatstone
bridge, while the bottom bridge features holes in the SiO2 layer (blue hatching).
These holes act as a sample material in susceptibility mode, just as squares of SiO2

would, since only the asymmetry in the distribution of material is relevant.

Since the aim of the copper set-up is to mimic the environment of an MMC as
closely as possible, we place the chip on precisely the same experimental holder we
already presented in subsection 5.2.2. The chip has the same dimensions and bond
pad layout as Quasy-maXs, with the lines for the alternating current designed to run
through the same wires that the field and heater lines use in an MMC set-up. We use
the same front-end SQUIDs and SQUID arrays, the same read-out system, cryostat,
and shielding. Overall, the copper set-up allows for fast, representative, and easily
implementable measurements in a typical MMC environment, without the need to
add additional, or modify existing hardware such as wiring, SQUIDs, or shielding.
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Figure 7.9: Schematic of a noise-o-
meter chip designed for measurements
with the silver set-up. A single Wheat-
stone bridge 1 is fully covered with
SiO2 and asymmetrically covered with
Ag:Er sample material (green). Note
that, while in figure 7.8 the blue hatching
marks holes in the SiO2, it represents ac-
tual SiO2 structures, here. The Wheat-
stone bridge sits close to bond pads lead-
ing to the SQUIDs 2 and to bond pads
for the driving current 3 .

7.2.2 Silver Set-up

In the framework of the Bachelor’s thesis of Rui Yang [Yan23], we have developed
a second experimental platform designed for low-noise measurements of sample ma-
terials. Data on Ag:Er samples originate from this set-up. A noise-o-meter chip,
designed to work with the silver set-up, appears in figure 7.9. The silicon substrate
has dimensions of 3.2 mm × 3.2 mm × 380 µm. Microstructured on top is only one
Wheatstone bridge 1 , since the silver experimental holder only allows for read-out
of two SQUIDs. The dimensions of the meander-shaped coils are identical to those in
the copper set-up. Bond pads on the right 2 lead to the SQUIDs and bond pads for
the driving current are on the bottom 3 . Since high precision measurements always
require cross-correlation, the option to only use one read-out channel is omitted. In
exchange, the shorter bonding wires and lines leading to the Wheatstone bridge have
less inductance and a smaller enclosed area susceptible to magnetic stray fields. The
specific chip in figure 7.9 is set up for measuring a 5 µm thick Ag:Er sample with
an erbium concentration of xEr = 480 ppm (green), which we sputter-deposit on op-
posite coils. This requires the Wheatstone bridge to be covered symmetrically with
350 nm of SiO2 (blue hatching). This galvanically decouples the sample material
from the underlying niobium structures, while having a negligible noise contribution
in cross-correlation mode.

The experiment holder of the silver set-up is the modified body of a C3NT 01 type
noise thermometer [Fle20, Stä20]. A digital render in figure 7.10 shows the hardware
as it sits in the cryostat on the right. In the center, the shield is removed to display
further detail, with a zoomed section of the noise-o-meter and SQUID chips in the
top left. The main body of the set-up 1 is based on a high purity (5N) silver
cylinder with a diameter of 8 mm and a height of 50 mm. The upper half has a 1 µm
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Figure 7.10: Digital render of the silver set-up. In the cryostat, we mount the experiment
vertically and with a niobium shield, as is shown on the right. In the center, the shield is
removed to show more detail. A zoom of the chips appears in the top left. We explain the
different components 1 – 9 in the main text.

thick coating of superconducting niobium 2 . This prevents electric Johnson noise
from the silver coupling magnetically into our experiment. We shield from outside
stray fields using a tight-fitting niobium shell 3 . When performing a measurement,
we attach the silver body directly to the mixing chamber platform of the cryostat,
which results in excellent thermal contact. We then connect to the experiment
via a 10-pin plug4 4 . A circuit board 5 leads wiring to a front-end SQUID
chip 6 , which in turn sits in close proximity to the noise-o-meter chip 7 . The
driving current enters the experiment via superconducting wires made of a single
core of Nb/Ti in a Cu/Ni matrix 8 . We use two of the three wires of a twisted
triplet, where one wire remains as back-up. The triplet initially runs along a groove
in the back of the silver body, where it is embedded in a two-component epoxy
resin5. It reaches the front via a through-hole 9 . By bonding directly from the
sanded ends of the individual wires to the noise-o-meter chip, we obtain a completely
superconducting connection without any heating. The required SQUID amplifier

4cut from an SLR 2 050 G header by Fischer Elektronik GmbH & Co. KG. Nottebohmstraße
28, 58511 Lüdenscheid, Germany.

5LOCTITE®STYCAST 2850FT, Henkel AG & Co. KGaA, Henkelstraße 67, 40589 Düsseldorf,
Germany.



7.3. Calibration 101

modules are located in a separate housing (not shown here), which was previously
used for noise thermometers [Stä20].

Overall, the silver set-up allows for high precision noise measurements of sample
materials. In comparison to the copper set-up, it has better shielding from noise not
originating from the sample, due to the niobium coating of the silver body underneath
the SQUID and the noise-o-meter chip, and tight-fitting niobium shell. Additionally,
the silver set-up can reach lower temperatures, due to improved thermal contact
to the experimental platform of the cryostat and the alternating current running
exclusively through superconducting wiring. Finally, by reducing the set-up to the
strictly necessary components and operating only one Wheatstone bridge, it is more
compact and easier to install.

7.3 Calibration

A number of characterizations of different hardware components are necessary, in
order to perform the measurements we present in section 7.4. For cross-correlation
mode, this encompasses the analog-to-digital converter, and an experimental deter-
mination of the cross-talk. We also introduce cuts for the time traces, which allow for
even more accurate measurements even in noisy environments. Regarding suscepti-
bility mode, we demonstrate a calibration of the lock-in amplifier, and a method for
correcting for small manufacturing inaccuracies in the Wheatstone bridge. Finally,
we perform thermalization measurements using the silver set-up.

7.3.1 Analog-to-digital Converter

One central piece of room-temperature hardware in cross-correlation mode is the
analog-to-digital converter (ADC). In our set-up, we use a 16-channel SIS3316 digi-
tizer card6. In the read-out chain, this device is attached to Magnicon XXF-1 SQUID
Electronics7 and translates the analog output of the electronics into digitized 16 bit
integers. In the framework of noise-o-meter measurements, we performed a number
of tests on the ADC, in order to make sure that the resulting noise spectra are accu-
rate, reproducible, and consistent for different settings and across different hardware.
We summarize our most important results here:

• The input impedance RADC of the ADC determines, together with the output
impedance Vce = 50 Ω of the SQUID FLL-electronics, the fraction VADC/Vce =
RADC/(RADC +Rce) of voltage that drops off over the ADC In ‘high impedance

6Struck Innovative Systeme GmbH, Harksheider Str. 102, 22399 Hamburg, Germany.
7Magnicon GmbH, Barkhausenweg 11, 22339 Hamburg, Germany.
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mode’, in which we perform all our experiments, we measured RADC = 1080 Ω
[Hen23], meaning that this fraction is only 96 %. In order for our results to
be comparable to other hardware, we correct for this with a scaling factor
1/0.96 and thus plot the noise as if measured by an ADC with infinite input
impedance.

• The voltage range of the ADC is the maximum voltage that is accurately
converted into a 16 bit number, so the voltage that corresponds to a value
of 216 − 1. While the manufacturer states two possible settings with voltage
ranges of 2 V and 5 V, we measured these values to be 2.25 V and 5.2 V for our
device [Hen23]. We use the former setting for our noise measurements. Not
accounting for this fact would translates directly into a 12.5 % error in

√
SV .

• The ADC converts the continuous input voltage into discrete voltage values
representing individual time intervals with a certain sampling rate. Further
averaging of multiple consecutive samples occurs, which we call oversampling.
Finally, the sample length determines the length of the time trace. Our tests
show that a variation of these three values yields consistent results. However,
since these values influence the frequency interval we probe, noise from outside
this frequency range can cause aliasing effects and lead to deviations of around
2 % at the overlap point of two noise spectra with different frequency ranges.

After applying appropriate corrections, we were able to verify that noise spectra taken
with the ADC are consistent across different settings and that online evaluation using
the measurement software PAQS8 [Hen17] matches offline evaluation of time traces.
Additionally, the spectra fulfill Parseval’s theorem and match those obtained using a
stand-alone network analyzer9 to within the measurement accuracy of a few percent.

7.3.2 Quantization of Cross-talk

As we discuss in subsection 7.1.2, we are able to improve cross-correlated data by
mathematically reducing the cross-talk. As a prerequisite, however, we must quantify
the cross-talk ε. In a previous set-up involving cross-correlated noise read-out of a
noise thermometer [Stä20], an experiment was suggested, in which one drives current
through the feedback coil of the front-end SQUID and observes its cross-talk into
the second read-out channel. This is done by switching off the SQUIDs in the first
channel, meaning that FLL is disabled and no currents or voltages are applied to the
SQUIDs. Hence, the front-end SQUID acts as a perfect flux transformer between its

8Parallel data acquisition system, developed by Daniel Hengstler.
9SR770 FFT Analyzer from Stanford Research Systems, 1290-D Reamwood Avenue, Sunnyvale,

CA, USA.
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feedback and input coil. When applying a sinusoidal signal to the feedback coil of
the front-end SQUID of this first channel, it couples via the SQUID washer into the
input coil and reaches the second read-out channel, which is in its usual operational
state. A comparison of the magnetic flux signal of the two SQUID channels then is a
measure for the cross-talk. Performing such a measurement using the copper set-up
does yield values compatible with the 2 % estimation in subsection 7.1.2.

However, this amount of cross-talk is only an upper limit, since during a real cross-
correlated measurement, the front-end SQUID sits at its working point. It is not
fully superconducting and the finite complex impedance of the Josephson junctions
inhibits cross-talk. In fact, since the impedance is a function of the flux, we expect
the actual cross-talk to be dependent on the precise state of the SQUID and thus
not perfectly quantifiable. Thus, we only know that cross-talk is between 0 % and
2 % and we decide to choose a value of (1 ± 1) % for our calculations. Two further
points are of note:

• Since cross-talk originates from the feedback coil of the front-end SQUID, the
signal that is fed back is the inverse of the original signal. This corresponds
to an effective negative ε = (−1 ± 1) % in equation (7.14). As a result, the
cross-talk corrected data lies above the uncorrected data.

• In the silver set-up, we observe stronger cross-talk of ε = (−6±1) %. This value
is an estimation based on the fact that significant parts of the cross-correlated
noise become negative when assuming a cross-talk with an absolute value less
than 5 %, which would be unphysical. Since a measurement as mentioned above
does not show this additional cross-talk, it must occur via a different channel
than the input coils of the front-end SQUIDs. This topic is currently the main
open question regarding noise-o-meter measurements and further discussions
follow in section 7.5.

Overall, the large uncertainty in ε affects the accuracy of our data slightly, as is
apparent in figure 7.6, where data appears for ε = 0 % (red) and ε = −1 % (green).
We mention this uncertainty at the appropriate points in our discussion of data.

7.3.3 Time Trace Cuts

Prior to cross-correlation, we apply cuts to the time traces, similar to applying cuts
to pulses during data evaluation for MMCs. We remove time traces with a large
standard deviation, which is a sensitive test to find time traces with an overall drift,
such as we would expect for operation during a change of the bath temperature.
Similarly, we remove pulses with large peak-to-peak values, in order to not include
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Figure 7.11: Comparison of data before (red) and after (blue) applying time trace cuts.
The quality of the noise spectrum is greatly improved by this process. A small number of
noise peaks remain, such as at 50 Hz and harmonics, as these are present in all time traces.

time traces containing down-mixed cell phone signals or cosmic rays impacting the
set-up. Finally, we are also able to remove traces taken during certain time slots,
such as a small window surrounding a particularly large disturbance. Note that these
cuts only catch clear outliers, so that we are not artificially reducing the noise level
of our measurement beneath that of an ideal unperturbed set-up.

Filtering time traces allows the noise-o-meter to obtain clean data in relatively noisy
environments. Figure 7.11 shows a comparison from a measurement of SiO2 using
the copper set-up at 69 mK. Un-cut data from one read-out channel appear in bright
red and contain a number of different peaks below 1 kHz. These do not vanish in
the cross-correlated spectrum (dark red), since the noise originates from outside the
experiment and couples into both channels similarly. However, after applying all cuts
(blue), almost all peaks vanish, while the base noise spectrum remains unaffected.
A few peaks remain, such as 50 Hz and harmonics as well as 140 Hz, caused by the
rotary valve of the pulse tube cooler, since the corresponding noise is present in all
time traces and is thus not removable using this method.

7.3.4 Lock-in Amplifier

The main piece of hardware we use for susceptibility mode is the lock-in amplifier10.
In order to measure phase shifts with sub-degree accuracy, we perform a calibration
measurement. Using the internal signal generator, we send a signal to the feedback

10Signal Recovery 7265 DSP Lock-In Amplifier, AMETEK GmbH, Rudolf-Diesel-Straße 16,
40670 Meerbusch, Germany.
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Figure 7.12: Sources of phase shift
in susceptibility mode originating from
the experimental set-up. The calibration
measurement in black is the sum of four
different components.

coil of one of the front-end SQUIDs and record the phase shift θ with respect to the
output signal for different signal frequencies. Results appear in black in figure 7.12,
where a negative phase shift corresponds to the signal returning from the SQUID
lagging behind the original signal. Two things become apparent: First, the phase
shift is roughly proportional to the frequency. Second, on top of this proportionality,
there is a non-trivial frequency dependence in the order of a few degrees. Our analysis
shows that the observed behavior is the sum of four different effects:

• We trace the complex frequency dependence to the electronics in the lock-in
amplifier, since the same frequency dependence appears when directly con-
necting the output of the lock-in’s signal generator to it’s input (green). This
is a consistent, reproducible, frequency-dependent phase shift across all our
measurements.

• Within the lock-in’s electronics, we find a time delay causing the signal from the
internal signal generator to lag behind the signal returning from the experiment
by 136 ns (red). This causes an effective positive phase shift.

• The SQUID electronics have a bandwidth of 6 MHz, which we model as a 6 MHz
low-pass filter (blue)11.

• Cabling causes a finite time delay. We estimate the experiment to have a total
of 5 m of twisted pair Cu/Ni cable within the cryostat, and 5 m of cabling at
room temperature. The former has an impedance of about 120 Ω, from which
we estimate an inductance of Ltp = 19 nH. This results in a phase shift of
θtp = 2π tan−1(2πfLtp/Rtp), where Rtp ≈ 7 Ω is the resistance of the twisted

11We model the SQUID electronics as a low-pass filter of first order, which, for f ≪ 6 MHz is a
good approximation of the electronics’ more complex frequency cut-off.



106 7. Noise-o-meter - a Device to Disentangle Noise

pair inside the cryostat. For the 50 Ω coaxial cable at room temperature, we
measure a transmission speed of 0.67 c (with the speed of light c), leading to a
phase shift of 2πf · 5 m/c. The sum of these two components appears in yellow
in figure 7.12.

When adding all components, we obtain an overall phase shift matching the calibra-
tion measurement in black. We conclude that we have a good understanding of the
origin of the measured phase shift and are confident in correcting data accordingly.
Additionally, we perform a similar calibration for the relative amplitude, but the
effects on the data are less pronounced.

We briefly mention a number of lock-in-specific settings relevant for our measure-
ments. Most important is the integration time, which we set to be between 2/f and
10/f , but at least 2 s. This ensures an accurate measurement [Rei12]. Furthermore,
our tests show that we achieve best resolution when operating the lock-in amplifier
in SignalReference and DC mode for f < 1 kHz, and in VoltMeterMode and AC
mode for f ≥ 1 kHz. We refer the reader to documentation for detailed information
on these settings [Rec02]. The small discontinuity in Îi/Î0 of the order of 0.1 % at
f = 1 kHz vanishes after the calibration. Regarding the driving current I0, a higher
value leads to improved accuracy. However, we must also make sure that no heating
effects influence our results and that the slew rate of the SQUID’s FLL electronics
can follow fast enough not to produce artifacts. For different samples, we choose
values between 1 µA and 50 µA.

7.3.5 Asymmetry of the Wheatstone Bridge

Variations in the manufacturing process cause the meander-shaped coils to have
slightly different inductances. As a result, a finite fraction of the current I0 flows
through the input coils of the SQUIDs, even when operating without a sample ma-
terial. This asymmetry is unique for each individual chip and we must correct for it,
since it influences the measured χ′. For this reason, we use a Curie-Weiss fit, which is
a good approximation for the susceptibility of paramagnetic materials with interact-
ing magnetic moments, to extrapolate the measured χ′ to 1/T → 0. In this limit, the
susceptibility of our sample materials is reduced to a negligible diamagnetic compo-
nent, and most of the remaining χ′ must be due to asymmetry. Simply subtracting
this value from our data gives us the accurate susceptibility of the sample.

7.3.6 Thermalization of the Silver Set-up

As previously done for the copper set-up in subsection 4.2.2, we must analyze the
thermalization behavior of the silver set-up. Due to flux quantization and conser-
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ver set-up. Above 27 mK, the fit
(red) in equation (7.22) describes
data (black) to within 1 %. The low-
est temperature we reach is Tmin =
17.5 mK.

vation in closed superconducting loops, any stray magnetic field present in the ex-
periment as superconductivity establishes itself at T = Tc causes shielding currents
within the circuit. This includes current along the path leading through the input
coils of the front-end SQUIDs12. Without supplying an AC signal, we log the output
of a noise-o-meter with a Ag:Er sample while varying the temperature T of the cryo-
stat. Due to flux conservation, the temperature dependence of the susceptibility of
the Ag:Er changes the current Ii that flows through the input coils of the front-end
SQUIDs. Using Kirchhoff’s laws, we find

Ii = a

L0 + L
+ b = a

2L0 + χ′FL0
+ b , (7.22)

where a and b are unknown constants that depend on the flux penetrating the exper-
iment during cool-down. We then approximate χ′ with a Curie-Weiss law, which is a
good approximation for paramagnetic samples with interacting magnetic moments.
A full simulation of the magnetization, as done for Quasy-maXs in figure 4.3, is
not easily possible, due to the unknown magnetic field permeating the sample. In
figure 7.13, we fit the resulting function (red) to data (black) for T > 40 mK. Down
to 27 mK, the fit matches data to within 1 %, suggesting that the temperature of
the experiment matches T . The deviation at lower temperatures is consistent with
lacking thermalization. At lowest cryostat temperatures, we estimate the experiment
to have a temperature of Tmin = 17.5 mK.

12During normal operation we do not measure this current, since SQUIDs are only sensitive to
changes in flux.
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We conclude that when using the silver set-up, we are able to take reliable data down
to 27 mK, which is significantly lower than the 54 mK we reach with the copper set-up
(see subsection 4.3.2). Since for similar hardware, noise decoupling of the silver body
occurs at 300 µK [Stä20, Fle20], we believe that the thermal link between the noise-o-
meter chip and the silver body is the limiting factor. This is plausible, since thermal
contact is only of phononic nature. As a final note, we do not observe any heating
when applying an AC signal in susceptibility mode, since the wires made of Nb/Ti
in Cu/Ni and the entire signal path within the niobium shield is superconducting.

7.4 Experimental Results

We present here the results of experiments on three different materials commonly
used in MMCs: Au:Er, Ag:Er, and SiO2. In the following, we briefly introduce all
three samples and compare their noise spectra at a low temperature. There follows a
detailed analysis on each sample individually, including the temperature dependence
of the noise. At the end, we interpret the real part of the susceptibility and introduce
a model based on Debye relaxators. Note that when mentioning temperatures in this
section, we always refer to the temperature of the experiment that we deduce from
the cryostat temperature based on the thermalization curves in figures 4.3 (copper
set-up) and 7.13 (silver set-up).

7.4.1 Overview of Noise Data

In figure 7.14 appears an overview of the measured noise of all three samples at a
temperature of T = 43 mK. We show data obtained in cross-correlation mode (dots)
and data obtained in susceptibility mode (squares). As we discuss in subsections 7.1.2
and 7.1.3, the former is a measure for the overall noise in the noise-o-meter, not
including read-out noise. The latter measures only the magnetic flux noise of the
sample material. On the additional y-axis, we express the magnetic flux in the
front-end SQUID in units of the SQUIDs energy sensitivity εs = SΦ

Ls
with the washer

inductance Ls = 60 pH. This shows the sensitivity of the noise-o-meter, in that we
are able to measure noise beneath the quantum noise limit εs ≤ ℏ/2 of a front-end
SQUID, which is the theoretical resolution limit of a standard noise measurement
using a dc-SQUID in single channel mode, which has by far not been reached yet.

Au:Er. Noisiest of the three samples is the gold erbium alloy, which we deposited on
the noise-o-meter in a sputtering process. With a stylus profilometer13, we determine

13DektakXT from Bruker Corporation, 40 Manning Rd, Billerica, MA 01821, USA.
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Figure 7.14: Noise caused by the Au:Er (orange), Ag:Er (green), and SiO2 (blue) samples
at T = 43 mK. Dots represent the overall noise of the Wheatstone bridge measured in cross-
correlation mode, while squares show the magnetic flux noise measured in susceptibility
mode.

the Au:Er film to have a thickness of 2.58 µm. Magnetization measurements with a
commercial magnetometer14 at 2 K ≤ T ≤ 300 K and B = 1 T result in an erbium
concentration of xEr = (2480 ± 10) ppm. The latter is close to the erbium concentra-
tions in the sensor material of Quasy-maXs (2660 ppm) and Hot-maXs (2490 ppm).
We thus expect our results to be representative and immediately transferable to both
of our MMCs. Looking at the data, we see that both measurement modes produce
almost identical results. We conclude that for this sample, the overall noise in the
circuit consists almost entirely of the sample’s magnetic flux noise. Indeed, for such
a highly paramagnetic material, we expect the sample to dominate. In this regard,
the data confirm the functionality of the noise-o-meter. A detailed analysis follows
in subsection 7.4.2.

Ag:Er. Using the silver set-up, we measure the noise of a silver erbium sample
with a film thickness of 4.73 µm and an erbium concentration of (480 ± 10) ppm.
Similar alloys find application as a temperature sensor in many different experiments
[Boy18, Rei20, Sik20, Kim21], so a quantitative analysis of the magnetic flux noise
is of great interest. In general, we see a similar picture to the Au:Er sample, in
that the overall noise is dominated by magnetic flux noise caused by the sample.
At frequencies above 10 kHz, an additional white noise component is visible in the
cross-correlated data, which we attribute to Johnson noise of the sample. We discuss
this further in subsection 7.4.3.

14QD MPMSR XL by Quantum Design GmbH, Im Tiefen See 58, 64293 Darmstadt, Germany.
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SiO2. A different picture presents itself in the case of SiO2. This material is used
in many microstructured devices as an insulating layer, so too in Quasy-maXs and
Hot-maXs. Again, in order to obtain a result applicable to our MMCs, we perform
the noise measurement using the copper set-up. The thickness of the SiO2 is 440 nm.
However, for this sample, we leave two square holes in the wafer-wide SiO2 layer
over two opposite meander coils, instead of depositing the sample on the Wheatstone
bridge. For susceptibility mode, this is equivalent, as the same asymmetry is created
either way. In cross-correlation mode, we must consider contributions from sample
material in areas other than the Wheatstone bridge, such as the areas enclosed by
the wiring between the meanders of the bridge and the input coils of the front-end
SQUIDs. Looking at the data, we see a clear disparity between the measurement
modes. In fact, the sample’s magnetic flux noise is mostly a negligible component in
the overall noise in the circuit. The significantly lower level of magnetic flux noise is
not surprising, since in comparison to the other samples, the SiO2 does not contain
a large amount of strongly magnetic erbium. We measure here only dangling bonds
and impurities, such as trace magnetic ions from the sputtering process. We attribute
the additional noise in cross-correlation mode to symmetrically distributed sample
material and magnetically coupled Johnson noise, with further detail following in
subsection 7.4.4.

7.4.2 Noise of Au:Er

In our quantitative analysis of the Au:Er data, we begin with the previously pre-
sented measurement at T = 43 mK, which appears in pale orange and pale blue
in figure 7.15. As discussed, cross-correlation mode and susceptibility mode yield
similar results and we conclude that almost the entire noise in the Wheatstone
bridge is magnetic flux noise from the erbium. The noise follows a 1/f -like shape,
matching the erbium noise previously observed in MMCs [Fle03, Dan05, Pie12]. A
fit of the form SΦEr(f) = SΦEr(1 Hz) (f/Hz)α to the noise measured in suscepti-
bility mode matches data well and appears in black. As fit parameters, we find√

SΦEr(1 Hz) = (13.1 ± 0.4) µΦ0/
√

Hz and α = −1.00 ± 0.03, where the uncertain-
ties are based on fits to multiple measurements between 40 mK and 60 mK, as well
as uncertainty regarding the precise temperature of the experiment. Note that an
inaccurate value for the temperature directly impacts the noise amplitude in suscep-
tibility mode, since according to equation (7.21),

√
SΦ ∝

√
T .

In order to transfer the measured erbium noise to Quasy-maXs, Hot-maXs, and other
devices, we must normalize our data by the amount of erbium and the geometry of



7.4. Experimental Results 111

Figure 7.15: Data of noise measurements on Au:Er using cross-correlation mode (orange
circles) and susceptibility mode (blue squares). At low temperatures, data of the two
modes match well, and are well described by a 1/f fit (black). At high temperatures, the
kinetic inductance of the aluminum bonds, and magnetic Johnson noise influence results.

the noise-o-meter. Following equation (6.12), the erbium noise is

SΦ,Er(f) = 2 ·
(

δΦs,m

δΦm

)2

· µ2
0⟨G2⟩
p2 NEr Sm,1/f (1 Hz) ·

(
f

1 Hz

)α

, (7.23)

where the additional factor of 2 is necessary, since we have two sample-covered coils
in parallel. Furthermore, the flux coupling factor δΦs,m/δΦm = (0.96 ± 0.03) %
between the SQUID and a meander coil based on equation (7.11) translates the
magnetic flux noise in the meander coil into flux noise in the front-end SQUID.
The uncertainty originates from uncertainties of the involved inductances. Using
finite element methods (see section 3.1), we find ⟨G2⟩ = 0.27. The pitch p is 10 µm,
and the number of erbium ions, as determined from concentration and volume, is
NEr = 9.44 × 1013. These quantities have negligible uncertainties. Inserting our fit
parameters, we find the important result

Sm,1/f (1 Hz) = (0.115 ± 0.006) µ2
B

Hz and α = −1.00 ± 0.03 (7.24)

for the erbium noise of high concentration Au:Er at low temperatures. The quantity
Sm,1/f (1 Hz) represents the magnetic flux noise per erbium ion, where µB is the Bohr
magneton. Our result matches an unpublished value of ∼ 0.12 µ2

B/Hz [Hof12], and
is slightly higher than the previous best estimate of ∼ 0.1 µ2

B/Hz [Fle09a], but likely
lies within the error margin of that measurement.
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We now consider data at higher temperatures. In cross-correlation mode, we observe
an additional temperature-dependent noise component between 10 Hz and 104 Hz
with a characteristic low-pass shape. We attribute this to magnetic Johnson noise
caused by the experimental holder, generating fluctuating magnetic fields in the
area enclosed by the bonding wires between the noise-o-meter and the front-end
SQUIDs. Since this noise component is more clearly visible in the SiO2 data, we
defer a discussion to subsection 7.4.4. Regarding Johnson noise from the sample
material itself, we would expect a white noise component with an amplitude of
0.019 µΦ0/

√
Hz, according to equation (6.9). This is obscured by erbium noise.

The noise measured in susceptibility mode is almost temperature independent for
f > 10 Hz and T ≤ 176 mK. This is in accordance with previous measurements,
which found erbium noise to be temperature independent up to 4.2 K [Fle03]. We
do, however, see a temperature dependence at low frequencies and high temperatures.
The kinetic inductance of the aluminum bonding wires is a likely cause, which can
become relevant above roughly Tc/10 = 120 mK. A potential upgrade to the noise-o-
meter, in which niobium bonding wires replace the aluminum wires, could diminish
this effect, since the critical temperature of niobium is larger by a factor of eight.

7.4.3 Noise of Ag:Er

In the framework of the Bachelor’s thesis of Rui Yang [Yan23], we have measured
the noise of a Ag:Er sample using the silver set-up. The corresponding data appear
in figure 7.16. At T = 23 mK, data obtained in susceptibility mode (blue) follow a
general 1/f -like shape. Since we expect erbium noise to dominate the magnetic flux
noise, this is not surprising. A fit (black) as in equation (7.23) describes the data
well. The sample height of 4.73 µm, erbium concentration of xEr = 480 ppm, and
420 nm thick insulating SiO2 layer, results in ⟨G2⟩ = 0.17 and NEr = 3.5 × 1013. The
flux coupling factor δΦs,m/δΦm = (1.02 ± 0.03) % is slightly altered, due to shorter
bonding wires. We find fit values of

Sm,1/f (1 Hz) = (0.0175 ± 0.0009) µ2
B

Hz and α = −0.856 ± 0.014 (7.25)

for low-concentration Ag:Er at MMC-typical temperatures of 21 mK to 31 mK. A
slight temperature dependence in the data is further explored elsewhere [Yan23].

These results are incompatible with results obtained for Au:Er, both here as well as
in literature [Fle09a], where a 6.6-fold higher noise per erbium ion at 1 Hz was found.
We conclude that the current model of erbium noise does not apply to our Ag:Er
sample. An explanation of our results becomes possible with additional information
on the dynamics of the magnetic moments, which we discuss in subsection 7.4.7.
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23
23

Figure 7.16: Results of noise measurement on a Ag:Er film using the silver set-up.
Data from susceptibility mode (blue) follow a 1/f shape (black), while data from cross-
correlation mode (orange) feature an additional white noise component. A sum of erbium
noise and Johnson noise from the sample describes data well (gray).

For now, we continue with data obtained with cross-correlation mode, which appear
as circles in figure 7.16. Comparing data at T = 23 mK to those from susceptibility
mode for f < 5 kHz, we see that the slope is identical. This suggests that in this
region, magnetic flux noise is the only relevant noise component. However, data from
cross-correlation mode lie ∼ 25 % higher than data from susceptibility mode. This
is likely in part magnetic flux noise from the symmetrically distributed insulating
SiO2 layer between meander coils and sample. As we show in the following subsec-
tion 7.4.4, such a noise component has a similar slope of α = −0.88. However, we
cannot exclude that some of this difference may also originate from the abnormally
high cross-talk we observe for the silver set-up, which we are not able to account
for perfectly using mathematical cross-talk correction. We believe that a slightly
different cross-talk model from that described by equation (7.13) may lead to more
accurate results, but this would require a better understanding of potential cross-talk
paths. Currently, the topic of cross-talk is the largest potential area of improvement
for the silver set-up, and we discuss our plans in this regard in section 7.5.

One important observation we make for data from cross-correlation mode at medium
frequencies of 10 Hz – 1 kHz is that the additional noise component seen in Au:Er
data is not present. For samples measured with the copper set-up, we attribute
such a component to Johnson noise from the experimental platform. In contrast to
the copper set-up, the silver set-up features an additional layer of superconducting
niobium, specifically to suppress any magnetic coupling between the experiment and
the metal beneath. Our data show that the procedure of niobium coating is effective
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in reducing magnetic Johnson noise, and confirm that in the other two samples, such
noise does indeed arise from the copper beneath the chip.

At high frequencies, above 1 kHz, an additional white noise component appears in
data obtained in cross-correlation mode. We believe this to be in part electric John-
son noise of the sample, which couples magnetically into the meander-shaped coil
beneath. Equation (6.9), which is based on simulations [Pie12], gives us an estimate
for the expected amplitude of such a noise component. We insert A = 2 · (500 µm)2,
p = 10 µm, z = 350 nm, and d = 5 µm, as well as ρ = 11.4 × 10−9 Ωm for sputtered
Ag:Er with RRR = 2.4 [Hen17]. However, we must include an additional factor of
2.0, so that when adding this component to the 1/f noise discussed above, we obtain
the gray lines in figure 7.16, which describe data well. This factor of two might come
from an incorrect cross-talk estimation, or from an inaccuracy in the derivation of
equation (6.9). However, we can be sure that this white noise is at least in part of
physical nature, as supported by its temperature dependence.

Since present MMCs comprise a paramagnetic sensor sitting on top of a meander-
shaped pick-up coil in just this way, this noise component is present in all MMCs.
However, since white SQUID noise is typically dominant at high frequencies, Johnson
noise from the sensor is typically hidden. Our data is, to our knowledge, the first
time this noise component has been observed.

7.4.4 Noise of SiO2

As a final sample, we present here results from measurements on SiO2. Data from
susceptibility mode at T = 43 mK appear in blue in figure 7.17. As seen for the
other samples, the magnetic flux noise has a 1/f -like shape, and is well described
by a fit of the form SΦSiO2

(f) = SΦSiO2
(1 Hz) (f/Hz)α (black). The fit parameters are√

SΦSiO2
(1 Hz) = 1.65 µΦ0/

√
Hz and α = −0.88. If we assume that the magnetic flux

noise originates from erbium with Sm,1/f (1 Hz) = 0.115 µ2
B

Hz we can calculate an effec-
tive erbium concentration using equation (6.12). With a sample height of 440 nm
and ⟨G2⟩ = 0.81, we find an atomic concentration of 57 ppm erbium-equivalent im-
purities. More likely, however, is that the magnetic impurities consist mainly of
dangling bonds. To first order, the impurity concentration then scales with the ra-
tio of the impurities’ magnetic moments. For example, if attributing the noise to
dangling bonds with spin 1/2 and a g-factor of 2, instead of Er3+ with S̃ = 1/2
and g̃ = 6.8 (see section 2.2), the concentration is around 200 ppm. We believe that
with this measurement, we are around a factor of three above the resolution limit of
susceptibility mode, as determined by calibration measurements. At temperatures
around ∼ 70 mK, we are no longer able to measure magnetic flux noise of SiO2.
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Figure 7.17: Measured noise of an SiO2 sample. Low temperature data from susceptibility
mode (squares) follow a 1/f shape (black). Noise data from cross-correlation mode (dots)
are well described by a combination of 1/f noise and magnetically coupled Johnson noise
for all temperatures.

Data from cross-correlation mode (orange) feature an additional noise component,
which is especially prevalent between 10 Hz and 104 Hz. We believe this to be mag-
netic Johnson noise caused by the copper experimental holder generating fluctuating
magnetic fields in the area enclosed by the bonding wires between the noise-o-meter
chip and the front-end SQUID chip, but mitigated by the skin effect. A number of
qualitative arguments support this theory:

• According to equation (6.6), electric Johnson noise scales with S ∝ T . The
data in figure 7.17 shows the same scaling. Furthermore, this type of noise is
known to couple magnetically into superconducting microstructures [Ens00,
Bey07], and we are susceptible to it in cross-correlation mode, but not in
susceptibility mode.

• The copper experimental holder is the most likely source of the Johnson
noise, since we observe almost identical noise in our Au:Er measurements (see
figure 7.15), in which we use the same copper holder. We do not, however,
see it in the silver set-up (see figure 7.16), which features a superconducting
niobium layer deposited on the main silver body, preventing magnetic coupling.

• The skin effect explains the low-pass behavior of the observed noise compo-
nent. Matching our data, it is independent of temperature.

• We believe that the noise couples magnetically via the bonding wires to our
experiment. According to equation (6.9), direct coupling to the Wheatstone
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bridge’s meander coils would be too weak, due to their highly gradiometric
geometry. We excluded coupling to a different part of the noise-o-meter chip
in an additional experiment, in which we deposited a superconducting niobium
layer on the back of a noise-o-meter chip. This did not remove the additional
noise component. Noise coupling to the front-end SQUIDs, or to a device later
in the read-out chain, would not be visible in cross-correlation mode. This
leaves the bonding wires, which enclose a comparatively large area and are
thus a likely candidate.

Following derivations in literature [Var84, Rot98], we fit our data with a function of
the form√

SΦ,fit(f, T ) =
√

SΦ,J(f) + SΦ,1/f (f)

=

√√√√A2
J

T

1 K

(
1 + 2 f

πfc

)−γ

+ SΦ,1/f (1 Hz)/f 0.88 .
(7.26)

This formula is a combination of Johnson noise SΦ,J with a plateau noise level defined
by A2

J, a low-pass with a cutoff frequency fc and exponent γ due to the skin effect,
and a 1/f component SΦ,1/f . Regarding the 1/f component, we fix the exponent
to α = −0.88, which we measured above for the magnetic flux noise of SiO2. The
amplitude, however, may differ and remains a fit parameter, since any symmetric
distribution of SiO2 contributes in cross-correlation mode, but not in susceptibility
mode. Our fit parameters are AJ = 2.9 µΦ0/

√
Hz, fc = 143 Hz, γ = 1.19, and√

SΦ,1/f (1 Hz) = 2.16 µΦ0/
√

Hz. Inserting these values into equation (7.26), together
with temperatures of 43 mK, 99 mK, 176 mK, and 800 mK, results in the gray curves,
which match our data well for f ≤ 104 Hz.

We briefly verify that these values are consistent with our theory stated above.
Inserting the cut-off frequency into equation (6.11) describing the characteristic skin
depth δ, we find δ = 0.42 mm, when assuming an electric resistivity ρCu = 10−10 Ωm
(RRR ≈ 150) for copper. The thickness of the copper holder is d = 3.3 mm at
the position the chips are glued to. Considering that a drop-off in noise starts at
frequencies below fc, the explanation of skin-depth limited noise is feasible. However,
at similar frequencies, we also expect to be limited by the extent of the respective
noise current modes [Bey07], but this effect is hard to quantify at z ≈ δ, where
z ≈ 300 µm is the distance between the copper platform and the bonding wires.
Overall, both the cut-off frequency and the exponent γ are comparable to noise
found in a similar set-up [Bey07].
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Regarding the low frequency limit of this noise, we expect, according to equa-
tion (6.10), an amplitude of

√
SΦ,J(1 Hz) = AJ

√
T

1 K = δΦs

δΦexp

√
µ2

0kBTσd

8πz2 · A2 . (7.27)

Here, the coupling factor translates flux Φexp coupling into the relevant part of the
experiment, in this case the superconducting loop including the bonding wires, to
flux Φs in a front-end SQUID. Mathematically, this is the same value of 2 % that
we calculate in subsection 7.1.2 for cross-talk between read-out channels. The only
unknown at this point is the effective area A of the bonding wires. Note that we must
only consider the area between the two central bonds, since the gradiometric layout
causes flux in other areas to cancel out. A reasonable value of A = 70 µm × 240 µm
results in the observed AJ = 2.9 µΦ0/

√
Hz.

Finally, the 1/f noise component we observe in cross-correlation mode is slightly
higher than in susceptibility mode. This suggests additional 1/f noise with an
amplitude of ∼ 1.4 µΦ0/

√
Hz originating from symmetrically distributed material.

Above 104 Hz, we observe an apparent white noise component, which is in the order
of 0.04 µΦ0/

√
Hz. Unlike the similar noise we observe for Ag:Er, this component

is temperature independent and thus unlikely to be some form of Johnson noise.
Instead, we believe this to result from an inaccurate estimation of the cross-talk
ε = −1 %, which affects low noise data strongest. Interestingly, choosing a value
of ε = 0 results in data matching the fit almost perfectly. However, we have no
method of confirming that cross-talk is indeed negligible and choose to display the
more conservative estimate of ε = −1 % here.

7.4.5 Real Part of the Susceptibility of SiO2

Of the data we measure in susceptibility mode, we have, so far, only considered the
imaginary part χ′′ of the complex AC susceptibility. However, the real part χ′ is
of great interest as well, as we demonstrate in this section. Since we only obtain
χ′F from equation (7.17), the first step is to calculate the filling factor F , which
is the fraction of the magnetic field energy Emag inside the sample volume with
respect to the total magnetic field energy. Using finite element methods we discuss
in section 3.1, we simulate a test current I flowing through a meander coil with
inductance L0 and calculate the resulting magnetic field distribution B(x⃗). With

F = Emag, sample

Emag, total
=
∫

Vsample
1
2

B2

µ0
1
2L0I2 , (7.28)
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Figure 7.18: Real part of the susceptibility of SiO2 as a function of frequency and
temperature.

we find filling factors of FAu:Er = 31.7 %, FSiO2 = 16.5 %, and FAg:Er = 38.0 %. As a
result, we are able to calculate the real part χ′ of the susceptibility.

We begin our analysis of χ′ with data for SiO2, which appear in figure 7.18 as a
function of frequency. The susceptibility is largest for lowest temperatures, which
is in accordance with the Curie law. Regarding the frequency dependence, data
at different temperatures show different behavior. Consider first low temperature
data at T = 43 mK, where χ′ decreases monotonously with frequency. In order to
understand this, imagine a simple model, in which each magnetic moment i with
mi = |mi| in the sample is a Debye relaxator with a certain relaxation time τr,i

and an associated characteristic frequency fr,i = 1/2πτr,i. We assign each an effective
magnetic moment

mi,eff(f) = mi

1 +
(

f
fr,i

)2 , (7.29)

which is dependent on the frequency f we probe the system at. This relation ex-
presses that relaxators may only contribute to the susceptibility if f ≲ fr,i, while
not contributing at f ≫ fr,i. Such a frequency dependence is shown in figure 7.19,
where the contribution to χ′ of an exemplary magnetic moment appears in black. In
a system of 50 Debye relaxators (red) with equal magnetic moment m but ran-
dom characteristic frequencies, we find an overall real part of the susceptibility
(gray) that decreases monotonously with increasing frequency. This matches the
observed frequency dependence of our low temperature data. Consider now data at
a slightly higher temperature of T = 58 mK. Here, the susceptibility decreases only
for f ≳ 100 Hz. In our model of Debye relaxators, this corresponds to a non-uniform
distribution of relaxation times τr,i, specifically to a distribution with a maximum
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example relaxator
Debye relaxators

Figure 7.19: Model of 50 Debye relaxators with random relaxation times.

relaxation time τr,max = (2π · 100 s−1)−1 ≳ τr,i. For even higher temperatures, the
maximum relaxation time is lowered further. In general, our model allows us to
deduce a distribution of relaxation times from the frequency dependence of the real
part of the susceptibility.

We are now able to interpret our data. At lowest temperatures, we see that χ′ halves
when going from 1 Hz to 100 kHz. This strong decrease is due to the fact that the
relaxation channel is phonon-dominated and hence only few magnetic moments can
align with the magnetic field at high frequencies. When increasing the temperature,
more phonons are available and the relaxation times decrease, leading to a lower
τr,max. Together with an overall reduction in contributing moments according to
the Curie law, the result is a shoulder in the graph that moves to larger frequency
and lower χ′ as temperature increases. At highest temperatures, the maximum
relaxation time moves outside our measurement range, and χ′ appears to become
roughly constant. Slight drifts in the data in the order of 2 × 10−4 are most likely
due to calibration inaccuracies and show the resolution limit of the noise-o-meter.
We believe that a currently planned upgrade of the lock-in amplifier will reduce this
effect.

7.4.6 Real Part of the Susceptibility of Au:Er

Data from our measurements on Au:Er appear in figure 7.20. We observe an overall
significantly higher susceptibility, due to the large number of erbium ions, which
increases as temperature decreases, as the Curie law projects for paramagnetic sam-
ples. The frequency dependence is significantly less pronounced, since the magnetic
moments in Au:Er exchange energy fast with electrons and can mostly contribute
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Figure 7.20: Real part of the susceptibility of Au:Er as a function of frequency and
temperature.

to χ′ even at f = 100 kHz. In fact, for T ≤ 69 mK, we find to good approxima-
tion χ′ ∝ −log(f), with the susceptibility decreasing by around 15 % between 1 Hz
and 100 kHz. We conclude that the characteristic frequencies must be distributed
logarithmically in Au:Er with less than 15 % lying in our measurement range.

We gain further insight into the magnetic nature of Au:Er by combining the real and
imaginary part of the susceptibility. Consider a spin glass, in which magnetic mo-
ments are frozen in random orientations, when beneath a certain spin glass freezing
temperature Tg. One main feature of this class of material is a broad distribution of
relaxation times and a frequency independent χ′′. Given these properties, equation

χ′′ = π

2
∂χ′

∂lnf
, (7.30)

which we first introduced in section 6.4, relates the real part χ′ of the magnetic
susceptibility to the imaginary part χ′′. Since we have access to both χ′ and χ′′, we
can test if equation (7.30) holds for our data. In figure 7.21, we plot both sides of the
equation using Au:Er data. Dots represent the measured imaginary susceptibility,
and lines the scaled derivative π

2
∂χ′

∂lnf
of the measured real part of the susceptibility.

The results match closely for all frequencies and temperatures, leading us to the
conclusion that the sample acts magnetically similar to a spin glass.

For the Au:Er sample, a complete picture now forms. We measured the 1/f noise
to have an exponent of α = −1.00, which, according to equation (7.21), is the result
of a frequency independent χ′′. Our analysis of the real part of the susceptibility
shows a wide distribution of relaxation times. They are spaced logarithmically,
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Figure 7.21: Measured imaginary susceptibility (squares) of Au:Er at different frequen-
cies and temperatures. Superimposed in lines are values for χ′′ calculated from χ′ via
equation (7.30).

which, incidentally, is consistent with Néel’s superparamagnetic cluster model for
spin glasses [Nee49]. The frequency dependencies of χ′ and χ′′ are consistent with
equation (7.30), and indeed the data support this relation. However, our Au:Er
sample is not a spin glass at the temperatures we perform our experiments, since Tg

lies well below 1 mK [Fle00]. Instead, these properties are a result of the complex
magnetic interactions present in the material, which we discuss in section 2.2. They
create a wide range of energy levels [Her22], as well as clusters of locked magnetic
moments.

7.4.7 Real Part of the Susceptibility of Ag:Er

With a good understanding of our Au:Er sample, we now consider the results of
measurements on Ag:Er. The real part of the susceptibility appears in figure 7.22
for different temperatures and frequencies. As for the other samples, χ′ decreases
with increasing frequency, however less strongly. For T = 43 mK, the drop is ∼ 7 %
between 1 Hz and 100 kHz, which is half as much as in Au:Er. Also, the decrease of
χ′ is not logarithmic in f , and instead occurs predominantly at higher frequencies.
In fact, there is only a 1.3 % change in susceptibility between 100 mHz and 100 Hz.
We must conclude that almost no Debye relaxators have long relaxation times in the
range of milliseconds or seconds. Furthermore, the lack of a logarithmic spacing of
fr,i indicates that superparamagnetic clustering is not relevant. Overall, the mag-
netic nature of our Ag:Er differs significantly from that of the Au:Er sample.
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Figure 7.22: Real part of the susceptibility of Au:Er as a function of frequency and
temperature.

In order to understand the different behavior of the Au:Er and Ag:Er samples, we
consider the two main differences between the materials: the erbium concentration
and the noble metal. In our Au:Er, the erbium concentration xEr is around five
times higher. As a result, the average distance r between erbium ions is 3

√
5 ≈ 1.7

times smaller in the Au:Er sample than in the Ag:Er sample. Since both the dipole-
dipole interaction (see equation (2.5)) and the RKKY interaction (see equation (2.7))
contain an r−3 component, the concentration difference alone would lead to erbium-
erbium interactions being five times stronger in the Au:Er sample. However, this is
offset by roughly half, due to the scaling parameter ΓRKKY/Γd-d being around 2 − 3
times larger for erbium in silver than in gold. We are left with erbium-erbium
interactions differing by around a factor of two. This may contribute to the different
magnetic behavior of the two samples, especially pertaining to the formation of
superparamagnetic clusters [Her22].

An important difference between silver and gold is the presence of nuclear moments.
In Au:Er, the 100 % abundant 197Au has a nuclear spin I = 3/2 and a strong nu-
clear electric quadrupole moment of 0.55 b [Pow74]. If the quadrupole experiences
a non-cubic electric field gradient, the formerly degenerate energy levels split up.
In an fcc lattice, this may arise from erbium ions locally deforming the otherwise
symmetric lattice. Experimental evidence for this effect comes from specific heat
measurements [Her00] and from MMCs, where an additional rapid decay channel
with τr ≈ 100 µs − 1 ms exists in systems using Au:Er [Ens00]. Replacing gold with
silver, whose two stable isotopes both do not have a nuclear quadrupole moment,
removes the additional decay channel [Fle03]. It is possible that the magnetic sus-
ceptibility might be similarly affected, if the gold nucleus enables additional decay
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channels for the relaxation of 4f electrons of the erbium. We would expect relaxation
times to be in a similar order of magnitude to those observed in MMCs, which would
mean characteristic frequencies 1/2πτr in the order of hundreds of Hz.

Independent of the physical origin of the distribution of relaxation times, the mea-
surement of the distribution goes a long way in explaining the differing magnetic flux
noise in our Au:Er and Ag:Er samples. As we discuss in subsection 7.4.6, our Au:Er
has a logarithmic distribution of τr,i, which corresponds to 1/f noise with α = −1. In
comparison, for Ag:Er, the distribution of relaxation times is not logarithmic and the
magnetic flux noise has a different frequency dependence. Specifically, we find only
a small amount of Debye relaxators with long relaxation times, and a comparatively
large amount with short relaxation times (see figure 7.16). Since each relaxator con-
tributes to magnetic flux noise primarily at its inverse relaxation time, this results in
comparatively low noise at low frequencies and high noise at high frequencies. The
effect is a less extreme slope of α = −0.86 (see section 7.4.3).

As a final point, we discuss the impact our results have on the understanding of
erbium noise in MMCs. Of interest is in particular the amount of erbium noise per
erbium ion, since the number of ions is a rough estimate for the amount of signal we
obtain upon temperature change. Ideally, this ratio is as low as possible. At 1 Hz,
we observed 6.6 times less noise power per erbium ion in our Ag:Er sample than in
the Au:Er sample. Due to the difference in α, this ratio decreases as the frequency
increases. In fact, at around 8 kHz, the noise per erbium ion is identical for both
samples. For even higher frequencies, noise per ion is larger in the Ag:Er than in the
Au:Er.

The question remains, which of the two variants is preferable. Looking at a noise
spectrum of an MMC, such as that of Quasy-maXs in figure 4.9, we notice that at low
frequencies, erbium noise is the dominant noise component. On the other hand, read-
out noise dominates at f ≳ 3 kHz. A reduction of erbium noise at low frequencies
would thus lower the overall noise there, while the accompanying increase of erbium
noise at high frequencies would barely influence the noise spectrum. In general, it
is thus preferable to use an erbium alloy with low magnetic flux noise at 1 Hz and
a comparatively flat slope, which, in our case, is the Ag:Er alloy. Unfortunately, its
erbium concentration is too low for our applications. It is thus intriguing to learn
more about the microscopic mechanism, which defines the slope of the erbium noise,
since a high concentration, low |α| sensor would greatly benefit magnetic micro-
calorimeters with reduced cooling requirements.
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7.5 Improvements and Future Experiments

In this thesis we have developed the noise-o-meter to be a functioning experiment
and have demonstrated its capabilities on measurements of first samples. For the
next phase, we suggest implementing a number of improvements:

• The biggest open question is the topic of cross-talk in cross-correlation mode.
We have observed different apparent amounts of cross-talk in the copper set-
up and the silver set-up, with cross-talk in the latter exceeding the expected
maximum value that may occur via the front-end SQUID input coils. This sug-
gests other cross-talk channels, which requires us to rethink the mathematical
cross-talk correction, in particular equation (7.13). A first step is a sample-
free measurement with the silver set-up, where the lack of Johnson noise from
the sensor should give us a precise measure for the amount of cross-talk at
high frequencies. Further experiments could probe for individual cross-talk
channels. One example would be repeating the measurement we explain in
subsection 7.3.2, where we apply a signal to the feedback coil of one SQUID
and measure the signal in the other SQUID, but remove the washer of the
former SQUID. This would check for direct coupling between feedback coil and
input coil. If we instead remove the noise-o-meter chip, we measure cross-talk
between the read-out channels, which is not transmitted via the input coils.

• Replacement of the lock-in amplifier may remove the poorly understood time
delay and small, but relevant, complex frequency dependence we observe when
measuring phase shifts (see figure 7.12). This should improve resolution in
susceptibility mode, and make inaccuracies in calibration measurements less
impactful.

• An improvement when measuring the real part of the susceptibility would be
to replace the aluminum bonding wires with niobium bonding wires. Their
significantly higher critical temperature of 9.2 K would allow for accurate mea-
surements up to much higher temperatures.

• In order to expand the possible temperature range downward, we must im-
prove the thermalization of the noise-o-meter chip. Thinkable are additional
thermal links, such as gold bonds from the top of the noise-o-meter chip to a
heat bath, or a clamp pressing down the chip from the top.
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Looking further, a wide variety of future experiments present themselves, a selection
of which we introduce here:

• An immediate follow-up experiment is further investigation of erbium noise.
Our experiments so far have shown significant differences between low con-
centration Ag:Er and high concentration Au:Er. Currently, it is not obvious
whether the concentration or the different noble metal causes a larger effect,
with possible explanations existing for either. While older measurements with
significantly lower erbium concentrations also suggest α = −1, these exper-
iments did not disentangle magnetic flux noise from read-out noise and a
repeat measurement would be helpful. Thus, measurements of either high-
concentration Ag:Er or low-concentration Au:Er would likely illuminate the
situation. Thinkable is also measuring a Ag:Er alloy containing 167Er, since
the isotopic composition of our two samples is a further difference between
them. Overall, a detailed understanding of erbium noise could lead to an im-
mediate improvement of all future MMCs.

• The noise-o-meter allows for efficient process development. One example
is the minimization of noise from insulating SiO2 layers by modifying manu-
facturing parameters. Such an experiment requires only two micro-fabricated
layers, niobium and the SiO2, and results can be available within one week.

• Instead of applying sample materials, we can also modify the supercon-
ductor of two opposite meander coils and check for variations in the noise.
Thinkable, for instance, is selectively loading the niobium with hydrogen, as
previous experiments indicate that hydrogen could be a source of magnetic flux
noise in SQUIDs [Kaa20].

• Currently under development is a noise-o-meter chip designed for macroscopic
samples. The wiring is modified, so that the meander coils to which we apply
the sample, are located next to each other on the chip instead of diagonally.
As a result, we can clamp a single chunk of a macroscopic sample across two
meander coils. This opens the possibility for us to measure samples, which
cannot be deposited in a sputtering process. An example are complex heavy
fermion systems, which must be grown by molecular beam epitaxy [Bak22].

• The Wheatstone bridge does not necessarily have to consist of meander coils.
Instead, the coils may be replaced by entire devices, such as qubits or
SQUIDs. Then, by modifying two opposite devices, we can determine if the
modification may improve the performance of the device. The only restric-
tion is that the modification must impact the device’s inductance in some way.
Note that for a set-up using a device with a small base inductance L0 such as a
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SQUID, it follows from equation (7.12) that cross-talk may become significant.
In that case, it may be better to connect the two front-end SQUIDs in parallel,
which modifies equations (7.10) and (7.11) to be

δΦs,m,par = Min
δΦm

4L0 + 2(Li + Lw) ≫ δΦs,m and

δΦs,x,par = Min
δΦi,X

(Li+Lw)2

L0
+ 2(Li + Lw)

≪ δΦs,X .
(7.31)

Overall, we believe that experiments with the noise-o-meter have only just begun.
With capabilities ranging from noise analysis in a specific experimental set-up, to
measuring the complex susceptibility and magnetic flux noise of samples, and finally
to unveiling the microscopic magnetic nature of materials, our list of experiments
above is likely only a small part of possible future applications.
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Magnetic micro-calorimeters (MMC) are cryogenic particle detectors typically op-
erated at around 20 mK. When a particle, often an X-ray, impacts the device, the
temperature increase leads to a change in magnetization of a paramagnetic sensor
material, which sits in a weak magnetic field. Using superconducting structures, we
read out this magnetization change and thus have a sensitive measure for the energy
of the original particle. In this thesis, we have discussed the topic of magnetic micro-
calorimeters, and in particular the simulation of their thermodynamics, the limits of
their cooling requirements, and the disentangling of their noise.

Regarding the first of these points, we have developed a new software package for
simulating MMCs, consisting of two major new scripts. The first allows for the
numerical calculation of the thermodynamic properties of the paramagnetic sen-
sor material [Her22]. Using this code, we have built a repository of the specific
heat, magnetization, and slope ∂M/∂T of the magnetization of Au:Er and Ag:Er
at magnetic fields of up to 60 mT, erbium concentrations of up to 3200 ppm, and
temperatures between 10 mK and 400 mK. This parameter range covers all current
applications of MMCs. The second script simulates an MMC with given param-
eters and returns the projected energy resolution ∆EFHWM, pulse height δΦ upon
energy deposition, noise spectrum, and magnetization M(T ). The script is able to
iterate through arrays of initial parameters and automatically interpolate optimal
values. Furthermore, it supports specialized MMC designs with integrated SQUID
read-out [Zak03], double transformer coupling [Muh83], hydra designs [Por11], and
multiple pixels per channel [Gam19], which has already enabled its application in
other projects [Sch21, Man21, Bau22].

As a result of our simulations, we found that in order to construct competitive
MMCs with reduced cooling requirements, we had to use sensor material with a
high erbium concentration xEr. To this end, we manufactured a Au:Er sputtering
target with xEr ≈ 2500 ppm by combining small amounts of gold and erbium in an
arc-melting furnace, which we then added to a pre-existing low-concentration target
in a graphite crucible. Using this target, we were able to deposit thin films of Au:Er
with consistent, high concentration and negligible impurities.

We first employed our new sensor material in a novel MMC called Quasy-maXs. This
detector is optimized for operation at uncommonly high temperatures of 85 mK. Be-
sides the high concentration of erbium in the Au:Er temperature sensor, Quasy-maXs
features two gradiometric and two asymmetric channels, where for the latter, one
pick-up coil with inductance Lm is replaced with a load inductor with an inductance
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of Lload = 6.4 Lm. Furthermore, Quasy-maXs comes in four variants with differing
thermal links between absorber and sensor, and between sensor and thermal bath.
This makes the detector versatile, enabling usage at different temperatures and for
different experimental requirements.

In our characterization of Quasy-maXs, we found that two variants with different
thermal links between absorber and sensor had consistent, temperature-independent
rise times of ∼ 480 ns and ∼ 24 µs, respectively, which matched appropriate thermal
links in the sensor material. An analysis of the decay times showed faster than ex-
pected values, due to absorbers not being free-standing. Measurements of the energy
resolution showed a best value of (5.2±0.2) eV for baselines at 41 mK and 19.0 eV for
6 keV photons at 85 mK. We found that the asymmetric design improved the energy
resolution by ∼ 50 %, and that chips with short characteristic time constants were
slightly favorable.

Our characterization showed that Quasy-maXs had immediate applicability. In col-
laboration with a team in Lisbon, we have introduced our detector into a new set-up
for particle induced X-ray emission (PIXE) spectroscopy [Joh70, Joh76, Rei23], a
first for MMCs. For this, we have developed a dedicated, custom-built set-up, which
allows for operation of an MMC within the small volume available in such an experi-
ment. First measurements of PIXE X-rays are expected in mid-2023. We believe that
Quasy-maXs will outperform the previously installed transition edge sensor [Cha14],
and that a number of small improvements can further improve the energy resolution
to below 10 eV for 6 keV photons at 85 mK.

Further exploring the temperature range in which magnetic micro-calorimetry is pos-
sible, we constructed a second new MMC, called Hot-maXs. This proof-of-principle
detector features high concentration Au:Er, a substrate made of fused silica, and
absorbers made of superconducting lead. In order to attach the latter, we have de-
veloped a procedure involving a custom-made mold, which aligns the absorbers before
diffusion welding raised absorber sections directly to the sensor material. Using this
tool, we were able to produce stable, free-standing absorbers. For measurements at
high-temperatures, we updated a pre-existing detector arm [Sch12] with new com-
ponents to allow for quick and simple exchange of experiments.

In a first test of Hot-maXs, we were able to detect signals from 60 keV photons at
temperatures of up to 300 mK, the highest ever temperature an MMC has been
successfully operated at. Rise times at 41 mK were limited to 95 µs, likely caused
by quasiparticle recombination, while the signal decay showed a long tail. Above
125 mK, the signal decay was temperature independent at ∼ 400 µs and dominated
by phononic thermalization with the substrate. At temperatures below 125 mK, the
energy resolution at 60 keV was limited by variations of the pulse shape, and above
125 mK by the baseline resolution. Overall, we found a best energy resolution of
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22.6 eV for baselines at 41 mK, and a phenomenological upper limit for the resolving
power E/∆EFWHM of ∼ 300.

For an analysis of noise in superconducting microstructures, we have developed the
noise-o-meter, a new type of chip and experiment designed to disentangle and quan-
tify noise. By comparing the noise measured in three different measurement modes,
we are able to deduce the contribution of different noise components. Experimen-
tally, the central component is a silicon chip containing a Wheatstone-like bridge
consisting of four identical superconducting inductors. A sample material may be
placed on two opposite inductors. Noise read-out occurs via a pair of cross-correlated
SQUID-based read-out chains, or by probing the bridge with an AC signal. First
measurements showed that we were able to read out cross-correlated noise at the
quantum limit, and magnetic flux noise significantly beneath.

When placing the noise-o-meter on the experimental platform designed for Hot-
maXs, we observed a low frequency noise plateau with an amplitude of 2.9 µΦ0/

√
Hz

and a cut-off at 143 Hz. We traced this to magnetic Johnson noise from the copper
holder coupling magnetically into the loop spanned by the bonding wires between
noise-o-meter chip and front-end SQUID chip, but mitigated by the skin effect at
high frequencies. In order to avoid this noise component in future measurements, we
developed a new silver platform based on the body of a noise thermometer [Stä20,
Fle20]. By coating the silver with superconducting niobium, the magnetic Johnson
noise was sufficiently suppressed. In a measurement of a silver erbium alloy, we
instead found previously undetectable magnetic Johnson noise from the sample with
an amplitude of under 0.04 µΦ0/

√
Hz at 23 mK.

In further experiments, we were, for the first time, able to perform a high-precision
measurement of a magnetic flux noise component affecting MMCs, which originates
from the magnetic moments in the sensor material [Fle03, Dan05]. When investi-
gating the Au:Er alloy as a sample, we found a 1/f magnetic flux noise component
with an amplitude of (0.115 ± 0.006) µ2

B/Hz per erbium ion at 1 Hz and an exponent
of α = −1.00 ± 0.03. Measuring an alloy of silver and erbium with xEr = 480 ppm
revealed significantly less magnetic flux noise at 1 Hz with (0.0175 ± 0.0009) µ2

B/Hz
per erbium ion and an exponent of α = −0.856 ± 0.014.

By comparing these results to the real part of the samples’ complex AC suscepti-
bility, we were able to explain the difference in these values in the framework of a
model based on Debye relaxators. Specifically, we found that in the Ag:Er sample,
relaxation times were shorter, leading to magnetic flux noise at higher frequencies.
In Au:Er, a flat logarithmic distribution of relaxation times caused noise at low fre-
quencies. A better understanding of the dynamics of the erbium ions could improve
the performance of MMCs in general, since designing sensor material with magnetic
flux noise shifted to high frequencies would reduce the overall noise in the MMC.
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Our analysis of the erbium noise showed that the noise-o-meter is more than a noise
disentangling device, since it also offers insight into the microscopic magnetic nature
of materials. This suggests a wide variety of future experiments in the much broader
field of condensed matter physics. Besides potential follow-up investigations on the
magnetic nature of erbium, we are also part of a currently ongoing collaboration
with groups in Vienna and Zaragoza, in which we attempt to gain insight into the
spin dynamics of the heavy fermion compound YbRh2Si2 by analyzing it with the
noise-o-meter.

In a final remark, we return to the title of this thesis. By combining all three as-
pects, thermodynamics, cooling requirements, and noise, we were able to significantly
advance the field magnetic micro-calorimetry. Specifically, incorporating our find-
ings on noise into our new simulations of the thermodynamics of MMCs, gave us a
powerful tool to precisely predict measurements. Our experiments with MMCs at
high temperatures show examples: The simulated noise spectrum and magnetization
curve of Quasy-maXs match our measurements without fit parameters. Going one
step further, our improved models have facilitated the development of two new detec-
tors with reduced cooling requirements, and have already expanded the application
range of MMCs to temperatures of 85 mK and to the field of particle induced X-ray
emission spectroscopy. With Hot-maXs showing a much wider potential horizon, we
hope that further research in this direction will follow.
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List of Publications
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