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#### Abstract

We propose that neuromorphic computing can perform quantum operations. Spiking neurons in the active or silent states are connected to the two states of Ising spins. A quantum density matrix is constructed from the expectation values and correlations of the Ising spins. As a step towards quantum computation we show for a two qubit system that quantum gates can be learned as a change of parameters for neural network dynamics. Our proposal for probabilistic computing goes beyond Markov chains, which are based on transition probabilities. Constraints on classical probability distributions relate changes made in one part of the system to other parts, similar to entangled quantum systems.


## I. INTRODUCTION

It has been suggested that artificial neural networks or neuromorphic computers can perform the operations necessary for quantum computing [1, 2]. It has already been argued that several important tasks within quantum computation can be performed by neural networks [3-5] and frameworks exist which enable the implementation of several of these techniques (c.f. [6] and references therein). Beyond this, the proposal of [1, 2] suggests that a full quantum computation may be possible by use of stochastic information in a system of neurons. The present work proposes for a first time a concrete implementation of quantum operations by spiking neurons.

We demonstrate four important steps in that direction:

1. We describe spiking neurons by a system of differential equations with parameters $W$. Expectation values and correlations of appropriate Ising spins can be extracted from the dynamics of the interacting neurons. They depend on the parameters $W$. We demonstrate that for every given two-qubit density matrix $\rho$ the system of neurons can adapt or learn suitable parameters $W$ such that the correlation map of expectation values and correlations of Ising spins expresses the density matrix.
2. We show that the correlation map [1] from expectation values and correlations of classical Ising spins to a quantum density matrix is complete in the case of two qubits. This means that for every possible quantum density matrix $\rho$ there exists a probability distribution $p$ for the configurations of classical
[^0]Ising spins, such that $\rho$ is realized by the correlation map. This completeness was not proven before.
3. We establish how unitary transformations of $\rho$ corresponding to arbitrary quantum gates can be performed by a change of probability distributions $p$.
4. We demonstrate that the minimal correlation map is not a complete bit-quantum map for three or more qubits. We propose an extended correlation map.

Our approach centers on the use of expectation values and particular correlations of Ising spins for the construction of quantum density matrices. Correlated Ising systems are efficient models for many biological systems [7. We concentrate first here on two qubits and discuss the scaling to a higher number of qubits at the end.

The quantum operations are performed by changes of the probability distributions and corresponding changes of the expectation values and correlations. These changes cannot be realized by Markov chains for which otherwise deterministic operations are performed with certain "transition probabilities". Probabilistic computing beyond Markov chains opens a rich area of new possibilities.

## II. CORRELATION MAP FOR TWO QUBITS

The correlation map for a two qubit quantum system involves six classical Ising spins [1 that are grouped in two pairs of three Ising spins $s_{k}^{(i)}$. Here $i=1,2$ corresponds to the two quantum spins, and $k=1 \ldots 3$ is a associated to the three cartesian directions of a given quantum spin. We can form a real $4 \times 4$ matrix $\chi$ of expectation values and correlations as

$$
\begin{equation*}
\chi_{00}=1, \chi_{0 k}=\left\langle s_{k}^{(1)}\right\rangle, \chi_{l 0}=\left\langle s_{l}^{(2)}\right\rangle, \chi_{k l}=\left\langle s_{k}^{(1)} s_{l}^{(2)}\right\rangle \tag{1}
\end{equation*}
$$



FIG. 1. Classical probabilities for quantum states. We indicate the probabilities corresponding to the density matrices of the maximally entangled pure state $\psi_{+}=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ (blue) and a randomly generated density matrix $\rho$ (A) (green). We also show their transformation under a CNOT gate (B). The labels $0 \ldots 63$ are best thought of as bit vectors and label the state of 6 classical Ising spins $s_{k}^{(i)}, i=1,2, k=$ $1 \ldots 3$. For example the label 3 corresponds to the spin state $[-1,-1,-1,-1,1,1]$. This figure demonstrates that entangled quantum states can be realized by classical probability distributions, and quantum gates by changes of these probability distributions.

If we denote by $\tau_{k}, k=1 \ldots 3$ the three Pauli matrices and by $\tau_{0}$ the identity matrix, we can define the $U(4)$ generators

$$
\begin{equation*}
L_{\mu \nu}=\tau_{\mu} \otimes \tau_{\nu}, \quad \mu=0 \ldots 3, \quad \nu=0 \ldots 3 \tag{2}
\end{equation*}
$$

The bit quantum map organises the expectation values and correlations (1) into a density matrix

$$
\begin{equation*}
\rho=\frac{1}{4} \chi_{\mu \nu} L_{\mu \nu} \tag{3}
\end{equation*}
$$

(Summation over double indices is implied.) We denote this map by

$$
\begin{equation*}
f: \mathbf{R}^{4 \times 4} \rightarrow \mathbf{C}^{4 \times 4}, \quad \chi \mapsto \rho=\frac{1}{4} \chi_{\mu \nu} L_{\mu \nu} \tag{4}
\end{equation*}
$$

The density matrix $\rho$ is a complex hermitian $4 \times 4$ matrix with $\operatorname{tr}(\rho)=1$. A quantum density matrix has to be positive - all eigenvalues $\lambda$ of $\rho$ have to obey $\lambda \geq 0$. This imposes restrictions on the classical probability distribution $p$ or the expectation values (1) that can realize a quantum density matrix. These restrictions are called the "quantum constraints".

The states $\tau=0 \ldots 63$ of the classical spin system correspond to the $2^{6}=64$ configurations of Ising spins $\left\{s_{1}^{(1)}, s_{2}^{(1)}, s_{3}^{(1)}, s_{1}^{(2)}, s_{2}^{(2)}, s_{3}^{(2)}\right\}$ that can take the values $s=$ $\pm 1$. The probabilistic system is defined by associating to each $\tau$ a probability $p_{\tau} \geq 0, \sum_{\tau} p_{\tau}=1$. The expectation values (1) are formed in the standard way, multiplying


FIG. 2. We show the $15=2 \times 3+9$ spin expectation values $\left\langle s_{k}^{(1)}\right\rangle$ and correlations $\left\langle s_{k}^{(1)} s_{l}^{(2)}\right\rangle$ corresponding to $\psi_{+}(\mathrm{A})$ and $\rho(\mathrm{B})$. The first row contains the three expectation values $\left\langle s_{k}^{(1)}\right\rangle$, the first column the three expectation values $\left\langle s_{k}^{(2)}\right\rangle$. The remaining $3 \times 3$ entries are made up of the correlations $\left\langle s_{k}^{(1)} s_{l}^{(2)}\right\rangle$. The transformed spin expectation values and correlations related to the density matrices $\operatorname{CNOT}\left(\psi_{+}\right)$and $\operatorname{CNOT}(\rho)$ are shown in (C) and (D) respectively. Note the different color scale between $(A)(B)$ and (C)(D).
the values of $\left(s_{\gamma}\right)_{\tau}$ or $\left(s_{\gamma}\right)_{\tau}\left(s_{\delta}\right)_{\tau}$ in a given state $\tau$ with $p_{\tau}$ and summing over $\tau$. This results in a weighted sum

$$
\begin{equation*}
\chi_{k 0}=\sigma_{\tau}^{(k 0)} p_{\tau}, \quad \chi_{0 k}=\sigma_{\tau}^{(0 k)} p_{\tau}, \quad \chi_{k l}=\sigma_{\tau}^{(k l)} p_{\tau} \tag{5}
\end{equation*}
$$

with signs $\sigma_{\tau}^{(a)}= \pm 1$ given by

$$
\begin{align*}
\sigma_{\tau}^{(k 0)} & =(-1)^{1+\operatorname{bin}(\tau)[k]}  \tag{6}\\
\sigma_{\tau}^{(0 k)} & =(-1)^{1+\operatorname{bin}(\tau)[3+k]}  \tag{7}\\
\sigma_{\tau}^{(k l)} & =(-1)^{1+\operatorname{bin}(\tau)[k]}(-1)^{1+\operatorname{bin}(\tau)[3+l]} . \tag{8}
\end{align*}
$$

Here $\operatorname{bin}(\tau)$ denotes the 6 bit binary representation of a number $0 \ldots 63$ and $\operatorname{bin}(\tau)[k]$ an the entry at index $k$ of that vector. For the example $\tau=(1,-1,-1,1,1,1)$ one has $\operatorname{bin}[\tau]=(1,0,0,1,1,1), \operatorname{bin}(\tau)[2]=0$ reads out the value at the second place and $\sigma_{\tau}^{(20)}=-1$ is the value of the $\operatorname{spin} s_{2}^{(1)}$ in the state $\tau$. We denote this map by

$$
\begin{equation*}
g: \mathbf{R}^{64} \rightarrow \mathbf{R}^{4 \times 4}, \quad p \mapsto \chi \tag{9}
\end{equation*}
$$

The bit quantum map $b$ can be seen as a map from the classical probability distribution $p$ to the quantum density matrix,

$$
\begin{equation*}
b=g \circ f: \mathbf{R}^{64} \rightarrow \mathbf{C}^{4 \times 4}, \quad p \mapsto \rho \tag{10}
\end{equation*}
$$

It has the property that the particular classical expectation values and correlations (5) coincide with the expectation values of quantum spins in the cartesian directions, and the corresponding quantum correlations. The density matrices can be constructed (or reconstructed) by
use of the particular classical or quantum correlations. This is analogous to the reconstruction of the density matrix for photons by appropriate correlations [8-10]. Examples for probability distributions $p$ realizing particular quantum density matrices $\rho$ are shown in figure 1. In fig. 2 we indicate the corresponding spin expectation values and correlations.

## III. COMPLETENESS OF THE CORRELATION MAP FOR $Q=2$

Our first task is a demonstration that the bit quantum map $b$ is complete, in the sense that for every positive hermitian normalized quantum density matrix there exists at least one classical probability distribution $p$ which realizes $\rho$ by use of equation 10 . For this task it will be convenient to work with the "classical wave function" $q$ which is a type of probability amplitude. Its components $q_{\tau}$ are related to $p_{\tau}$ by

$$
\begin{equation*}
p_{\tau}=\frac{q_{\tau}^{2}}{\sum_{\tau} q_{\tau}^{2}} \tag{11}
\end{equation*}
$$

This defines one further map

$$
\begin{equation*}
h: \mathbf{R}^{64} \rightarrow \mathbf{R}^{64}, \quad q \mapsto p=\frac{q^{2}}{|q|_{2}^{2}} \tag{12}
\end{equation*}
$$

Changes of the probability distribution correspond to rotations of the vector $q$, with $p_{\tau}>0$ and $\sum_{\tau} p_{\tau}=1$ guaranteed by the construction (11). We need to find for each given density $4 \times 4$ matrix $\rho \in \mathbf{C}^{4 \times 4}$ a vector $q \in \mathbf{R}^{64}$, such that it maps to the density matrix $\rho$ under the composition $b \circ h$. Clearly any such $q$ is not unique.

In order to find one such $q$ we minimize

$$
\begin{equation*}
l_{\rho}(q)=|(b \circ h)(q)-\rho|_{2}^{2} \tag{13}
\end{equation*}
$$

by gradient descent on $q$. To verify numerically that this approach works we performed the following test: Starting with a randomly generated density matrix $\rho_{0}$, we iteratively apply the three unitary transformations CNOT, Hadamard $H \otimes I$ and rotation $R_{1 / 8} \otimes I$ to obtain density matrices $\rho_{i}$. The quantum gates preserve the positivity of $\rho$. Applying them many times leads to a dense covering to the space of quantum density matrices, which becomes a full covering if the number of steps goes to infinity. We further explore the space of $\rho$ by investigating different $\rho_{0}$. For each $\rho_{i}$ we solve the optimization problem with loss $l_{\rho_{i}}(q)$ to obtain corresponding vectors $q_{i}$. The results of this optimization are shown in figure 3 . For all $\rho_{i}$ we find vectors $q$ realizing the bit quantum map $b \circ h$ with high precision already after rather few iterations. We conclude that for two qubits the bit quantum map is complete.

Considering one of the vectors $q$ found in this way as a representation of $\rho$, our second step asks how a given


FIG. 3. Optimization results for finding a vectors $q_{i} \in \mathbf{R}^{64}$, such the loss $l_{\rho_{i}}\left(q_{i}\right)$ is minimized. We generate $10^{3}$ density matrices $\rho_{i}$ by starting from a randomly generated density matrix $\rho_{0}$ and iteratively apply three unitary transformations CNOT, Hadamard $H \otimes I$ and rotation $R_{1 / 8} \otimes I$. The optimization is stopped once the loss falls below $10^{-10}$. Figure $(\mathbf{A})$ is a histogram of the resulting final losses, figure $(\mathbf{B})$ is a histogram of the required iterations.
unitary transformation of $\rho$ can be represented as a transformation of $q$. Considering $q$ as a classical probabilistic object, we ask how the classical system can learn a quantum operation. The goal is to find for any vector $q \in \mathbf{R}^{64}$ a matrix $M \in \mathbf{R}^{64 \times 64}$, such that the transformed vector $M q$ yields the density matrix $U \rho U^{\dagger}$ related to $\rho$ by a given unitary transformation $U$. A simple "learning" or optimization goal consists in minimizing the Frobenius norm between the two density matrices $U \rho U^{\dagger}=U(b \circ h)(q) U^{\dagger} \equiv U((b \circ h)(q))$ and $(b \circ h)(M q)$,

$$
\begin{equation*}
l_{U}(M)=|\mathrm{U}((b \circ h)(q))-(b \circ h)(M q)|_{2}^{2} \tag{14}
\end{equation*}
$$

Here we use the notation $U(\rho)=U \rho U^{\dagger}$.
This minimization can again be implemented using gradient descent. In figures 1, 2 we show the resulting probabilities

$$
\begin{equation*}
p=h(q), \quad p^{\prime}=h(M q) \tag{15}
\end{equation*}
$$

as well as the corresponding matrices of expectation values and correlations

$$
\begin{equation*}
\chi=(g \circ h)(q), \quad \chi^{\prime}=(g \circ h)(M q), \tag{16}
\end{equation*}
$$

when this minimization procedure is applied to two example initial density matrices and their associated $q$ vectors. The unitary transformation $U$ is taken to be CNOT. We have investigated many different $\rho$ and always found a satisfactory $M$ with this procedure. Thus the classical system "learns" the matrix $M$ necessary for a unitary quantum gate. We emphasize that $M$ depends on $q$, such that $M q=M(q) q$ is a non-linear map [1].

## IV. QUANTUM COMPUTING WITH SPIKING NEURONS

We finally turn to our third task of implementation by neuromorphic computing. So far the Ising spins $s$


FIG. 4. Fidelity of density matrices obtained by correlations of spiking neurons as a function of training epochs. Shown are approximation results for the density matrix of a maximally entangled pure state $\phi_{+}=\frac{1}{\sqrt{2}}(|11\rangle+|00\rangle)$ and a random density matrix $\rho$.
entered only indirectly through their state probabilities $p$ and associated correlations and expectation values $\chi$. We next want to study classical systems for which correlations and expectation values can be determined from temporal averages. In the context of neuroscience there is a long history of applying spin-glass models to the study of biological neural networks [7]. The general idea is to consider each biological neuron to have two states active and silent. A neuron is considered active (or refractory) if it has produced a spike within a certain sampling time window and silent otherwise. Within this framework, experimental work has been carried out to study pairwise and higher correlations of biological neurons (e.g. [11, 12]).

One immediate way of obtaining the state probabilities $p$ is from neural sampling [13, 14]. Since we need only the expectation values and correlations (1) we directly focus on these quantities and do not aim to resolve the probability distributions completely. The six spin variables $s_{k}^{(i)}(t)$ are associated to six particular neurons in a larger network, with $s=1$ if the neuron is active (refractory) and $s=-1$ if it is silent. Expectation values can be formed by measuring the duration of active and silent states,

$$
\begin{align*}
\left\langle s_{k}^{(i)}\right\rangle & =\frac{1}{T} \int_{0}^{T} s_{k}^{(i)}(t) \mathrm{dt}  \tag{17}\\
\left\langle s_{k}^{(1)} s_{l}^{(2)}\right\rangle & =\frac{1}{T} \int_{0}^{T} s_{k}^{(1)}(t) s_{l}^{(2)}(t) \mathrm{dt} \tag{18}
\end{align*}
$$

Instead of spin variables $s$ which take values $\{1,-1\}$, we want to consider variables $z$ with values in $\{1,0\}$,
$s=2 z-1$. A given selected neuron has the value $z=1$ during the refractory period (active state), and $z=0$ otherwise (silent state). We choose a simple so called leakyintegrate and fire (LIF) neuron model. The model is specified by $3 n$ state variables $v_{i}, I_{i}, r_{i}, i=1 \ldots n$, called the membrane voltages, synaptic currents and refractory states. The dynamics has phases of continuous evolution and jumps or spikes. The continuous evolution obeys the differential equations

$$
\begin{align*}
\dot{v} & =(1-\Theta(r))\left(v_{\mathrm{l}}-v+I\right)  \tag{19}\\
\dot{I} & =-I+I_{\mathrm{in}}  \tag{20}\\
\dot{r} & =-\frac{1}{t_{\text {refrac }}} \Theta(r) . \tag{21}
\end{align*}
$$

Here $\Theta$ denotes the Heaviside function and multiplication in 19 is pointwise for every $i$ separately. Characteristic for a spiking neuron model are the jumps or discrete changes of the state variables $v, I, r$ at particular times. Whenever one of the membrane voltages $v_{i}$ reaches a threshold $\left(v_{\text {th }}\right)_{i}$ during the continuous evolution

$$
\begin{equation*}
v_{i}-\left(v_{\mathrm{th}}\right)_{i}=0 \tag{22}
\end{equation*}
$$

the state variables undergo discontinuous jumps. The transition equations

$$
\begin{align*}
& v^{+}=v^{-}+\xi\left(v_{r}-v_{\mathrm{th}}\right)  \tag{23}\\
& I^{+}=I^{-}+W_{\mathrm{rec}} \cdot \xi  \tag{24}\\
& r^{+}=r^{-}+\xi \tag{25}
\end{align*}
$$

specify the state before and after the transition, $v^{ \pm}=$ $v\left(t^{ \pm}\right), I^{ \pm}=I\left(t^{ \pm}\right)$and $r^{ \pm}=r\left(t^{ \pm}\right)$. Here $\xi \in \mathbf{R}^{n}$ is a binary vector, $\xi_{i}=1$ for the value of $i$ for which the threshhold voltage is reached and $(22)$ obeyed, and $\xi_{j}=0$ for $v_{j} \neq\left(v_{\text {th }}\right)_{j}$. In equation (23) the multiplication is pointwise such that only the voltage of the spiking neuron changes. In $22,25 v_{\text {th }}, v_{r}, v_{l} \in \mathbf{R}^{n}$ are the threshold, reset and leak potential. Finally $I_{\text {in }}$ is an input current and $W_{\text {rec }}$ is a matrix in $\mathbf{R}^{n \times n}$ which parameterises the response of the currents $I_{j}$ of all neurons to the "firing" of the spiking neuron $i$.

Equation (21) specifies a linear decrease of $r_{i}$ until $r_{i}=$ 0 is reached. As long as $r_{i}>0$ the neuron is considered to be active. The neuron remains active for a refractory period $t_{\text {refrac }}$ after its firing at $t_{k}$. For this period its voltage does not change,

$$
\begin{equation*}
\dot{v}_{i}\left(\left[t_{k}, t_{k}+t_{\mathrm{refrac}}\right]\right)=0 \tag{26}
\end{equation*}
$$

as implied by equation 19.
Ising spins $s(t)$ or the associated occupation numbers $z(t)$ are defined by

$$
\begin{equation*}
z(t)=\Theta(r(t)) \tag{27}
\end{equation*}
$$

which is one during the refractory period and zero otherwise. Six selected neurons define the Ising spins $s_{k}^{(i)}=$
$2 z_{k}^{(i)}-1$ for which the expectation values and correlations (17), 18) define the quantum density matrix $\rho$ by equations (1), (3).

The last quantity to be specified is the input current to the $n$ LIF neurons. We model spike input from $m$ additional input spike sources. At times $t_{l}$ the source neuron $q_{l}$ fires. The response of the $n$ LIF neurons is given by

$$
\begin{equation*}
\left(I_{\mathrm{in}}\right)_{j}=\sum_{l}\left(W_{\mathrm{in}}\right)_{j, q_{l}} \delta\left(t-t_{l}\right) \quad q_{l} \in 1, \ldots, m \tag{28}
\end{equation*}
$$

Here $\delta\left(t-t_{l}\right)$ is the Dirac delta distribution, such that we model an immediate response of all $n$ LIF-neurons to every input spike at $t_{l}$. The $n \times m$ matrix $W_{\text {in }} \in$ $\mathbf{R}^{n \times m}$ parametrises the height of the jump in the currents $I_{j}$ upon arrival of a spike at input source $q_{l}$. In our experiments the arrival times $t_{l}$ of the input spikes are the result of $m$ independent Poisson point processes with rates $\lambda_{q}, q=1 \ldots m$.

By solving the differential equations with jumps for given input spikes we can compute $z_{j}(t)$ and therefore

$$
\begin{equation*}
s_{k}^{(i)}(t)=2 z_{k}^{(i)}(t)-1 \tag{29}
\end{equation*}
$$

In the experiments we carried out we took $n>6$. The six spin variables $s_{k}^{(i)}$ are recovered by projecting to the first six components

$$
\begin{equation*}
\pi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{6},\left(s_{1}, \ldots, s_{n}\right) \mapsto\left(s_{1}, \ldots, s_{6}\right) \tag{30}
\end{equation*}
$$

Given a density matrix $\rho$, we can now formulate an optimization problem for $W_{\mathrm{in}}, W_{\text {rec }}$. One obstacle in doing so is that the jumps introduce discontinuities, which need to be taken into account. We choose here to solve this issue by introducing a smooth approximation to the heaviside function $\Theta_{\epsilon}$. More specifically we use a fast sigmoid as in [15] with parameter $1 / \epsilon=100$. This is a common way in which spiking neuron models can be made amendable to gradient descent optimization 15 18. The loss function is then

$$
\begin{equation*}
l_{\rho}\left(W_{\mathrm{rec}}, W_{\mathrm{in}}\right)=|\rho-f(\chi(\pi(s)))|_{2}^{2} \tag{31}
\end{equation*}
$$

where $\chi$ is defined as before (1) by the spin expectation values and correlations in equations 17,18 .

In figures 4, 5 we show the result of the optimization process for the spin expectation and correlation matrices $\chi$. We also indicate in figure 6 a view of the resulting recurrent weight matrix $W_{\text {rec }}$ restricted to the spins $s_{k}^{(i)}$. The membrane threshold is set to one, $v_{\text {th }}=1$, and the leak and reset potentials to zero, $v_{l}=v_{r}=0$. We integrate for $T=10^{5}$ timesteps with an integration step of $\mathrm{dt}=1 \mathrm{~ms}$. We choose an input dimension of $m=128$ and consider $n=64$ recurrently connected LIF neurons. We set $t_{\text {refrac }}=\mathrm{dt}$ (this eliminates the need to take the equations for the refractory state into account) and draw the input spikes with poisson frequency $\lambda=700 \mathrm{~Hz}$. The learning rate of the gradient descent starts at $\eta=10$


FIG. 5. Spin expectation and correlation matrices $\chi$ corresponding to the pure state $\psi_{+}(\mathrm{A})$ and $\rho(\mathrm{B})$ respectively.


FIG. 6. Final recurrent weight matrices $W_{\text {rec }}$ or the 6 recurrently connected neurons, whose refractory state corresponds to the spins $s_{k}^{(i)}$ of the pure state $\psi_{+}(\mathrm{A})$ and $\rho(\mathrm{B})$ respectively.
and is exponentially decreased with a decay constant of $1 / 100$. The numerical implementation was done in JAX [19] using simple forward Euler integration.

For the result of the optimization we plot the fidelity, which is a common measure to judge how well a given quantum state is approximated. The fidelity is defined by $F(\rho, \sigma)=(\operatorname{tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}})^{2}$. Instead of optimizing for the fidelity directly we minimize the square of the Frobenius norm $|\rho-\sigma|_{2}^{2}$. By the Fuchs-van de Graaf inequalities we know that $1-\sqrt{F(\rho, \sigma)} \leq \frac{1}{2}|\rho-\sigma|_{1} \leq \sqrt{1-F(\rho, \sigma)}$. Since the trace norm is in turn bounded by the Frobenius norm the fidelity approaches one as the square of the Frobenius norm goes to zero. Computing the fidelity directly is computationally more expensive and also has the added disadvantage that it isn't real valued for arbitrary complex matrices $\rho, \sigma$.

While the learning for the entangled pure state takes somewhat longer than for the randomly chosen state, it is clear that after a reasonable learning time the neuronal dynamics has adapted to represent the quantum density matrix with acceptable fidelity. Combined with the learning of the unitary quantum gates above one concludes that this type of neural network can learn unitary transformations for two qubit quantum systems. Details of an optimal learning algorithm for spiking neural networks remain to be worked out.

## V. GENERALISATIONS TO MANY QUBITS

So far we focussed on the case of two qubits. The correlation map can be extended to $n$-qubits. Using generators

$$
\begin{equation*}
L_{\mu_{1} \ldots \mu_{n}}=\bigotimes_{i=1}^{n} \tau_{\mu_{i}} \quad \mu_{i}=0 \ldots 3 \tag{32}
\end{equation*}
$$

we write the density matrix as

$$
\begin{equation*}
\rho=\frac{1}{2^{n}} \chi_{\mu_{1} \ldots \mu_{n}} L_{\mu_{1} \ldots \mu_{n}} \tag{33}
\end{equation*}
$$

For the minimal correlation map the coefficients $\chi_{\mu_{1} \ldots \mu_{n}}$ are determined by correlating $3 n$ spins as follows: Write $s_{\mu}^{(i)}(t)=\left(1, s_{k}^{(i)}(t)\right)$ with $i=1 . . n, k=1 . .3$ and $\mu=$ 0...3. Define

$$
\begin{equation*}
\sigma_{\mu_{1} \ldots \mu_{n}}(t)=s_{\mu_{1}}^{(1)}(t) \ldots s_{\mu_{n}}^{(n)}(t) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\mu_{1} \ldots \mu_{n}}=\frac{1}{T} \int_{0}^{T} \sigma_{\mu_{1} \ldots \mu_{n}}(t) \mathrm{dt} \tag{35}
\end{equation*}
$$

This procedure involves up to $n$-point correlations. One may ask if the minimal correlation map remains a complete bit-quantum map for three qubits. We can employ the same methodology for $Q=3$ as previously for $Q=2$. Expectation values and correlations are evaluated by time averaging for nine Ising spins and corresponding selected nine neurons.

Time averaging of Ising spins representing some quantity above a threshhold $\left(s_{j}=1\right)$ or below a threshhold $\left(s_{j}=-1\right)$ is comparatively economical in this respect. It is sufficient to measure for all Ising spins $s_{j}$ the times above or below threshold. With $t_{j}^{-}=T-t_{j}^{+}$one can use identities of the type

$$
\begin{align*}
\left\langle s_{j}\right\rangle & =\frac{t_{j}^{+}-t_{j}^{-}}{T}=\frac{2 t_{j}^{+}}{T}-1,  \tag{36}\\
\left\langle s_{j} s_{i}\right\rangle & =\frac{2\left(t_{j i}^{++}+t_{j i}^{--}\right)}{T}-1,  \tag{37}\\
\left\langle s_{k} s_{j} s_{i}\right\rangle & =\frac{2\left(t_{j i k}^{+++}+t_{j i k}^{+--}+t_{j i k}^{-+-}+t_{j i k}^{--+}\right)}{T}-1, \tag{38}
\end{align*}
$$

where $t_{j i}^{++}$is the time when both $s_{j}$ and $s_{i}$ are above threshhold and so on.

We find that for three qubits an obstruction prevents the minimal correlation map to be complete. There are valid quantum density matrices for which no classical correlation functions can be realized that obey eqs (33), (34) (35). For this purpose we concentrate on the GHZ-states

$$
\begin{equation*}
\psi=\frac{1}{\sqrt{2}}(|+++\rangle+\varepsilon|---\rangle), \quad|\varepsilon|=1 \tag{39}
\end{equation*}
$$



FIG. 7. Final loss after training up to $10^{4}$ epochs to approximate $\rho(p)=p \rho_{\mathrm{ghz}}+(1-p) \bar{\rho}$, where $\rho$ is a randomly chosen density matrix and $\rho_{\mathrm{ghz}}$ is the density matrix of the GHZ-state in dimension 3.

The only non-vanishing elements of the corresponding pure state density matrix $\rho_{\text {ghz }}$ are

$$
\begin{array}{r}
\rho_{+++,+++}=\rho_{---,---}=\frac{1}{2} \\
\rho_{+++,---}=\frac{\varepsilon^{*}}{2}, \rho_{---,+++}=\frac{\varepsilon}{2} \tag{40}
\end{array}
$$

The elements $\sigma_{\mu_{1} \mu_{2} \mu_{3}}$ are given by

$$
\begin{align*}
\rho & =\frac{1}{2} \sigma_{\mu_{1} \mu_{2} \mu_{3}} \tau_{\mu_{1}} \otimes \tau_{\mu_{2}} \otimes \tau_{\mu_{3}} \\
& =\frac{1}{16}\left\{\left(1+\tau_{3}\right) \otimes\left(1+\tau_{3}\right) \otimes\left(1+\tau_{3}\right)\right. \\
& +\left(1-\tau_{3}\right) \otimes\left(1-\tau_{3}\right) \otimes\left(1-\tau_{3}\right) \\
& +\varepsilon\left(\tau_{1}-i \tau_{2}\right) \otimes\left(\tau_{1}-i \tau_{2}\right) \otimes\left(\tau_{1}-i \tau_{2}\right) \\
& +\varepsilon^{*}\left(\tau_{1}+i \tau_{2}\right) \otimes\left(\tau_{1}+i \tau_{2}\right) \otimes\left(\tau_{1}+i \tau_{2}\right) \tag{41}
\end{align*}
$$

which results in non-zero values for

$$
\begin{align*}
\sigma_{000} & =\sigma_{330}=\sigma_{303}=\sigma_{033}=1  \tag{42}\\
\sigma_{111} & =-\sigma_{221}=-\sigma_{122}=-\sigma_{212}=\frac{1}{2}\left(\varepsilon+\varepsilon^{*}\right)  \tag{43}\\
\sigma_{112} & =\sigma_{211}=\sigma_{121}=-\sigma_{222}=-\frac{i}{2}\left(\varepsilon-\varepsilon^{*}\right) \tag{44}
\end{align*}
$$

For randomly chosen density matrices one finds for most cases suitable probability distributions that realise them by eq. (33), (34), (35). If we look instead at a special class of density matrices

$$
\begin{equation*}
\rho=p \rho_{\mathrm{ghz}}+(1-p) \bar{\rho}, \tag{45}
\end{equation*}
$$

where $\bar{\rho}$ is chosen randomly and $0 \leq p \leq 1$, for large enough $p$ no such probability distribution can be found

A


FIG. 8. Final fidelity (A) and relative entropy (B) after training up to $10^{4}$ epochs to approximate $\rho(p)=p \rho_{\mathrm{ghz}}+(1-p) \bar{\rho}$, where $\rho$ is a randomly chosen density matrix and $\rho_{\text {ghz }}$ is the density matrix of the GHZ-state in dimension 3 .
anymore. This is demonstrated in Fig. 7, where we plot the loss after training for up to $10^{4}$ epochs against $p$.

This is reflected in the fidelity and relative entropy for a comparison of the finally optimized matrix and the true $G H Z$-density matrix, shown in Fig. 8. Again we observe a clear insufficiency of the minimal correlation map for a reproduction of the density matrices close to the GHZ-state. This insufficiency sets in rather sharply at a certain value of $p$.

One can understand the obstruction analytically. For this reason we consder the GHZ-density matrix with $\varepsilon=$ 1. The expectation values $(42),(43), 44$ can be realized by a a factorizing probability distribution,

$$
\begin{equation*}
p=p_{1}\left[s_{3}^{(i)}\right] p_{2}\left[s_{1}^{(i)}, s_{2}^{(i)}\right] . \tag{46}
\end{equation*}
$$

The first factor $p_{1}$ has to realise the correlations

$$
\begin{align*}
\left\langle s_{3}^{(1)} s_{3}^{(2)}\right\rangle & =\left\langle s_{3}^{(1)} s_{3}^{(3)}\right\rangle=\left\langle s_{3}^{(2)} s_{3}^{(3)}\right\rangle=1 \\
\left\langle s_{3}^{(i)}\right\rangle & =0, \quad\left\langle s_{3}^{(1)} s_{3}^{(2)} s_{3}^{(3)}\right\rangle=0 \tag{47}
\end{align*}
$$

This is achieved by the probabilities

$$
\begin{equation*}
p_{+++}=p_{---}=\frac{1}{2} \tag{48}
\end{equation*}
$$

The second factor $p_{2}$ depends on the Ising spins $s_{1}^{(i)}$ and $s_{2}^{(i)}$ and has to realise the correlations

$$
\begin{equation*}
\left\langle s_{1}^{(1)} s_{2}^{(2)} s_{2}^{(3)}\right\rangle=\left\langle s_{2}^{(1)} s_{1}^{(2)} s_{2}^{(3)}\right\rangle=\left\langle s_{2}^{(1)} s_{2}^{(2)} s_{1}^{(3)}\right\rangle=-1 \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle s_{1}^{(1)} s_{1}^{(2)} s_{1}^{(3)}\right\rangle=1 \tag{50}
\end{equation*}
$$

This is not possible for a classical statistical setting. Eq. (50) requires that for the three spins $\left(s_{1}^{(1)} s_{1}^{(2)} s_{1}^{(3)}\right)$ only the configurations $(+++),(+--),(-+-),(--+)$ can have a non-zero probability. For the case of the configuration $(+++)$ for $s_{1}^{(i)}$ eq. 49 requires that the only configurations for $s_{2}^{(i)}$ that can have non-vanishing probabilities must obey $s_{2}^{(2)} s_{2}^{(3)}=-1, s_{2}^{(1)} s_{2}^{(2)}=-1, s_{2}^{(1)} s_{2}^{(3)}=$ -1 . Otherwise one of the three three-point functions 49) would be larger than -1 . If $s_{2}^{(1)}$ and $s_{2}^{(2)}$ have opposite signs, and $s_{2}^{(1)}$ and $s_{2}^{(3)}$ have opposite signs, one infers that $s_{2}^{(2)}$ and $s_{2}^{(3)}$ have the same sign, in contradiction to $s_{2}^{(2)} s_{2}^{(3)}=-1$. One concludes that the probability for $\left(s_{1}^{(1)} s_{1}^{(2)} s_{1}^{(3)}\right)=(+++)$ must be zero. Similar chains of arguments show that the three other configurations for $s_{1}^{(i)}$, namely $(+--),(-+-),(--+)$, cannot have a nonzero probability either. In consequence, eq. (50) cannot be obeyed. There is no probability distribution $p_{2}$ that can generate the set of correlations (50), 49). This argument generalises to probability distributions that are not of the direct product form (46). We conclude that for three qubits the minimal correlation map is not complete.

One may envisage an extended correlation map with additonal 27 spins $\left(s_{k_{1} k_{2}}^{(12)}, s_{k_{1} k_{3}}^{(13)}, s_{k_{2} k_{3}}^{(23)}\right), k_{i}=1 \ldots 3$. The spins $\sigma_{\mu_{1} \mu_{2} \mu_{3}}$ with precisely one index zero are given by

$$
\begin{equation*}
\sigma_{k_{1} k_{2} 0}=s_{k_{1} k_{2}}^{(12)}, \quad \sigma_{k_{1} 0 k_{2}}=s_{k_{1} k_{3}}^{(13)}, \quad \sigma_{0 k_{2} k_{3}}=s_{k_{2} k_{3}}^{(23)} \tag{51}
\end{equation*}
$$

instead of equation (34) for the minimal correlation map. Eq. (35) continues to hold for all $\chi_{\mu_{1} \mu_{2} \mu_{3}}$ with one, two or three indices equal to zero. The coefficients of the density matrix with only non-zero indices are correlations of "pair spins" $s_{k l}^{(i j)}$ and "single spins" $s_{k}^{(i)}$,

$$
\begin{equation*}
\chi_{k_{1} k_{2} k_{3}}=\left\langle s_{k_{1} k_{2}}^{(12)} s_{k_{3}}^{(3)}\right\rangle=\left\langle s_{k_{1} k_{3}}^{(13)} s_{k_{2}}^{(2)}\right\rangle=\left\langle s_{k_{2} k_{3}}^{(23)} s_{k_{1}}^{(1)}\right\rangle \tag{52}
\end{equation*}
$$

Eq. (52) requires new quantum constraints on the classical probability distribution since all three correlations have to be the same. In the presence of this constraint knowledge of one set of correlations, say $\left\langle s_{k_{1} k_{2}}^{(12)} s_{k_{3}}^{(3)}\right\rangle$, gives access to $\left\langle s_{k_{1} k_{3}}^{(13)} s_{k_{2}}^{(2)}\right\rangle$ and $\left\langle s_{k_{2} k_{3}}^{(23)} s_{k_{1}}^{(1)}\right\rangle$. This feature is typical for quantum systems.

The GHZ-state with $\varepsilon=1$ can be realized by the extended correlation map. For an explicit construction of a classical probability distribution realizing this state we choose probabilities which only differ from zero if

$$
\begin{array}{ll}
s_{11}^{(23)}=-s_{22}^{(23)}=s_{1}^{(1)}, & s_{12}^{(23)}=s_{21}^{(23)}=-s_{2}^{(1)} \\
s_{11}^{(13)}=-s_{22}^{(13)}=s_{1}^{(2)}, & s_{12}^{(13)}=s_{21}^{(13)}=-s_{2}^{(2)}, \\
s_{11}^{(12)}=-s_{22}^{(12)}=s_{1}^{(3)}, & s_{12}^{(12)}=s_{21}^{(12)}=-s_{2}^{(3)} \tag{55}
\end{array}
$$

This guarantees the relations 43 ,

$$
\begin{equation*}
\sigma_{111}=-\sigma_{221}=-\sigma_{122}=-\sigma_{212}=1 \tag{56}
\end{equation*}
$$

together with the constraint 52 for the four quantities
in 56. The correlations in eq. (42) are obeyed if nonzero probabilities occur only for

$$
\begin{equation*}
s_{33}^{(12)}=s_{33}^{(13)}=s_{33}^{(23)}=1 \tag{57}
\end{equation*}
$$

With eqs. (56), 57) the configurations with nonzero probabilities can be characterised by the values of the 21 spins $\bar{s}_{a}=\left(s_{k}^{(i)}, s_{13}^{(i j)}, s_{23}^{(i j)}, s_{31}^{(i j)}, s_{32}^{(i j)}\right)$. With the conditions

$$
\begin{equation*}
\left\langle\bar{s}_{a}\right\rangle=0, \quad\left\langle\bar{s}_{a} \bar{s}_{b}\right\rangle=0, \tag{58}
\end{equation*}
$$

all other coefficients except $\sigma_{111}, \sigma_{221}, \sigma_{122}, \sigma_{212}, \sigma_{330}$, $\sigma_{303}, \sigma_{033}$ and $\sigma_{000}$ vanish. The relation (58) can be realized by equipartition for the configurations of spins $\bar{s}_{a}$. This probability distribution realises the GHZ-state.

One can generalise the extended correlation map to a higher number of qubits $Q>3$. One chooses independent spins for all $\sigma_{\mu_{1} \ldots \mu_{Q}}$ with one or two "space"-indices $k, l$ taking values $k, l=1 \ldots 3$ and all other $\mu_{i}$ equal zero. These are $\frac{9}{2} Q^{2}-\frac{3}{2} Q$ Ising spins, such that the number of classical spins grows quadratically with the number of qubits. Coefficients $\chi_{\mu_{1} \ldots \mu_{Q}}$ with one or two space indices are given by the expectation values of the corresponding $\sigma_{\mu_{1} \ldots \mu_{Q}}$. Coefficients with three space indices are correlations of one pair spin and one simple spin, with quantum constraint 52 extended correspondingly. For four space indices of $\chi_{\mu_{1} \ldots \mu_{Q}}$ one takes correlations of two pair spins with corresponding quantum constraints. Five spin indices are realized by three point functions of two pair spins and one single spin, and so forth. There is never more than one single spin in the correlations. It is not known if this extended correlation map is a complete bit-quantum map, or if new obstructions arise for a certain number of qubits.

## VI. INCOMPLETE PROBABILISTIC INFORMATION

The number $2^{2 Q}$ of elements of the density matrix grows very rapidly with an increasing number $Q$ of qubits. This issue is common to all approaches which use at every step of the computation the full information about the quantum state. We find it unlikely that computations by real quantum systems or artificial neurons need the full information contained in the density
matrix $\rho$. It becomes then an important task to find out which part of the probabilistic information is involved for practical questions.

As an example we consider the search for the ground state energy of the one-dimensional quantum Ising model with Hamiltonian

$$
\begin{equation*}
H=-J \sum_{i=1, \ldots, n} \tau_{3}^{(i)} \tau_{3}^{(i+1)}-h \sum_{i} \tau_{1}^{(i)} \tag{59}
\end{equation*}
$$

one of the benchmark tasks in 3. The goal is to find a density matrix $\rho$, such that $\operatorname{tr}(H \rho)$ is minimized. This requires only a small subset of the $\chi_{\mu_{1} \ldots \mu_{n}}$, namely those $n$ two-point functions for which $\mu_{i}=\mu_{i+1}=3$ and all other $\mu_{k}=0$, as well as $n$ expectation values for which $\mu_{i}=1$ and all other $\mu_{k}=0$. For the minimal correlation map the first set of $\chi$ is given by two point correlation functions. These two point correlation functions cannot take arbitrary values, however. The positivity of the density matrix imposes "quantum constraints" [1, 20] that these correlation functions have to obey. Due to these constraints the minimal value of $\langle H\rangle$ is higher than for unconstrained correlation functions. For the extended correlation map also the first set of $\chi$ is given by expectation values. Again, quantum constraints restrict the possible values.

The explicit use of all quantum constraints seems a difficult task for a high number of qubits. It may, however, be sufficient to impose only part of the quantum constraints for obtaining already a reasonable approximation to the minimal value of $\langle H\rangle$. These partial constraints could then be associated with the information that is relevant for a given problem, while additional information concerning the full set of quantum constraints may be discarded. A probabilistic view on expectation values and correlations may help to focus on the relevant information needed for a given quantum problem.

The computation of the expectation values $\chi_{\mu_{1} \ldots \mu_{n}}$ involves purely classical probabilistic settings, as neurons firing in biological or artificial systems. No low temperature or a high degree of isolation of small subsystems is needed for such a realization of quantum features. Our findings are an example how quantum evolution can be realized by probabilistic classical systems [20-22].
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