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Abstract
Lithography is a key technology enabling progress both in fundamental research and in widespread applications. Besides standard technologies new alternative approaches have emerged over the last few years. Here we summarize the status of the field of atom lithography where light is used to focus matter on the nanometre scale. Using the special features of the atom–light interaction a variety of structures can be produced with a spatial period limited to half the wavelength of the light. Further reduction of feature separation can be obtained utilizing the substructure of atomic matter and light polarization. Also we show how, besides various lateral structures, three-dimensional patterns can be generated in a single-step process utilizing the selectivity of the atom–light interaction.
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1. Introduction

Lithography is usually discussed in the context of the semiconductor industry and Moore’s law: the industry’s ability to quadruple the number of transistors on a chip every three years [1]. It is the key enabler for faster and more compact computer chips [2]. The SIA roadmap 2001 already states the necessity to develop post-optical lithography technologies, while the current industrial technology still works with optical lithography using light with a wavelength of 157 nm, allowing us to realize feature widths of about 100 nm.

Besides the effort to extend optical lithography into the deep UV range at a wavelength of 13 nm other alternative lithography techniques, like electron-beam, ion-beam and x-ray lithography [3], are well developed technologies and are able to produce nanostructures with a resolution of a few nanometres. But also a few newcomers have been developed over the last few years which allow alternative routes to nanostructures. Among them are scanning probe techniques [4], imprint techniques [5], self-assembly of structures [6] and atom lithography, which will be discussed in more detail in the following. These new methods are not directly comparable to the conventional techniques as direct competitors as they come with clear disadvantages on issues like writing speed or field of view. But all of them also come with new basic features that will enable new applications to be developed, which are not easy to tackle with the standard techniques.

In this topical review we want to summarize the current status in the field of atom lithography. The main difference of this method with standard optical lithography is that the role between light and atoms is interchanged. In optical lithography light is manipulated by matter such as masks, mirrors and lenses. The structures are formed by exposing a resist and subsequent etching. The resolution is limited due to the diffraction of light. In atom lithography light acts as a mask and atoms form the pattern. The nanostructures on the surface of a substrate are either formed by the deposited atoms themselves or, in close analogy to photolithography, by using a special resist, sensitive to the atomic beam, and successive etching steps. Since atoms, whose de Broglie wavelength is only a few picometres, are imaged onto the surface, diffraction effects are currently not a limiting factor.

In the following we will discuss in detail how atom–light interaction allows us to form masks for atoms. We will elaborate on the possible nanostructures and limitations of this method. We also give a summary of experimentally achieved one-, two- and three-dimensional structures. The extension to three dimensions is a unique feature due to the material selectivity of the immaterial light masks. It allows us to write three-dimensional nanostructures in a single-step process. Since the beam is neutral and usually evaporated from an oven like, for example, in a MBE apparatus this technique is compatible with existing machines used in semiconductor physics. Finally, we give a brief overview of which atomic species this method can be applied to.
The basic principle of atom lithography relies on the possibility of modulating the flux of an atomic beam transversally on a sub-wavelength scale utilizing the atom–light interaction. Since a modulation of the flux usually is realized by a physical mask the term 'light mask' for the light field configuration has been established over the years. Two types of light masks have been demonstrated so far which are intrinsically different in their performance (see figure 1). One kind realizes the flux modulation by locally enhancing the flux due to a spatially varying force—light force masks—while the other type reduces the flux of metastable atoms by optically pumping the atoms into the ground state—absorptive light masks for metastable atoms. The simplest force mask is a one-dimensional harmonic potential as shown in figure 1. Since the oscillation frequency in a harmonic potential is independent of the spatial starting position the flux at the minimum of the potential is enhanced after an interaction time $T_{\text{os}}$ corresponding to a quarter of an oscillation. Thus a harmonic potential acts like a lens for de Broglie waves, i.e. a parallel beam is concentrated at a certain point (focal point) after a certain distance (focal length). If a substrate is located in the focal plane the enhanced flux at the focal point will lead to a faster growth rate of the film locally. Therefore the substrate will reveal a topography with a local maximum at the focal point after some deposition time.

The analogy between a harmonic potential and a lens for de Broglie waves allows us to use all results on focusing properties of a lens known from photon optics to make predictions for the achievable focal spot size. In photon optics a main limiting factor is the initial divergence of the light beam. Therefore an essential prerequisite for employing force masks is the good collimation of the atomic beam (see figure 1). In experiments this is accomplished by applying the technique of transverse laser cooling.

An alternative way of producing nanostructures is followed in the case of metastable atoms where absorptive light structures can be realized. This method relies on the fact...
that metastable atoms can be optically pumped to the ground state by using resonant light (i.e. optical quenching). Thus light can reduce the number of atoms in the metastable state locally, i.e. ‘absorb’ metastable atoms. Thus a spatially modulated atom–light interaction acts like a physical mask ‘made out’ of light. The resulting atomic state pattern is transferred analogously to conventional photolithography to a substrate by employing a special resist which is only sensitive to the metastable atoms due to their high internal energy (see figure 1). Using standard etching techniques allows us to transfer the resist pattern to the substrate.

3. Atom–light interaction

In this section we discuss how light can be used to manipulate the external degrees of freedom of an atom. We will concentrate on the so-called dipole force which is currently employed in atom lithography. Initially we will give a classical picture of the atom–light interaction which is sufficient to understand the ongoing physics in most of the experiments. We will also elaborate on the quantum mechanical description since some of the latest experiments can only be understood in this framework. The quantum treatment is described in the context of a two-level system but we will make clear that the extension to multi-level systems, as used in real experiments, is straightforward.

At the end we show how light can pattern an atomic beam by not exerting any force but by spatially ‘absorbing’ an atomic beam. We will give a short overview of possible absorptive light masks.

3.1. Classical picture

An atom interacting with near-resonant light can be modelled classically as shown in figure 2. Two mass points with opposite charge are harmonically coupled with a resonance frequency $\omega_0$. The electric field associated with a linear polarized light field oscillates with frequency $\omega_l$ and is given by $E(x,t) = E_0(x) e_x \cos(\omega_l t)$ for the situation depicted in figure 2(a). This electric field leads to a driving force for the electron. The resulting dynamics of the electron is determined by the field amplitude $E_0(x)$ and the difference between the driving and resonance frequency, which is usually called detuning $\Delta = \omega_l - \omega_0$. If the detuning is much larger than the finite resonance width due to damping the resulting motion of the electron has the simple solution

$$y(x,t) = \frac{e}{2m_e\omega_0} E_0(x) \cos(\omega_l t)$$

(1)

where $e$ and $m_e$ is the electron charge and mass, respectively. Thus the electron oscillates with the driving frequency $\omega_l$. Depending on the detuning $\Delta$ the electron oscillates either in phase with the light field ($\Delta > 0$) or out of phase ($\Delta < 0$).

Associated with the motion of the electron is a dipole moment of the atom $D(t) = -ey(x,t)$, whose local interaction energy in an electric field is given by $V(x,t) = -D \cdot E$. Since the induced dipole is in, or respectively out of, phase with the electric field, the atom–light interaction leads to a non-vanishing time averaged potential $V(x) = \langle -D \cdot E \rangle$. This potential governs the local motion of the atom.

Using equation (1) and the definition of the dipole moment the light induced potential (sometimes called the light potential or dipole potential) is given by

$$\langle V(x,t) \rangle = \frac{e^2}{4m_e\omega_0} \frac{E_0^2(x)}{\Delta} = \frac{e^2}{2c\epsilon_0 m_e \omega_0} \frac{I(x)}{\Delta}$$

(2)

where $c$ is the speed of light, $\epsilon_0$ is the dielectric constant and $I(x)$ represents the light intensity distribution. Thus we find for the blue detuned case, i.e. $\Delta > 0$, that the energy is minimal
Figure 2. Classical picture for atom–light interaction. The atom is described as a positive core and a harmonically bound electron. The optical electric field with a frequency close to the resonance frequency leads to a time-dependent induced dipole moment which oscillates in (out of) phase with the driving electric field if the light field frequency is below (above) the resonance frequency. The resulting interaction energy of the induced dipole and driving field is minimized for red (blue) detuning at intensity maxima (minima). Therefore a standing light wave realized by interference of two counter-propagating light beams of wavelength $\lambda$ leads to a sinusoidal potential for the atoms with a period of $\lambda/2$. This can be approximated near the nodes of the standing light wave by a harmonic potential which acts like a lens for atoms.

where the light intensity is lowest. This implies for atoms in a nonuniform light intensity distribution that they feel a force pulling them to the intensity minima where the interaction energy is minimal. Therefore in the case of blue detuning the atoms are so-called ‘low field seekers’. This is in contrast to the case of red detuning, where the atoms are pulled to intensity maxima and are called ‘high field seekers’.

In the following we will show that the light potential resulting from the intensity distribution of a standing light wave can be described by a spatially periodic arrangement of harmonic potentials, i.e. atomic lenses (see section 2). The light intensity of a standing light wave, which is realized by interfering two counter-propagating light beams in the $x$ direction with wavevector $k = \frac{2\pi}{\lambda}$, is given by $I(x) = I_0 \sin^2(kx)$ (see graph (b), figure 2). Assuming a positive detuning, i.e. atoms are pulled to the nodes of the standing light wave, the motion of the atoms near a node is of interest. Therefore expanding the intensity near the nodes leads to $I(x) \approx I_0 k^2 x^2$ and with equation (2) we find the harmonic potential:

$$V(x) = \frac{e^2 \omega l}{2c^3 \epsilon_0 m_e} \frac{I_0}{\Delta} x^2.$$  \hspace{1cm} (3)

Since a standing light wave has nodes with periodicity of $\lambda/2$ this light field configuration leads to a set of harmonic potentials which are separated by a distance of half the optical wavelength, as shown in figure 2.

The oscillation frequency inside these harmonic potentials and the corresponding focal length $f$ of the atomic lens ($f = v T_{\text{osc}}/4$) is given by

$$\omega_{\text{osc}} = \sqrt{\frac{e^2 \omega l}{c^3 \epsilon_0 m_e m}} \sqrt{\frac{I_0}{\Delta}} \quad \text{and} \quad f = \frac{\pi v}{2 \omega_{\text{osc}}} \propto \sqrt{\frac{\Delta}{I_0}}.$$  \hspace{1cm} (4)
Two-level atom interacting with light. The internal structure is assumed to be fully described by the ground state \( |g\rangle \) and the excited state \( |e\rangle \). The experimental parameters which determine the atom–light interaction are the light intensity \( I(r) \) and the difference between the light and atomic transition frequency, usually called detuning \( \Delta \).

where \( m \) represents the mass and \( v \) the longitudinal velocity of the atom. Since the oscillation frequency is inversely proportional to the square root of the detuning the light field has to be close to resonance in order to result in a significant force. The focal length of the atomic lenses can be estimated using typical experimental data for chromium: light power \( P = 10 \text{ mW} \), light beam radius \( r = 100 \mu \text{m} \), \( \Delta = 2\pi \times 200 \text{ MHz} \), \( v = 1000 \text{ m s}^{-1} \). We find \( f \approx 40 \mu \text{m} \).

It is clear that this crude model cannot predict the absolute value of the force, and thus the focal length, correctly. Therefore we will give a more rigorous quantum mechanical derivation of the force resulting from the induced dipole moment in the next section. We will find that the focal length following from equation (4) is underestimated by a factor of two. But the classical result predicts the right scaling of the focal length with the experimental parameters such as detuning \( \Delta \) and intensity of the standing light wave \( I_0 \).

3.2. Quantum picture

We will now give a more rigorous quantum mechanical derivation of the dipole force. Since the general description of the atom–light interaction could be quite tedious, we will discuss a two-level atom which interacts with a classical and near-resonant light field. The interaction is described in the dipole or long wavelength approximation which assumes that the size of the atom is much smaller than the wavelength of light. The validity of this approach is well established in optical physics and documented in several books, e.g. [7].

The situation we will describe is visualized in figure 3. The corresponding Hamiltonian for a resting atom is given by

\[
\hat{H} = \hat{H}_a + \hat{H}_I(t) \tag{5}
\]

where \( \hat{H}_a \) describes the internal states of the atom and \( \hat{H}_I \) the atom–light interaction. More explicitly the Hamiltonian is given in the ground \( |g\rangle \) and excited state \( |e\rangle \) basis:

\[
\hat{H}_a = \frac{\hbar \omega_0}{2} (|e\rangle \langle e| - |g\rangle \langle g|)
\]

\[
\hat{H}_I(t) = -\hat{d} \cdot E(r) \cos(\omega_0 t) = -d_{xz}|E(r)| \cos(\omega_0 t) (|e\rangle \langle g| - |g\rangle \langle e|)
\]

with \( \hbar \omega_0 \) as the energy difference between the ground and excited state. \( \hat{d} \) is the atomic dipole moment operator which is generally a vector operator. For the two-level atom it is given by \( \hat{d} = d_{xz} e_z \langle |e\rangle \langle g| - |g\rangle \langle e| \rangle \). For the two-level atom it is given by \( \hat{d} = d_{xy} e_z \langle |e\rangle \langle g| - |g\rangle \langle e| \rangle \), with \( d_{xy} = e \int \Psi^*_x \Psi_y \, dV \) and \( e_z \) as unit vector in the direction of the polarization of the light field. For the following discussion it is very useful to introduce the parameter \( \Omega_R(r) = \langle e| \hat{d} \cdot E(r)|g\rangle / \hbar \), which is called the Rabi frequency.

In order to find the potential associated with the atom–light interaction the Schrödinger equation

\[
\frac{\hbar}{i} \frac{d}{dt} |\Psi\rangle = (\hat{H}_a + \hat{H}_I(t)) |\Psi\rangle \tag{6}
\]
has to be solved which is explicitly time-dependent. In order to find a simple solution one usually performs the unitary transformation \(|g\rangle = e^{i\omega_{0}t/2}|\tilde{g}\rangle\) and \(|e\rangle = e^{-i\omega_{0}t/2}|\tilde{e}\rangle\). This transformation leads to two terms oscillating with frequencies \(\Delta = \omega_{l} - \omega_{0}\) and \(\omega_{l} + \omega_{0}\), respectively. In the situations encountered in the following, the light frequencies are near resonance with the atomic transition and the intensity is low. Therefore it is an excellent approximation to ignore the rapidly oscillating terms \(\omega_{l} + \omega_{0}\) [7]. This is the familiar rotating-wave approximation of atom optics and leads to a time-independent Hamiltonian which simplifies the solution of equation (6) significantly.

Finding the solution reduces to the task of calculating the eigenenergies and eigenvectors of the Hamiltonian

\[
H = \frac{\hbar}{2} \begin{pmatrix} \Delta & -\Omega_{R} \\ -\Omega_{R} & -\Delta \end{pmatrix}.
\]  

(7)

The diagonalization of this matrix is straightforward and leads to the eigenenergies and corresponding eigenstates:

\[
E_{1} = -\frac{\hbar}{2} \Omega \quad |1\rangle = \sin \theta |g\rangle + \cos \theta |e\rangle
\]

\[
E_{2} = \frac{\hbar}{2} \Omega \quad |2\rangle = \cos \theta |g\rangle - \sin \theta |e\rangle
\]

with \(\Omega \equiv \Omega(r) = \sqrt{\Omega_{R}(r)^{2} + \Delta^{2}}\) and \(\theta\) defined by

\[
\cos(2\theta) = -\frac{\Delta}{\Omega}, \quad \sin(2\theta) = \frac{\Omega_{R}}{\Omega}.
\]

(10)

The eigenenergies and corresponding eigenstates are depicted as a function of detuning in graph (a), figure 4. In the literature this basis is referred to as the dressed state basis. It is important to note that each basis state is a superposition of ground and excited state with relative amplitudes depending on the detuning and Rabi frequency (light intensity). Since the excited state of the atom is not stable we can distinguish between long and short lived dressed states depending on the amplitude of the excited state. For blue detuning the state \(|2\rangle\) has only a small contribution of the excited state and thus represents the long living state, while for red detuning it mainly consists of the excited state and thus has a short lifetime.

The external motion of an atom in the state \(|2\rangle\) is governed by the potential described by the eigenenergy \(E_{2}\) which decreases with light intensity, as indicated by the dotted curve in figure 4. Thus for blue detuning an atom in state \(|2\rangle\) can lower its energy by moving to lower light intensities, i.e. low field seeker. That is the same result as we have found in the classical treatment. In the case of red detuning the atom will also be attracted to the light field minimum, but for this detuning the state \(|2\rangle\) is almost a pure excited state and thus has a short lifetime.

In real experiments the initial internal state of the atom is the ground state \(|g\rangle\) and thus the initial state has to be described in the new basis as a superposition \(|g\rangle = a_{1}|1\rangle + a_{2}|2\rangle\). For typical experimental parameters (\(\Omega_{R} = 50\Gamma,\ \Delta = +40\Gamma 0\)) with \(\Gamma\) natural linewidth) one finds \(a_{1} = 0.33\) and \(a_{2} = 0.94\). Therefore the external dynamics of the atom is mainly given by the eigenenergy \(E_{2}\) and is thus well described by the potential

\[
V(r) \approx E_{2} = \frac{\hbar}{2} \sqrt{\Omega_{R}(r)^{2} + \Delta^{2}}.
\]

(11)

The resulting potential is shown in graph (b) in figure 4. For the given parameters the potential is proportional to the light intensity. For higher Rabi frequencies corresponding to higher light intensities the potential height is only proportional to the square root of the intensity.
Figure 4. Graph (a) shows the eigenenergies and corresponding eigenstates of a two-level atom interacting with light. The full and dotted curves show the eigenenergies for high and low light intensity, respectively. The amplitudes of the ground and excited state are indicated by the diameter of the circles. For positive detuning the state $|2\rangle$ mainly consists of the ground state while $|1\rangle$ has a significant amplitude for the excited state and thus has a finite lifetime. The motion of a ground state atom in a blue detuned standing light wave is governed by the potential $E_2$ which is shown in graph (b) ($\Omega_R = 50\Gamma$, $\Delta = +40\Gamma$, where $\Gamma$ represents the linewidth of the dipole transition).

The focal length can be estimated following the route described in section 3.1 equation (3). The oscillation frequency and focal length of an atom moving near the node of a standing light wave is given by

$$\omega_{os} = \Omega_R \sqrt{\frac{\omega_{rec}}{\Delta}} \quad f = \frac{\pi v}{2\omega_{os}} \propto \sqrt{\frac{\Delta}{I_0}} \quad (12)$$

with $\omega_{rec} = \hbar k^2/2m$ (recoil frequency). For $\Omega_R = 50\Gamma$, $\Delta = +40\Gamma$ we find an oscillation frequency of 2.6 MHz, consistent with the experimental observations of a focal length of 100 $\mu$m. Note that the scaling with light intensity and detuning is the same as in the classical result.

The description so far did not include spontaneous emission due to the finite lifetime ($1/\Gamma$) of the excited state. As we will show this effect is negligible for typical atom lithography experiments in the context of force masks while this is the essential effect for absorptive light masks. The spontaneous emission rate $\gamma_s$, which follows from the solution of the optical Bloch equations [8] is given by

$$\gamma_s = \frac{s_0}{1 + s_0 + (2\Delta/\Gamma)^2/2} \quad (13)$$

with $s_0 = 2|\Omega_R|^2/\Gamma^2 = I/I_s$ and $I_s = \pi hc\Gamma/3\lambda^3$ the saturation intensity [8] with $h$ Planck’s constant and $\lambda$ the transition wavelength. For typical experimental parameters ($\Omega_R = 50\Gamma$).
Figure 5. Eigenenergies for the multilevel chromium atom for different polarizations of the standing light field. Graph (a) represents the light intensity distribution revealing the periodicity of $\lambda/2$. In graph (b)/(c) the eigenenergies for the long living states are shown for the case of linear and circular polarization. The different potential heights are a consequence of the different Clebsch–Gordan coefficients where the square values are given in graph (d). Parameters used: $\Omega_R = 50\gamma$, $\Delta = +40\gamma$, $B = 0.2$ mT.

$\Delta = +40\gamma$) one finds that about 10% of the atoms undergo a spontaneous emission event during the interaction with a 100 $\mu$m light mask, corresponding to an interaction time of 100 ns.

So far we have treated a two-level atom but in reality the ground and excited state of the atom usually have to be decomposed into magnetic substates as shown in figure 5 for the chromium $J = 3 \rightarrow 4$ transition ($7S_3 \rightarrow 7P_4$). In cases of linearly (circularly) polarized light the description is straightforward since the dipole selection rules $\Delta m = 0 (\Delta m = \pm 1)$ do not allow coupling between the magnetic sublevels of the ground state. In this situation the optical potentials can be calculated for each interacting magnetic sublevel pair in the two-level approximation taking into account the modified interaction strength due to different dipole moments $d_m$ resulting from the symmetries of the involved electronic states. The relative strengths between the different transitions are given by the Clebsch–Gordan coefficients [8], as indicated in figure 5. The light potentials for the long living states inside a standing light wave with positive detuning are given in graph (b)/(c) in figure 5. Clearly all of them exhibit the spatial periodicity of $\lambda/2$ but will lead to different focal lengths due to their different heights.

A different situation arises if the two constituting light waves are orthogonally polarized. This configuration is well known in the field of laser cooling and leads to the well known Sisyphus cooling process [9]. It is usually described as a $\text{lin} \perp \text{lin}$ configuration. Since there is no interference between the light fields the intensity distribution is constant but the polarization varies spatially from linear to circular. It is clear that the interaction energy depends on the polarization due to the Clebsch–Gordan coefficients. Circular polarization is obtained whenever the phase difference between the two orthogonal polarizations is odd multiples of $\pi/2$. This translates into a spatial period of $\lambda/4$. The period of $\lambda/8$ shown in figure 6 is a result of the coupling between the magnetic sublevels in the case of linear polarization leading to a level anticrossing and thus to new minima. This implies that the $\lambda/2$ limit of intensity light masks can be beaten by utilizing the internal structure of the atoms, as will be shown in section 5.
Figure 6. Eigenenergies for given light configuration of orthogonally linearly polarized counter-propagating beams. The upper graph shows the spatial variation of the polarization with a period of $\lambda/4$. The corresponding eigenenergies of the long living states are shown in the lower graph. Due to the coupling of ground state magnetic sublevels new minima are formed as a result of Raman induced anticrossing of the eigenenergies. It is important to note that the corresponding eigenstates are superpositions of all magnetic sublevels. The effect of an additional magnetic field is indicated in the inset. It allows us to separate the eigenenergies, reducing motion induced nonadiabatic transitions between the levels.

3.3. Patterning without force

The basic ingredient for this method is the use of a three-level system as indicated in figure 7. The level indicated by $|m\rangle$ is a metastable state. Since the internal energy, e.g. metastable rare gas atoms, of $\sim 15$ eV exceeds by far the kinetic energy of the atom ($\sim 0.3$ eV) a resist can be found which is only sensitive to metastable atoms because enough energy for either destroying or forming the resist can be delivered (see section 6).

Therefore absorptive masks for atoms can be realized by optically pumping the atoms to the ground state. This can be experimentally implemented by light resonant with the $|m\rangle \rightarrow |e\rangle$ transition and an excited state which mainly decays into the ground state. The optical pumping rate to the excited state is given by equation (13) and reduces for low light intensities and zero detuning to

$$\gamma_p(x) = \frac{\Gamma}{2I_e} I(x).$$

(14)

The population $\rho_{mn}$ of the metastable state as a function of interaction time is given by

$$\rho_{mn} = \exp\left(-\int \gamma_p(x, t) \, dt\right)$$

(15)

where the integral is taken over the interaction time.

Thus a resonant standing light wave can pattern the atomic beam transversally with a period of $\lambda/2$ since the transmission coefficient for the metastable atoms is only one at the nodes of the standing light wave. The resulting pattern is displayed in the middle graph of figure 7. Since the optical pumping time depends also on the detuning (see equation (13)) a spatial modulation of the flux can be achieved by changing the detuning spatially as shown in graph (b), figure 7. This method is also known as frequency encoded light masks.

4. Light fields as masks for atoms

The foundation of light force masks is the concentration of the atomic flux in space due to the focusing properties of a harmonic potential. It was shown previously that using the atom–light
Figure 7. Absorptive masks realized with light. If light is tuned exactly on resonance with the open transition of a three-level atom (left), the atoms in the metastable state $|m\rangle$ will be optically pumped to the ground state. This optical quenching acts effectively like an absorptive mask for the metastable atoms. Lateral structuring can be achieved by changing the intensity (graph (a)) or changing the detuning (graph (b)).

Interaction naturally leads to periodic sinusoidal potentials. Thus in the following discussion we focus on a potential of the form

$$V(z, x) = V_0 \exp\left(-2 \left(\frac{z}{w}\right)^2\right) \sin^2(kx),$$

which is experimentally realized by interfering two counter-propagating Gaussian light beams with wavevector $k$ and beam waist $w$. For the following discussion we assume a blue detuned light wave leading to a concentration of the atoms at the nodes of the standing light wave. The harmonic approximation in the $x$ direction at the nodes and at $z = 0$ is

$$V(z = 0, x) = V_0 k^2 x^2 = \frac{m\omega_{os}}{2} x^2 \rightarrow \omega_{os} = \Omega_R \frac{\Omega_{rec}}{\Delta}$$

where $\Omega_R$ is the maximal Rabi frequency, $\omega_{rec}$ is the recoil frequency and $\Delta$ is the detuning.

There are two different ways of using these lenses, either in the thin lens regime where the focal position is outside the standing light wave or in the immersed regime where the atoms are concentrated inside the standing light wave (figure 8). In the harmonic approximation one can deduce the focal length for both types and find

$$f_{th} = \frac{\pi}{\pi} \frac{1}{\sqrt{\frac{E_{kin}}{V_0}}},$$

$$f_{im} = \frac{\pi v}{2k} \sqrt{\frac{E_{kin}}{V_0}} = \frac{\pi v}{2\omega_{os}}$$

with $E_{kin} = \frac{mv^2}{2}$ as the kinetic energy of the impinging atoms with velocity $v$. Note that the immersed focal length assumes a $z$-independent intensity. A detailed study of the focusing properties has been performed theoretically [10] and experimentally [11]. Also two-dimensional light intensity patterns can always be harmonically expanded at the potential minima to find the focal length. For typical experimental parameters one can realize light masks with a focal length in the range of 50–100 $\mu$m.

It is important to note that for immersed focusing in the middle of a Gaussian laser beam the performance of the lens is fully described by light power and detuning. This is a consequence of the scaling of the focal length with the inverse of the Rabi frequency which is given by the square root of the light intensity. Thus for given detuning and velocity of the atom a well defined power is necessary to focus the atoms in the middle of the focused laser beam.
independent of the diameter of the beam. This would imply that the area of patterning can be increased without the need for more laser power. Unfortunately this scaling is not true because the spontaneous emission probability also increases with the beam diameter due to the longer interaction time. Keeping the spontaneous emission rate constant the area of patterning is proportional to the laser power.

The achievable atomic focal spot size depends on many different mechanisms. Before we discuss those mechanisms it is instructive to estimate the absolute limit, namely the diffraction limit. This can be done by applying results from photon optics [12] where the focal spot size is given by

\[ d_{\text{diff}} \approx \frac{\lambda_{dB}}{2NA} \]  

with the atomic de Broglie wavelength \( \lambda_{dB} \) and the numerical aperture of the lens used (standing light wave with period \( \lambda/2 \)) given by \( NA = (\lambda/2)/f \). Assuming a thermal beam with a typical velocity of 1000 m s\(^{-1}\) and focal length of 50 \( \mu \)m one finds \( d_{\text{diff}} \approx 2 \) nm. This result shows that the observed structure widths of about 30 nm are far from this limit. Note that this result also implies that the straightforward application of this method to very slow atoms such as produced by an atom laser [13] would lead to a diffraction limited spot size bigger than the optical wavelength. A more detailed analysis has been performed by Lee [14] utilizing a quantum Monte Carlo simulation of the focusing process. His results, which also include spherical aberrations, give a limit of 8 nm.

Another limitation of the achievable structure widths is the initial divergence of the atomic beam. It is well known from photon optics that a lens focuses parallel beams onto the focal

---

**Figure 8.** Graph (a) gives a comparison between thin and immersed lens focusing for harmonic and sinusoidal potentials. The left row in graph (a) summarizes the focusing properties of the thin lens regime, i.e. the atom trajectory is not significantly changed during the interaction. Clearly the trajectories in the anharmonic sinusoidal potential reveal the characteristics of spherical aberrations. The right row in graph (a) visualizes the immersed focusing regime where the focal position is inside the potential. The advantage of this type of focusing is the noncritical dependence of the focal position on the potential maximum, i.e. light intensity. Graph (b) shows the result of a simulation of the trajectories for the real situation in the experiment, taking into account all 16 magnetic sublevels, initial divergence, initial longitudinal velocity distribution and spontaneous emission (indicated with circles).
plane. The position in respect to the optical axis depends on the angle of incidence $\theta$ and is given by

$$d_{\text{div}} = f \theta.$$  \hfill (20)

Thus a divergence due to the residual transverse velocity of the atomic beam leads to a smearing out of the focal spot. In atom lithography experiments the transverse collimation is realized with laser cooling which has a natural limit and allows us to build atomic beams with a divergence of the order of $\theta \sim 0.5 \text{ mrad}$, leading to focal spot sizes of about $25 \text{ nm}$ ($f = 50 \mu\text{m}$).

So far we have only discussed the harmonic approximation. The real situation is depicted in graph (b), figure 8, showing simulated trajectories taking into account all 16 magnetic levels, spontaneous emission, transverse divergence and longitudinal velocity distribution. This makes clear that the real situation is far more complicated. Nevertheless one can point out some important effects leading to the observed structure widths.

### 4.1. Aberrations

**Spherical aberration.** This is a result of the anharmonicity of the sinusoidal potential and can be clearly seen in graph (a) in figure 8. Atoms not entering the light wave near the node have a slower oscillation frequency than perfectly focused atoms near the potential minimum. Thus they cross the optical axis later. Therefore those atoms are not focused and are thus responsible for a non-structured background, also called a pedestal.

**Chromatic aberration.** In the experiments so far thermal atomic beams with a broad longitudinal velocity distribution have been used. Since the velocity distribution is as broad as $\delta v/v \sim 1$ no simple formula can be found. A detailed numerical study by McClelland [10] shows that the velocity spread leads to a broadening from 21 to 33 nm while the main contribution to the structure width stems from the divergence of the impinging beam. The velocity dependence of the focal length (equation (18)) favours the immersed focusing technique.

**Clebsch–Gordan aberration.** Optical transitions usually involve magnetic sublevels. Each of those magnetic substates interact with the light, depending on the polarization (see section 3.2). In the case of chromium ($J = 3 \rightarrow 4$) the ground state is seven-fold degenerate and the Clebsch–Gordan coefficients, and thus the optical potentials, vary by more than a factor of two for linear polarization.

Summarizing one can state that, for the real experimental situation, the simple optical lens picture is not applicable but a simple numerical integration of the motion of the atoms inside the potential is possible. The result of these investigations is that the regime of immersed focusing, i.e. atoms are oscillating inside the potential and are starting to channel along the potential minima [15], is favourable. Although this does not lead to the smallest possible structures the dependence on the uncontrollable experimental parameters, such as velocity distribution, angular divergence of the beam and the Clebsch–Gordan aberration, is reduced. Thus in the experiment immersed light masks are employed.

### 4.2. Possible structures

So far we have described the simplest light mask which is a result of an interference of two counter-propagating light waves. It has been shown that the light intensity gradients lead to
Two-dimensional light intensity patterns. Two-dimensional light masks can be realized by interfering more than two beams. The upper graphs show the resulting intensity pattern for a symmetric three-beam interference leading to a structure of periodically arranged intensity maxima whose symmetry does not depend on the relative phases $\phi$ between the beams. The middle line of graphs reveal that the square symmetry of a four-beam interference pattern depends on the relative phase $\phi$ between the beams. The extension to a symmetric five-beam interference pattern reveals a Penrose type structure. The lower right graph shows a general behaviour if the phase is changed in one beam only. The symmetry is preserved but spatially shifted.

forces which can concentrate the atomic flux. The most general situation is given by

$$E(r) = \sum_{j=1}^{N} E_j e^{i k_j \cdot r}$$

$$I(r) = \frac{c \varepsilon_0}{2} |E(r)|^2 = \frac{c \varepsilon_0}{2} \sum_{j,l=1}^{N} E_j \cdot E_l^* e^{i(k_j - k_l) \cdot r}.$$  (21)

Obviously the general form of the intensity pattern could be very complicated but the minimal spatial period $\lambda/2$ is given by the maximal wavevector difference which is $|2k|$. Another very important feature is the dependence of the pattern on the relative phases between the individual light waves.

A special case is the three-beam interference with maximal symmetry which is given for a relative angle between the three beams of 120°. The resulting intensity distribution reveals periodically arranged intensity maxima with a distance of $d = 2\lambda/3$. Generally one can show that, for a three-beam interference pattern, the symmetry of the intensity distribution is only given by the angles between the beams while it is independent of the relative phases between the light waves. A relative phase only shows up as a translation of the whole pattern.

This is not true for a four-beam interference pattern where the symmetry of the light field depends critically on the relative phases between the beams. As shown in figure 9 periodicity and orientation of the square lattice changes if the relative phase $\phi$ is changed by $\pi/2$. 

Figure 9. Two-dimensional light intensity patterns. Two-dimensional light masks can be realized by interfering more than two beams. The upper graphs show the resulting intensity pattern for a symmetric three-beam interference leading to a structure of periodically arranged intensity maxima whose symmetry does not depend on the relative phases $\phi$ between the beams. The middle line of graphs reveal that the square symmetry of a four-beam interference pattern depends on the relative phase $\phi$ between the beams. The extension to a symmetric five-beam interference pattern reveals a Penrose type structure. The lower right graph shows a general behaviour if the phase is changed in one beam only. The symmetry is preserved but spatially shifted.
Adding more and more beams the intensity patterns become more and more complex. As an example we show the intensity pattern resulting from the interference of five light beams exhibiting a Penrose-like pattern [16].

5. Experimental achievements

The experimental data shown in the following have been achieved in the chromium experiment at Konstanz University. The experimental set-up is shown in figure 10 and represents a standard atom lithography set-up also used in other laboratories.

A laser system actively stabilized using spectroscopy delivers the necessary near-resonant laser light. The wavelength depends on the choice of the atomic transition and is, in the case of chromium, 425 nm for the $^7S_3 \rightarrow ^7P_4$ transition. The atomic beam is realized inside a vacuum system using an effusive source leading to a beam with a divergence of a few degrees. This would lead to a washing out of the focal spot size due to the critical dependence of the focal position on the initial angle. Therefore a transverse laser cooling stage [17] is introduced leading to a beam divergence of less than 0.02°. The incident angle of the collimated beam is adjusted to within 0.1° using a right angle prism as a mirror and the reflection of a laser beam which is parallel to the atomic beam (see figure 10).

The light field, i.e. light mask, is realized directly in front of the substrate using short focal lengths for the atomic lenses. Since the focal position of a thin lens depends critically on the light power [11] immersed focusing is usually employed. After depositing a film with a thickness of 5–15 nm (~30 min) the substrate is removed from the vacuum system and analysed using an atomic force microscope (AFM) or a scanning electron microscope (SEM).

5.1. One-dimensional structures

The first structure realized with atom lithography was produced by Timp et al [18] at AT&T Bell Laboratories in 1992. They used a standing light field configuration for sodium atoms...
Figure 11. One-dimensional chromium structures with intensity light masks. The AFM image of the structured chromium film exhibits lines with \( \lambda/4 = 106 \text{ nm} \) periodicity. This is a result of a double deposition through a red (\( \Delta = -2\pi \times 200 \text{ MHz}, P_{\text{in}} = 22 \text{ mW} \)), respectively blue (\( \Delta = 2\pi \times 200 \text{ MHz}, P_{\text{in}} = 11 \text{ mW} \)), detuned light mask. In the red detuned case the atoms are high field seekers and thus are concentrated at the light intensity maxima while in the blue detuned case the atoms are pushed to the nodes of the light wave.

leading to a line structure with a period of \( \lambda/2 = 294 \text{ nm} \). Also the smallest structure width (15 nm) achieved with atom lithography has been realized by this group [19]. Since those structures are only stable under UHV conditions, they are difficult to investigate. Additionally sodium forms droplets of 10 nm size which are statistically arranged along the line structure.

The first chromium nanostructures, which are, in contrast to sodium, stable under exposure to air, have been produced by McClelland et al [20] at NIST Gaithersburg using a standing light wave mask with a period of \( \lambda/2 = 213 \text{ nm} \). The smallest reported structure width for chromium of 28 nm has also been produced by this group [11].

How one can beat the structure period of \( \lambda/2 \) for intensity light masks is shown in figure 11. The structure was achieved by changing the detuning of the standing light wave from blue to red halfway through the deposition time. Since the lines are formed at the light intensity minima for positive and at the light intensity minima for negative detuning a detuning switch corresponds to moving the light mask by half the period. This leads to a line structure with a period of \( \lambda/4 = 106 \text{ nm} \) [21, 22]. The results in figure 11 also show that the structures are strictly periodic over a range of 3 \( \mu \text{m} \), demonstrating the strength of this technique to produce long range ordered structures. The periodic structures are generated over the extension of the laser and atomic beam, respectively. This corresponds to a patterned area as large as 150 \( \mu \text{m} \times 3 \text{ mm} \).

A more elaborate method for producing one-dimensional structures with a smaller period than \( \lambda/2 \) is the application of polarization gradient masks (lin \( \perp \) lin) as discussed in section 3.2. The technique is very atom specific but allows for chromium to reduce the structure period by a factor of four [23] and thus lead to a structure period of \( \lambda/8 = 53 \text{ nm} \) for counter-propagating laser beams. This period can be modified by changing the angle between the light beams. In figure 12 the experimental result is shown for the light field configuration given. The angle between light beams was chosen to be 120° and the polarization is as indicated. The AFM image clearly reveals the line structure with a period of 61 nm. The period is enlarged by a factor of \( 2/\sqrt{3} \) in comparison with the counter-propagating light wave configuration [23] due to the angle between the light beams.

5.2. Two-dimensional structures

The extension of the light masks to two dimensions is straightforward. The first experiment realizing two-dimensional structures using atom lithography has employed two perpendicularly
arranged standing light waves. They have been polarized orthogonally such that no interference between the light beams could occur, thus realizing pure intensity gradients. This leads to a light mask with a square lattice structure and the corresponding chromium structure exhibits nanodots with 80 nm FWHM periodically arranged with a spacing of 213 nm [24].

Another configuration is the three-beam interference pattern where the angle between the beams is 120° (see section 4.2). The chromium structures achieved are shown in the upper part of figure 13. For red detuned laser light it leads to long range, periodically ordered chromium nanodots with a diameter (FWHM) of ≈ 100 nm and a next-neighbour distance of $2/3\lambda = 284$ nm [25]. If the laser light is blue detuned the symmetry of the structure changes to a hexagonal structure as can be seen in figure 13.

In figure 13 the results achieved with four-beam light masks are also shown. As discussed in section 4.2 the symmetry of the structure depends on the relative phases between the light beams. The realized chromium structures confirm the phase dependence of the light mask symmetry [26]. These results show that the extension to many-beam interference allows us to generate more general structures but also makes it clear that care has to be taken in stabilizing the relative phases between the beams. Similar light masks have been achieved by utilizing holograms for generating light beams coming from different directions [27]. There the relative phase of the beams is defined by the hologram. This technique opens up a new way of realizing complex light field patterns.

Two-dimensional polarization masks are also possible [28]. For the experimental demonstration the configuration as shown in figure 14 was chosen. In this configuration the polarizations of the three light beams are orthogonal ($\text{lin} \perp \text{lin} \perp \text{lin}$). This can be realized if the angle of the polarization with respect to the plane of the beams is given by $\theta = \arcsin(\sqrt{3}/2) = 35°, 25°$.

Since the interaction of a multilevel atom with these polarization gradient masks is not at all straightforward a Monte Carlo simulation [21] of the atomic trajectories was employed to predict the chromium structures. The expected pattern reveals structure widths below 20 nm which have not been confirmed experimentally. This could be a consequence of the growth process which is not yet fully understood [29]. The effect of the growth process was taken into account empirically by smoothing the simulation results with a Gaussian distribution with a standard deviation of 25 nm. The result is shown in figure 14 and shows very good agreement with experimentally obtained nanostructures.

So far we have discussed one- and two-dimensional structures which have been realized using atom lithography. Although the results show the potential of this method, in principle the
achieved structures can be produced using standard lithography techniques. The possibility to further generalize this method to three-dimensional lithography is one of the main advantages of the technique of atom lithography.

5.3. Three-dimensional structures

In our discussion so far we have assumed that the laser is near-resonant with an atomic transition. This is necessary in order to achieve the large forces to change significantly the trajectories of the atoms within the interaction time of typically 100 ns. If the atomic beam consist of two atomic species the situation is depicted in figure 15. For the first demonstration we used a combination of chromium and magnesium fluoride, MgF$_2$ and the laser is tuned close to the optical transition of one species of chromium ($^{53}$Cr).

The chromium atoms resonantly interacting with the light are focused as discussed in the preceding paragraphs while MgF$_2$ is only weakly affected by the light. This allows us to realize a MgF$_2$ film with a laterally modulated dopant concentration of chromium [30]. The experimental set-up for the demonstration experiment is shown in graph (b), figure 15, where only an additional oven was added to the standard atom lithography set-up.

The confirmation of the successful demonstration of three-dimensional lithography has been found by utilizing the technique of Auger electron spectroscopy combined with a SEM. The results are shown in figure 16. The three-dimensional pattern was extracted by sputtering to a certain depth and then probing the surface using the Auger electron technique which only probes to a depth of less than 5 nm. Clearly one can see that, over the whole thickness of the film ($\approx$50 nm), the ratio between the concentration of chromium and magnesium is constant, thus no de-mixing has occurred. The transverse spatial mapping of the chromium concentration 20 nm inside the sample is shown in figure 16 in graph (b). Clearly lateral modulation of the chromium concentration is observed.
This technique has the advantage of being absolutely clean and can therefore be directly applied under the UHV conditions necessary for molecular-beam epitaxy, thus allowing for extension of this method to other materials. The combination of group III and V materials would allow us to grow laterally modulated heterostructures. This could open up the way to create complex three-dimensional electronic potentials, e.g. channel-like three-dimensional conductor networks.

Possibilities for producing new three-dimensional structures are indicated in graph (c), figure 15. The most straightforward way to realize three-dimensional structures is changing the flux of chromium atoms during deposition. A more elaborate change is switching between two light waves which are spatially orthogonally arranged. This leads to a wood pile structure often discussed in the context of photonic crystals [31]. A very new chiral structure so far not at all realizable (in this strictly periodic arrangement) can be produced by continuously changing the relative phases between the light masks during deposition.

6. Exposure technique

A different route to generate nanostructures with atoms utilizes the interaction between atoms and a suitable resist which is deposited in advance on the substrate.

The first resist used for atom lithography was a 1.5 nm thick self-assembled monolayer (SAM) of dodecanethiolate on a gold coated wafer [32]. The molecules form a highly ordered monolayer leading to a hydrophobic surface which protects the substrate against aqueous chemical etching solutions. Since the SAM can be damaged by impinging metastable atoms [33] or reactive atoms like caesium [34] the technique of atom lithography allows us to generate structured resists. The pattern of the resist can be transferred to the underlying gold layer by standard etching techniques. An AFM image of a gold film structured by that method is shown in figure 17. The 30 nm gold film is first covered with a dodecanthiolate SAM, then exposed to a metastable helium beam blocked by a physical mask with a cross pattern and subsequently etched [35].

This technique has been used to demonstrate absorptive light masks realized with a standing light wave. The results elucidate the Heisenberg limit of the achievable structures.
Figure 15. Three-dimensional structures realized with atom lithography. Depositing at the same time two species (Cr, MgF₂) where only one of them is resonantly interacting with light (Cr) leads to laterally structured dopant and the other species forms the matrix material. The experimental set-up is straightforward and only involves the implementation of a source producing the matrix material. Possible three-dimensional structures are given in the lower graph.

due to the wave nature of the atoms [36]. It has also been used to demonstrate focusing utilizing standing light waves with a caesium atomic beam [37] and that pulsed lasers can also be employed for lithography. This simplifies significantly the realization of high laser powers in the UV range, which is necessary for many technologically interesting atomic species [38]. Recently the frequency tuning masks as discussed in section 3.3 have also been demonstrated utilizing the exposure technique [39].

An alternative approach to destroying a SAM film by atoms is to form an etch-resistant layer due to the change in deposited background molecules on the substrate. In many set-ups diffusion pumps are connected to the experimental chambers. Thus pump oil molecules are always present as a background vapour and physisorb on the surface of the substrate. The internal energy of an impinging metastable atom can crack those molecules, leading to the formation of a carbonaceous resist. The pattern can subsequently be transferred to the substrate by using the chemical assisted ion beam etching technique [40]. Since diffusion pump oil is regarded as a contamination of the vacuum this resist is also called contamination resist. It has to be noted that this technique is well known in e-beam lithography, where it has been reported since 1964 [41].

7. Other materials

We have discussed in detail the possibilities of producing laterally nanostructured chromium films. In the following we will briefly summarize the efforts to apply this technique to other atomic species. Technologically very interesting are the group III atoms. A detailed discussion of the necessary laser wavelengths and cooling transitions can be found in [42].

The essential feature of the atom or molecule of interest is that it should have an optical transition which allows us to laser cool it. This implies that the transition is either closed
Figure 16. Confirmation of three-dimensional structures produced by the atom lithography technique. Graph (a) shows the energetically resolved Auger electron signal allowing for a spatially resolved material analysis of the sample. The depth profile was obtained by sputtering the sample and confirms that throughout the sample Cr and MgF$_2$ is present with the same relative concentration. Graph (b) shows the lateral mapping of the chromium concentration 20 nm inside the sample. The dopant concentration varies spatially as expected.

or can be closed by using other laser frequencies. This is essential because the achievable structure width is mainly limited by the initial beam divergence (see section 4.1). In order to maintain a reasonably high atomic flux only cooling techniques can lead to the necessary narrow divergence.

Direct deposition atom lithography has been successfully applied to sodium atoms [18], aluminium atoms [43] and chromium atoms [20]. Laser cooling of technologically interesting candidates for nanostructures are currently investigated for iron [44] and for the group III atom gallium [45]. Indium is currently under investigation if the available optical transitions allow us to create a collimated indium beam [46]. New atomic sources for direct deposition of caesium are under construction [47].

8. Summary

The technique of atom lithography has been intensively investigated over the last ten years. Many experiments have been performed since then. The main result of these experiments is that the atom–light interaction and the focusing properties of intensity light masks are well understood. Also polarization masks, which utilize the internal structure of the atoms, have been demonstrated and are well understood.

One-, two- and three-dimensional structures have been produced successfully. In particular the straightforward extension to three-dimensional structuring is a strength of this method. Another strength is the possibility of producing long range (up to mm$^2$) ordered periodic nanostructures with a feature size of 30 nm and period of 213 nm in the case of chromium.

Future steps will be taken in the direction of applying this method to new atomic species which are technologically interesting, such as group III atoms. Another very important step is the combination of this technique with epitaxial growth. In this context especially the growth process has to be investigated. But the successful combination of the field of epitaxial growth and atom optics will open up the way for producing new nanostructured materials with new properties.
Figure 17. Exposure technique with atoms. Special resists, i.e. SAM of long molecules, are sensitive to either the internal energy of metastable atoms or the reactivity of the atoms. The flux pattern of the atomic beam leads to a modification of the resist. Subsequently the SAM pattern can be transferred to the substrate using standard etching techniques. The AFM image at the right shows a structured gold film using this technique.
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