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Abstract

HICANN-DLS is a novel neuromorphic Application-Specific Integrated Circuit (ASIC)
developed in Heidelberg within the scope of the Human Brain Project. It consists of 32
neurons and a total of 1024 synapses that mimic their biological counterpart by means of
full-custom analog electronic circuits. The synapses contain individual circuitry designed to
implement Spike-Timing-Dependent Plasticity (STDP), a synaptic mechanism that is be-
lieved to play a vital role in learning and memory. Because of inherent transistor mismatch,
the parameters describing STDP (time constants and amplitudes) vary across synapses.
In order to counteract this mismatch, each synapse contains four calibration bits which
are intended to compensate parameter variation. Within this thesis, the synaptic circuits
tailored for STDP are described and their functionality quantified. In particular, it has
been tested to which degree transistor mismatch can be counteracted. The combinatorial
problem of assigning calibration settings to synapses in order to reduce the Mean Abso-
lute Deviation (MAD) of the parameter values is described using Mixed Integer Linear
Programming (MILP). Using this approach on the tested chip, it is possible to reduce the
spread of parameters by a factor of 1.4 to 2.1.

Zusammenfassung

HICANN-DLS ist ein neuartiger neuromorpher Application-Specific Integrated Circuit
(ASIC), der imRahmendesHumanBrainProjects inHeidelberg entwickeltwird. Erbesteht
aus 32Neuronen und insgesamt 1024 Synapsen, die ihr biologischesGegenstück in analo-
gen Full-custom Schaltkreisen emulieren. Jede Synapse enthält elektrische Komponenten
die Spike-Timing-Dependent Plasticity (STDP) implementieren, ein synaptischer Mech-
anismus, dem eine bedeutende Rolle in Lernprozessen und Erinnerungsvermögen zuge-
sprochenwird.AufgrundvonunausweichlichenFertigungsunterschiedenderTransistoren
variieren die STDP beschreibenden Parameter von Synapse zu Synapse. Umdiesem Effekt
entgegenzuwirken, beinhaltet jede Synapse vier Kalibrationsbits, die Unterschiede ausgle-
ichen sollen. ImRahmendieserArbeitwerdendie STDP-relevantenSchaltkreise beschrieben
und ihre Funktionalität bestätigt. Es wird insbesondere untersucht, inwiefern die Varianz
der Transistoren ausgeglichen werden kann. Das kombinatorische Problem, den einzel-
nen Synapsen Kalibrationseinstellungen zuzuweisen, die die Mean Absolute Deviation
(MAD)minimieren, wirdmittelsMixed Integer Linear Programming (MILP) behandelt.
Dieser Ansatz erlaubt es, den Versatz auf dem getesteten Chip um einen Faktor 1.4 bis 2.1
zu reduzieren.
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1
Introduction

Computers have developed at a rapid pace and are arguably the most important technological
feat in recent human history, spurring scientific progress by providing means for data evalua-
tion and numeric calculations. Since their conception, they vastly outperform humans in tasks
such as arithmetic andwith themost refined algorithms available today, slightly outperform hu-
mans in domains such as traffic sign recognition (Stallkamp et al., 2012) or multi-talker speech
recognition (Hershey et al., 2010). However, these results were obtained using traditional com-
puter hardware consuming power in the order of kilowatts while a human brain operates with
around 20 Watts and is not performing only a single task, thereby being a much more efficient
computational device.

Traditional computers are designed to perform calculations in a largely sequential manner with
the code not changing in time once compiled, while mammalian brains operate massively in
parallel and have the ability to learn, thus change their internal structure and interconnection.
This makes it possible to adapt to changing circumstances and new kinds of sensory input. The
brain is also robust to probabilistic behaviour of the biological transmission mechanisms be-
tween its constituents (Otmakhov et al., 1993) andmay recover from damage caused by a stroke
or even outright loss of brain matter by structural re-organization (Feuillet et al., 2007; Weiller
et al., 1992). This kind of robustness and ability to adapt is not present in traditional computer
hardware.

Artificial neural networks are inspired by biological neural networks and are used to model the
functional and learning behaviour of the brain. They are used in neuroscientific experiments
with the goal of gaining a better understanding of brain function as well as in solving tasks such
as the recognition tasks mentioned before. Such networks can be simulated on traditional com-
puter hardware albeit very inefficiently when compared to their biological counterpart. Some
neural networks cannot be simulated faster by increasing parallelism in general-purpose com-
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puters which means that their run time exhibits a hard boundary (Zenke & Gerstner, 2014).
It is therefore of interest to design new, non-Von-Neumann hardware architectures that mimic
brain function, are able to provide efficiency comparable to biological neural networks and even
emulate them faster than biological real-time by orders of magnitude.

This is the goal of the neuromorphic computing platform within the Human Brain Project
which succeeds the BrainScaleS project. This project has led to the development of the High
Input Count Analog Neural Network (HICANN) neuromorphic chip that emulates neural
networks with a speed-up factor of about 104 compared to biology (Millner et al., 2012). This
chip represents a physicalmodel ofneural networks that is realizedusingComplementaryMetal-
Oxide-Semiconductor (CMOS) integratedcircuit technology. The functionalunits of thebrain,
neurons and synapses, are modeled using electronic circuits that emulate their properties as dic-
tated by a certain model.

The latestprototypedesignof this chip, code-namedHICANNDigitalLearningSystem (HICANN-
DLS), includes functionality to emulate models of learning and synaptic plasticity and specif-
ically is able to emulate the biological learning process called Spike-timing-dependent synaptic
plasticity (STDP). This process takes place in each individual synapse independently and can be
characterized by parameters which in the case of HICANN-DLS are determined by electronic
circuits made up of transistors. Inevitably, these transistors do not behave identically due to
the nature of the chip manufacturing process and the parameters of STDP will therefore vary
across different synapses. For this reason, the prototype design includes a calibrationmechanism
in each synapse that is supposed tomake up for these differences and provide a set of parameters
across all synapses that is as homogeneous as possible. It is the goal of this thesis to investigate
this and provide software to calibrate a chip for given target parameters.
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2
Methods

This chapter will illustrate the methods used for investigating the synaptic correlation circuits
on theHICANN-DLS. First, the learningmechanism for which the circuits are tailored, Spike-
Timing-Dependent Plasticity, is introduced.

2.1 Spike-Timing-Dependent Plasticity

Spike-Timing-Dependent synaptic Plasticity (STDP) is a biological process that is widely be-
lieved to play a vital role in learning and memory. Historically, it was developed on the basis of
Hebb’s postulate. In 1949,Hebbpublishedhis bookOrganization of Behavior inwhichhe formu-
lated the greatly influential Hebb’s postulate that describes a proposed mechanism of learning
in mammalian brains. The postulate states that the interconnection between two neurons is
strengthened if one of them is repeatedly responsible for firing the other:

“When an axon of cell A is near enough to excite a cell B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place in one or
both cells such that A’s efficiency, as one of the cells firing B, is increased.”
Hebb (1949)

This has been famously but imprecisely sloganized as “Cells that fire together, wire together”
(Shatz, 1992). The imprecision stems mostly from the fact that the postulate speaks of a di-
rectional relationship (cell A excites cell B). Variants of learning rules based on this postulate
have been implicated in the emergence of mirror neurons (Keysers & Perrett, 2004) and classi-
cal conditioning (Bi & Poo, 2001) which underscores the fundamental importance of Hebbian
learning for social and environmental functioning in mammals.
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The postulate in its original form does not include depression of the synaptic efficacy and will
cause an increase without bounds - this problem is mitigated by introducing a synaptic weak-
ening mechanism through competition between synapses. The competition can naturally be
introducedby a globalmechanism that incorporates the state ofmany synapses, e.g. by establish-
ing a constant value for the sum of synaptic values (Rochester et al., 1956), yet it is bio-physically
more realistic to introduce a competition mechanism that is local to each synapse and does not
know about the state of any other synapses.

In biological experiments, it was observed that the relative timing of excitatory pre- and post-
synaptic spikes determined themodification in efficacyof the connecting synapse,where a smaller
temporal delay between the spikes yielded a larger change and the sign of the change (potentia-
tion or depression) depended on the order of the spikes (Bi & Poo, 1998; Markram et al., 1997).
This is consistent with Hebb’s postulate as the time difference between pre- and post-synaptic
spike can be seen as a measure for the correlation of the pre-synaptic neuron firing the post-
synaptic neuron. The change in synaptic efficacy mediated by the temporal correlation of pre-
andpost-synaptic spikes can last formonths (Douglas&Goddard, 1975) and this effecthas there-
fore been dubbed long-term potentiation (LTP) or long-term depression (LTD) for an increase
or decrease in efficacy, respectively (Ito, 1989; Teyler & DiScenna, 1987).

This form of synaptic plasticity, where the temporal correlation of spikes is key, is called spike-
timing-dependent plasticity (Song et al., 2000). It provides a plasticity mechanism that leads
to competing synapses while being local for each of them. Competition arises because synapses
compete to control the timing of post-synaptic spikes and the efficacy of synapses that do not
do so is reduced. The amount of synaptic modification is determined by a function F (∆t) of
the time difference between pre- and post-synaptic spike ∆t:

F (∆t) =

A+ exp
(
−∆t
τ+

)
∆t > 0

−A− exp
(

∆t
τ−

)
∆t < 0

(2.1)

where τ+ and τ− control the time window over which the synaptic modification occurs andA+

and A− control the maximum amount of modification. For ∆t > 0, the pre-synaptic spike
occurred before the post-synaptic spike and vice-versa. A+ and τ+ are therefore referred to as
the causal amplitude and time constant, A− and τ− are the anti-causal (shorthand: acausal)
parameters. The integral over ∆t has to be negative if an uncorrelated spike train is to produce
a weakened synapse (Song et al., 2000).

This model makes the assumption that the synaptic modification caused by a spike pair does
not depend on previous spike pairs, i.e. that themodification sums linearly and each pair makes
an independent contribution. It has been shown that this is not the case in biology, where other
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factors like firing rate and cooperativity play a role (Clopath et al., 2010; Froemke &Dan, 2002;
Sjöström et al., 2001), but this simplification is used in the following. However, the presented
neuromorphic chip possesses circuitry to measure the firing rate and may use it in custom plas-
ticity models (Hartel, 2016).

As examples of applications, STDPhas beenused to extract car trajectories froma spiking silicon
retina (Bichler et al., 2012) as well as to perform character recognition using theMixedNational
Institute of Standards and Technology (MNIST) benchmark (Diehl & Cook, 2015), both with
a high degree of accuracy and robustness.

2.2 HICANN-DLS

Figure 2.1: The HICANN-DLS neuromorphic chip. Image provided by Hartel (2016).

The HICANN-DLS (Fig. 2.1) is the successor to the HICANN neuromorphic chip and was
available in the form of several individual prototype chips to be used with evaluation boards
during the authorship of this thesis. All measurements in this thesis were conducted exclusively
with chip No. 23. During that time, the HICANN chip was in operation on a platform made
up of several wafer modules, each including 348 HICANN chips for a total of around 200k

neurons and 60M synapses enabling the emulation of large neural networks (Hock, 2014).

The main difference of the HICANN-DLS compared to HICANN is that it is manufactured
using a 65 nm process instead of a 180 nm process, allowing for a considerably higher inte-
gration density and the incorporation of a digital extension dubbed the Plasticity Processing
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Figure 2.2: Schematic overview of parts of the HICANN-DLS that are relevant for this thesis.
A detailed description is given in 2.2.1. The content of each synapse is visualized in Fig. 2.3.

Unit (PPU), which allows for implementation of arbitrary plasticity rules and specifically STDP
by means of a general-purpose processor right on the chip (Friedmann et al., 2016). A single
HICANN-DLS chip contains1024 synapses and32neurons that emulate theirbiological coun-
terpart in fully analog, continuous-time circuits. Communication with a host computer takes
place via a Field-Programmable Gate Array (FPGA) within a test controller. In the following,
the parts of the HICANN-DLS relevant for this thesis (the synaptic circuits, correlation mech-
anisms and the PPU) are described.

2.2.1 Synapses and Neurons

AsingleHICANN-DLS chip contains an arrayof32by32 synapses, where eachof the32 synap-
tic columns is connected to one neuron at the bottom (Fig. 2.2). The used neuron model is
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Figure 2.3: Block diagram of synapse circuit, taken from Friedmann et al. (2016).

Leaky Integrate & Fire (LIF). A block diagram of each synaptic circuit is shown in Fig. 2.3. Pre-
synaptic spikes are sent into the array row-wise and addressed to specific synapses by using the
6-bit address stored in each synapse using StaticRandom-AccessMemory (SRAM). In addition
to this address, each synapse has SRAM to store a 6-bit weight and 4 calibrations bits. When a
synapse receives a spike addressed to itself, it generates a currentpulsewith an amplitude propor-
tional to the stored weight via a 6-bit Digital-to-Analog Converter (DAC) that travels through
the synaptic column toward theneuronal input via either the excitatoryor inhibitory line. There
exist four output lines for debugging that can be switched by configuration bits within two spe-
cial synaptic rows (number 32 and 33, see Fig. 2.2) and lead to the outside of the chip. When
the neuron fires a post-synaptic pulse, this pulse is fed back to the synapse so that it may record
the correlation of pre- and post-synaptic firing. The correlation sensor used in this process is
described in the following.

2.2.2 Synaptic Correlation Sensor

Every synapse circuit also contains a correlation sensor that saves timing information of received
pairs of pre- and post-synaptic spikes. The circuit diagram for the correlation sensor is given in
Fig. 2.4. Describing the operation of the circuit in detail is out of the scope of this thesis. An
elaborate description can be found in Friedmann et al. (2016). It shall suffice to elucidate the
general operating principle.

The arrival of a post-synaptic spike instantly dischargesCacausal and then triggers charging itwith
a constant current generated by M4 and controlled by Vramp. The equivalent is done for a pre-
synaptic spike andCcausal. The charges on these capacitors are then a linear measure for the time
that has passed since the latest arrival of a pre or post pulse.

A post-synaptic pulse will also trigger transferring the time difference on Ccausal to one of the
twoCstorage capacitors designated forcausal storage. Before storing iton the storage capacitor, the
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Figure 2.4: Schematic of the correlation sensor, adapted from Friedmann et al. (2016). The
voltages mentioned in the text are marked using blue boxes.

time difference (equivalent to the charge onCcausal) is weighted exponentially. The amplitude of
the exponential weighting is controlled by transistor M11 and Vstore. This means that the charge
on the storage capacitor is an exponentialmeasure for the timedifference of the latest pre-before-
post spike pair. Storing the time difference is done bydischarging the respectiveCstorage capacitor
from the reset voltage Vreset.

The voltage on the storage capacitors is then ideally given as follows (a+ for causal, a− for anti-
causal)

a+ = Vreset −
∑

pre-post pairs

η+ exp

(
−δpair

τ+

)
(2.2)

a− = Vreset −
∑

post-pre pairs

η− exp

(
δpair

τ−

)
(2.3)

where Vreset is the reset voltage, δpair is the time difference for each pair, η± are the analog ac-
cumulation amplitudes per pair (controlled by Vstore) and τ± are time constants (controlled by
Vramp). Vreset is a global parameter that is the same for all synapses while η± and τ± are subject to
variations due to transistor mismatch. The time measurement circuit is shared for pre-before-
post pairs and post-before-pre pairs and it is therefore expected that τ± and η± exhibit a high
degree of equality.

By using an enable signal, the causal or anti-causal storage voltage can be connected to the corre-
sponding line in that columnwhich leads to a source follower biased using the voltage Vcoroutbias
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that is connected to the single-slope Analog-to-Digital Converter (ADC, two per column for
causal and anti-causal readout). The enable signal allows for reading out the correlation of each
synapse in that column individually. The ADC transforms the applied voltage to a 8-bit output
code which can be read out using the PPU or directly using external control logic. It works by
using the voltage ramp generated commonly for all ADCs: a digital counter (255 to 0) is started
upon commencement of the ramp and stopped as soon as the voltage on the ADCmatches the
ramp voltage. The output code is then the code at which the counter was stopped. This sig-
naling chain is constructed in a way so that proper configuration leads to an output code offset
that corresponds to zero correlation, while an output code of255 impliesmaximummeasurable
correlation. The offset will vary across synapses.

The correlation data obtained by the PPU in this way can be used to execute arbitrary plastic-
ity and learning rules and is specifically suited for STDP, as a comparison of equations 2.2, 2.3
and 2.1 instantly suggests. The PPU is able to change synaptic weights and reset the correlation
voltage. It will generally determine the offset correlation for all synapses at the beginning of an
experiment and correct for this later.

2.2.3 Available Parameters

Figure 2.5: Correlation signal chain of one
synapse column.

All parameters available to influence the
plasticity mechanism on HICANN-DLS are
summarized in Tab. 2.1 and further described
in the following.

The derived parameters η± and τ± of a cor-
relation sensor are in first order determined
by the global parameters Vstore and Vramp, re-
spectively (there are plans to make these row-
wise parameters in future prototypes (Hartel,
2016)).

Additional control local and specific to each
synapse can be exerted using the 4 calibration
bits. Here two bits control η± and the other
two τ± by varying the length of the current
sink M4 and the capacity of Ctransfer, respec-
tively. These have been implemented because
transistor mismatch causes substantial varia-

9



Parameter Affected quantity Type

Vramp Time constants τ± global (planned: row-wise)
Vstore Amplitudes η± global (planned: row-wise)
Vreset Correlation reset voltage,

thereby correlation offsets
global

Vcoroutbias Source follower bias voltage global
Vramp slope Slope of ADC ramp global
Vramp bias Ramp bias global
Vramp 01 Offset of ADC ramp global
Vbias ADC comparator bias global
First two calibration bits Time constants τ± local
Last two calibration bits Amplitudes η± local

Table 2.1: Parameters available to influence plasticity. Global: set for all synapses. Local: set per
synapse.

tion between synapses as mentioned before.
The next chapter will describe how these calibration bits can be used to provide a set of param-
eters that is as homogeneous as possible.

Vreset is the voltage to which the storage capacitors are pulled after a reset. It should be chosen
such that transistor mismatch between synapses or ADC trace variations do not in any synapse
cause a baseline output code of zero, i.e. a voltage beyond the range of the ADC as this would
entail loss of correlation information.

Vcoroutbias is the bias of the source followers right in front of the ADCs and should be chosen in
a way that provides the most linear source follower while using the whole range of the ADC.

Vramp slope, Vramp bias and Vramp 01 are controlling the characteristics of the ramp generator used
with the ADCs such as slope and offset of the ramp. These parameters therefore control the
measurement range of the ADCs. Vbias is the comparator bias voltage within each ADC and
impacts the linearity of the ADC characteristic curves.

2.2.4 Plasticity Processing Unit

The PPU is a general-purpose processor with some specialization that receives correlation in-
formation from the synaptic circuits processing spikes. A thorough introduction is found in
Friedmann et al. (2016). It constitutes a digital extension to the analog circuits that emulate
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synapses and neurons and is able to execute arbitrary learning rules by being programmed us-
ing the C programming language. The processor is clocked at 96 MHz which allows for weight
update rates consistent with a speed-up factor of 103 compared to biology. The implemented
instruction set is Power ISA 2.06 with added instructions for using the vector unit within the
PPU for row-wise parallel processing of synapses (16 at a time, if no synapses were combined to
provide a 12-bit weight). The PPU reads the 8-bit output codes of the correlation ADCs which
correspond to the causal or anti-causal correlation values of one synapse row and can use these
to calculate weight updates for the synapses, for example using an STDP rule.

2.3 Synaptic Calibration

The time constants τ± and amplitudes η± of the correlation sensor in each synaptic circuit are
subject to transistor mismatch and will therefore vary across synapses. It is the first task to em-
pirically determine the values and variation of both parameters for which a calibration can then
take place. In order to be able to determine τ± and η± for a synapse, it is a prerequisite to en-
sure that the correlation signal chain operates as desired. This entails ensuring proper operation
of the ADC ramp, measuring the characteristic curves of the ADCs and the correlation source
follower. A measurement protocol to determine τ± and η± is then devised.

The calibration bit settings of the time constant and amplitude (two bits each) are given as a
four bit number, where the two most significant bits are the amplitude bits and the two least
significant bits are the time constant bits. The ADC output code (0 to 255) is reported using
arbitrary units, abbreviated a.u..

2.3.1 ADCRamp

The ADC ramp may be configured through Vramp slope, Vramp bias and Vramp 01. An oscilloscope
(LeCroy WaveRunner HRO 64Zi) was used to investigate the ramp generated using these pa-
rameters by connecting it to a debug pin on the chip evaluation board. The maximum voltage
of the ramp is limited to 1.2 V because of the kind of transistors used in the generating circuit.
The ideal waveform for the ramp is therefore a saw-tooth signal with an amplitude of 1.2 V,
thus maximizing the dynamic range of the ADCs.
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2.3.2 ADC Characteristic Curves

The ADCs digitize the voltage coming from the correlation sensor of each synapse but can also
convert an external voltage byusing the debug lines visible in Fig. 2.2 andFig. 2.5. This allows for
measuring the characteristic curves of the ADCs and this information can be used in measure-
ments to discern if effects are caused by the ADC or the correlation circuit. The characteristic
curves can be measured by setting the proper switches, providing the external voltage and then
reading out the ADCs using the evaluation board.

2.3.3 Correlation Source Follower

The voltage on the causal or anti-causal correlation storage capacitor on each synapse is not di-
rectly connected to the ADC but via a column-wise source follower in front of the ADC and
only when a “readback enable” signal is activated (see Fig. 2.5). The source follower is biased
using Vcoroutbias. This voltage has an impact on the linearity and offset of each source follower.

The characteristic curves of the 64 source followers can be be taken by setting Vreset, reading out
the ADC and correcting the result using the ADC characteristic curves. This allows to translate
any given Vreset (equivalent to a non-reset correlation voltage that is the result of arriving spike
pairs) into an ADC input voltage.

2.3.4 Measurement Protocol

The time constants τ± and amplitudes η± of a correlation sensor can be empirically determined
by recording the causal or anti-causal correlation when spike pairs with defined spike intervals
∆t are sent into the synaptic circuit. ∆t > 0 implies that the pre-spike arrives ∆t units of time
before the post-spike (thereby causing causal correlation) and vice-versa. The correlation has to
be reset before probing. The data of both branches can be fitted with an exponential decay as
given in 2.2 and 2.3.

The correlation voltage can be read out either directly from the ADCs using the FPGA on the
evaluation board or indirectly by using the PPU. In the latter case, the PPU is programmed so
that it reads out theADCs and saves the values tomemory that can be accessed using the FPGA.
Both methods yield equal results.

As described in 2.2, pre-synaptic spikes can be sent to an entire row of synapses at a time. Post-
synaptic spikes can also be triggered simultaneously for all 32 neurons, so that all columns of

12



synapses receive post-synaptic spikes. All 64 ADCs operate in parallel and the PPU is designed
to process 16ADCvalues in parallel. It is therefore the natural approach tomeasure theA±(∆t)

curve (causal or anti-causal correlation as a function of ∆t) for an entire row of synapses at a
time by subjecting all synapses of the row to spike pairs simultaneously and then reading out
the correlation.

At small amplitudes η±, sending single spike pairs into the circuit will not produce data suitable
for a fit and it iswarranted to sendmultiple pairs. After sending eachpair, an idle time is required
so that the pairs are temporally spaced far from each other. This idle time was set to 10 ms. The
resulting fit parameter for the amplitude must then be normalized using the number of sent
pairs. As the time constant can vary from approximately 10 µs to 300 µs (Friedmann et al.,
2016), it is also advisable to adapt the measurement range, that is the range of used values for
∆t.

The measurement protocol can be summarized as follows:

1. Configure the parameters given in table 2.1.

2. Reset the correlation.

3. Repeat for a range of ∆ts:

(a) Send spike pairs (row-wise).

(b) Read out correlation (row-wise).

4. Fit exponential decay to data.
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Figure 2.6: Example of the fit extrapo-
lating beyond saturation.

If the correlation saturates for small absolute values of
∆t, the saturated part is disregarded for the fit. Any
fit parameter for the amplitude that is larger than 255

(maximum correlation output code of the ADC) is the
result of extrapolation beyond the saturation.

For some outliers, the fits might fail, for example when
the ∆t range used in the measurement is much smaller than the outlying time constant. The
fit is defined to have failed when the error of one fit parameter is above 20%. The value is then
disregarded.
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3
Results

3.1 ADCRamp

Figure 3.1: Adjusted ADC ramp taken with oscilloscope for Vramp slope = 0.33 V, Vramp bias =
0.88 V, Vramp 01 = 0.4 V. The scaling of the vertical axis is 200 mV per division, the scaling of
the horizontal axis is 1 µs per division.

A ramp that closely resembles the ideal saw-toothwaveform is visible in Fig. 3.1. The slight delay
between adjacent ramps, causing an offset of (114± 5) mV, is a measurement artifact caused
by the ramp output buffer used for the measurement. The characteristic curves of the ADC
presented in the following were created using the pictured ramp and show that the ADC is able
to digitize voltages below 114 mV. This ramp was used in all following measurements.
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3.2 ADC Characteristic Curves
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Figure 3.2: Characteristic curves for all 64 ADCs when using Vramp slope = 0.33 V, Vramp bias =
0.88 V, Vramp 01 = 0.4 V. For the green curves, Vbias = 0.7 V and for the red curves Vbias =
0.3 V. External voltage input was provided to the chip using a debug line.

The characteristic curves of all 64 ADCs were taken and are presented in Fig. 3.2. The chosen
value for Vbias is the result of taking the curves when varying Vbias and using the ramp param-
eters found previously. This parameter was optimized for curve linearity and homogeneity by
manual optical judgment, so as to provide linearity in the greatest possible range. The red curves
demonstrate that bad values of Vbias lead to erratic curves.

3.3 Correlation Source Follower

The characteristic curves of the 64 source followers are presented in Fig. 3.3. These were taken
by varying Vreset of the first synapse row, measuring the ADC output code and correcting this
data using the ADC characteristic curves. In this way, it was possible to determine good values
for Vcoroutbias and Vreset.While different combinations of Vcoroutbias and Vreset can yield the same
behaviour, Vcoroutbias = 0.43V and Vreset = 2.5V were chosen for the following measurements.
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Fig. 3.3 shows that these values provide a baseline correlation larger than zero for all synapses and
the source follower characteristic curves are largely linear in the relevant interval ranging from an
ADC voltage of 0.1V to 1.2V. It was experimentally confirmed that these curves are identical
with respect to the synapse row that is being used to provide Vreset to the ADCs.
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Figure 3.3: ADC output code and ADC input voltage (obtained by correcting the data using
the curves from 2.3.2) for different correlation voltages set using Vreset when using two different
voltages for Vcoroutbias. The value for Vcoroutbias from the upper plot together with Vreset = 2.5V
provides a non-zero correlation offset for all ADCs and a relatively linear curve. The lower plot
illustrates the consequences of a bad choice for Vcoroutbias.
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3.4 Asymmetric Amplitudes
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Figure 3.4: Exemplarymeasurementof the causal and anti-causal channel of a specific synapse on
the chip usingVramp = 0.18V andVstore = 0.32V after sending one spike pair. The amplitude
of the anti-causal channel is clearly smaller.

Using the measurement protocol described earlier, curves such as the exemplary one presented
in 3.4 were recorded and fitted. Each set of parameters (Vramp, Vstore, calibration bits) defines
2048 of such curves (1024 synapses, causal and anti-causal branch).

Duringmeasurements, it was observed that the anti-causal amplitudewas systematically smaller
than the causal amplitude. This was confirmed by comparing the average over all synapses for
both branches. It was further observed that the magnitude of the asymmetry depended on the
numberof simultaneously firedpost-synapticpulses: the anti-causal amplitude average increases
for a smaller number of fired neurons and in that sense approaches the causal amplitude. This
was done by measuring the correlation curves for all synapses individually, where in each mea-
surement pre-synaptic spikes were sent to all synapses of the corresponding row and a certain
number of post-synaptic spikes from random neurons was added to the post-synaptic spike
from the neuron corresponding to the individual synapse. The results are shown in Fig. 3.5.
Output codes larger than 255 are the result of the fit extrapolating beyond the saturation.
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Figure 3.5: The amplitude of the causal and anti-causal correlation curves, when averaged over
all 1024 synapses, exhibits a clear asymmetry: the anti-causal amplitude is systematically smaller.
The asymmetry decreases for a smallernumberofneurons that are simultaneously firedpermea-
surement. The distribution of values is visualized as a violin plot. The used parameters were
Vstore = 0.3V, Vramp = 0.24V.

It was found that this asymmetry is present regardless of the values chosen for Vstore and Vramp

and independent of pre-synaptic spike addressing. The asymmetry could not be mitigated dur-
ing the authorship of this thesis and because firing only one neuron permeasurement (implying
lowest asymmetry) increases the measurement time for all synapses 32-fold, all following mea-
surements were taken firing all 32 neurons at once. The time constants τ± exhibited no system-
atic asymmetry and did not change when firing different numbers of neurons.

Although the specific cause for the asymmetry could not be determined, it is expected that this
issue will be resolved in the next prototype. The following endeavors for calibration were con-
ducted using only the causal branch but can be applied to both branches, if the asymmetry is
absent.
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3.5 Distribution of Values

The synapse-to-synapse distribution of the amplitude and time constant at fixed analog param-
eters and calibration bits is presented in Fig. 3.6 and 3.7. In both cases, the data is clearly skewed
towards higher values. In consequence, the datamay be better described using a log-normal dis-
tribution rather than a normal distribution. This is supported by fitting both data sets with a
log-normal distribution and performing theKolmogorov–Smirnov (KS) test : p = 0.46 for the
time constants, p = 0.99 for the amplitudes. The KS test measures the distance between the
actual and the fitted distribution and p is the probability of the KS test yielding a distance equal
or greater than the distance found, assuming the data is log-normally distributed. Small values
therefore call the hypothesis of the data being log-normally distributed into question but this is
not the case for the presented data.
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at Vstore = 0. 386V, Vramp = 0. 210V, 0b0100

Figure 3.6: The distribution of the amplitudes over the synapses for a fixed set of randomly
chosen parameters with mean and standard deviation. Nine (lower plot) or seven (upper plot)
spike pairs and 100 linearly spaced ∆t in the range−500 µs < ∆t < 500 µs were used in the
measurement. Mean and SD are given in black, the median is given as a red star.

Thepresented time constantdistributionhas amean andstandarddeviation (SD)of (62± 16) µs

and median of 60 µs, the mean and SD for the amplitude distribution are (19± 9) a.u.with a
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median of 17 a.u.. Already, this data suggests a substantial degree of variation over the synapses
when the calibration bits are all at the same configuration. Because of the aforementioned asym-
metry issue, only the causal values were included in both histograms as the systematically de-
creased amplitude in all anti-causal channels decreases fit quality.
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Figure 3.7: The distribution of the time constants with parameters as in Fig. 3.6.

3.6 Independence of Parameters

Ideally, Vstore should not influence the time constants and Vramp should not influence the am-
plitudes. The twopairs of calibration bits should also operate independently. Both idealizations
needed to be verified. To this end, a range of values forVstore andVramp wasmeasuredwhen the
calibration bits were set to 0b0101. The two LSBs represent the time constant calibration bits,
the two MSBs represent the amplitude calibration bits. A setting of zero implies the greatest
values, while setting both bits implies the greatest possible reduction in both cases. The results
are given in the two-dimensional colormap plot in Fig. 3.8. The plot suggests that in the mea-
sured range, the independence of Vstore and Vramp does hold. The coefficient of variation of the
amplitude increases for smaller amplitudes while the Coefficient of Variation (CV) of the time
constant increases for larger time constants. From the plots, it can be estimated that the varia-
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tion of the amplitude ranges from 40% to 60% and that of the time constant from 20% to 40%.
The quality of the fits is influenced by the available data, which can be sub-optimal for certain
synapses at small amplitudes, in the sense that the exponential curve is barely distinguishable
from the offset. This explains the unevenness of the CV of the time constant at large values for
Vstore (small amplitudes).
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Figure 3.8: A: Themean amplitude of the causal branchof all 1024 synapses for different settings
of Vstore and Vramp using logarithmic color scaling. B: The coefficient of variation of the causal
amplitudes using a linear color scale. C: The mean time constant of the causal branch using
logarithmic color scaling. D: The coefficient of variation of the time constant using a linear
color scale. All measurements were taken with seven spike pairs and a calibration bit setting of
0b0101. 100 linearly spaced data points in the range−500 µs < ∆t < 500 µs were taken.

3.7 Effect of Calibration Bits

The effect of the sixteen possible calibration bit settings on the amplitude and time constant,
which is demonstrated in Fig. 3.9 for a specific synapse, was evaluated by measuring the ampli-
tude and time constant of each synapse for each bit setting and across a range of values forVramp

(time constant calibration bits) orVstore (amplitude calibration bits). The results at fixed analog
parameters are presented as violin plots in Fig. 3.10. It is noticeable that the amplitude calibra-
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tion bits have a very strong effect: relative to the 0b01XX setting (X suggests arbitrary setting),
the amplitudes differ by around a factor of 0.2 (01/00), 2 (01/10) and 5 (01/11). Judging by
the previously demonstrated variation of at most 60%, this seems disproportionate. It is there-
fore expected that only a subset of the amplitude calibration settings are useful in a calibration.
However, it is evident that the amplitude is not influenced by the time constant calibration bits.
The same plot for the time constant shows that the bit-to-bit ratio is approximately constant at
around 1.2. As the variation of the time constant was shown to be at most 40%, this seems rea-
sonable. Again, the time constant is not systematically influenced by the amplitude calibration
bits.

Figure 3.9: Example of the effect of the calibration bits on one specific synapse. Note that for the
amplitude scaling, several spike pairs were sent into the synapses. The amplitude normalized to
one spike pair at the setting 0b1100 would not be visible in this plot.

Regarding the amplitude calibration bits, the lowest setting (0b00XX) was by design not in-
tended to be used (Schemmel, 2016). Yet when disregarding this setting, the scaling factors of
the remaining settings do not seem appropriate for the amount of spread that was determined.
It is therefore expected that calibrating the amplitude has little effect on the spread of the am-
plitudes.
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Causal Amplitude at Vstore = 0. 353V, Vramp = 0. 210V

Figure 3.10: The effect of the calibration bits on the causal amplitude and time constant. For
each calibration setting, the distribution of the synaptic values was violin-plotted together with
arithmetic mean and standard deviation. The shading delimits the ranges of calibration settings
for which the amplitude or time constant should stay constant (the two LSBs should not have
an effect on the amplitude and vice-versa for the time constant). Note the different ordering of
bit settings in both plots.
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3.8 Trial-to-Trial Variation

In order to quantify the trial-to-trial variation, 100 measurements of the causal time constants
and amplitudes at a fixed set of parameters were conducted. The used parameters were Vstore =

0.31 V, Vramp = 0.21 V and a calibration setting of 0b0101. Each measurement took 100

data points linearly spaced in −500 µs < ∆t < 500 µs and sent in three spike pairs for each
data point. The results are presented in Fig. 3.11. For both the time constants and amplitudes,
the CVs over the 100 trials were calculated and plotted as a histogram over the synapses (plot A
and D). Both distributions of CVs are markedly skewed. For the time constants, the CVs have
an arithmetic mean and SD of (1.6± 0.8) % and median of 1.4 %. For the amplitudes, the
arithmeticmean andSDof theCVs are (1.0± 0.4) %with amedian of0.9 %. This is the degree
of variation to expect as trial-to-trial variation for a single synapse with the used parameters.
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Figure 3.11: A: Histogram of the CVs of the time constants of all synapses based on 100 trials. B:
Histogram of the mean of the time constants (averaged over all synapses per trial) for 100 trials.
C: Histogram of theMAD of the time constants for 100 trials. D-F: The equivalent of A-C for
the amplitude. Used parameters: Vstore = 0.31 V, Vramp = 0.21 V, 0b0101.

Plots B, C, E and F show the mean and Mean Absolute Deviation (MAD) calculated over the
synapse array for all 100 trials for the time constant or amplitude. TheMAD is a linearmeasure
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for the spread of data and defined as 1
N

∑
i(X̄ −Xi), where theXi are the values for the time

constants or amplitudes and X̄ is the arithmetic mean. It is calculated here as it will be used in
later calibrations. The mean and SD of the mean over the time constants is (127.8± 1.2) µs,
that of the MAD (24.0± 0.2) µs. The mean and SD of the mean of amplitudes over the 100

trials is (51.3± 0.2) a.u., for the MAD the mean and SD are (17.67± 0.06) a.u..

3.9 Calibration

The calibration bits are intended to be used to minimize the spread of the synaptic parameters
η± and τ± while the analog parameters (Vramp and Vstore) can be used to continuously shift the
mean of the distribution. Therefore, the natural approach is tominimize the standard deviation
(SD) at fixed analog parameters using the calibration bits. This will result in a mean value that
is incidental, as it was not the subject of optimization. Doing this for a range of values of Vramp

or Vstore will then enable one to find the best possible configuration, i.e. the set of one analog
parameter andcalibrationbits thatminimizes the spread for a given targetmean,while providing
a mean that is equal to the target mean.

Let Xi be the configured value of X (either time constant or amplitude) in synapse i, N the
number of synapses and X̄ the arithmetic mean X̄ = 1

N

∑N
i=1 Xi. The standard deviation is

then given as

σ =

√√√√ 1

N

N∑
i=1

(
X̄ −Xi

)2 (3.1)

which can be conveniently reformulated to

σ =

√√√√√ 1

N

 N∑
i=1

X2
i −

1

N

(
N∑
i=1

Xi

)2
. (3.2)

The standard deviation is therefore minimal precisely when

N∑
i=1

X2
i −

1

N

(
N∑
i=1

Xi

)2

(3.3)

is minimal. At a fixed analog parameter, the Xi may in each synapse be chosen from the dis-
crete set of four values corresponding to the four possible calibration bit settings. Minimizing
the above equation under this constraint is highly non-trivial because of the interaction terms
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resulting from squaring the sum overXi. An exhaustive search is not feasible, asN = 1024 but
the problem can be tackled using Mixed Integer Quadratic Programming (MIQP). However,
even using the fastest available MIQP solver (GUROBI 6.5, Mittelmann (2016)) the full prob-
lem converges very slowly with the available computing resources. For this reason, minimizing
the standard deviation was deemed impractical.

The problem can be relaxed by minimizing the Mean Absolute Deviation (MAD)

1

N

N∑
i=1

∣∣X̄ −Xi

∣∣ (3.4)

instead ofminimizing the standard deviation. This presents a problem ofMixed Integer Linear
Programming (MILP) which can be solved more efficiently, in this case using GUROBI 6.5 as
solver. In case of a normal distribution, the SD andMADare related bySD =

√
π
2
MAD. This

implies that in that case, minimizing the MAD is equivalent to minimizing the SD. As men-
tioned earlier, the synaptic values seem to be better described using a log-normal distribution
for which the SD andMAD aremonotone functions of the SD of the normally distributed log-
arithmized data (Weisstein, 2016). This means that also in the case of a log-normal distribution,
the SD is minimal when theMAD isminimal. Disregarding the constant factor 1

N
, defining xij

as the empirical value ofX (time constant or amplitude) in synapse i (1, ..., 1024) at calibration
setting j (1, 2, 3, 4), it is formalized as

Minimize
N∑
i=1

(Ai +Bi) (3.5)

subject to ∀i : Ai ∈ R>0 (3.6)

∀i : Bi ∈ R>0 (3.7)

∀i :
1

N

N∑
j=1

4∑
k=1

ajkxjk −
4∑

k=1

aikxik = Ai −Bi (3.8)

∀i∀j : aij ∈ {0, 1} (3.9)

∀i :
4∑
j=1

aij = 1 (3.10)

where the first term on the left hand side of 3.8 is simply the mean and the second term is the
value ofX in synapse i. The binary values aij are the subject of optimization and signalwhether
calibration bit setting j is used in synapse i. Ai andBi are auxiliary variables in order to intro-
duce the absolute value of the deviation into the linear problem. Because both are constrained
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to positive values and they are subtracted in 3.8, eitherAi orBi contains the absolute value of
X̄ − Xi, depending on the sign. Eq. 3.10 constrains the synapses to one active configuration
setting.

3.9.1 Time Constant

Regarding the time constants τ±, it was previously shown that the scaling factors of the four
calibration settings are approximately equal and in proportion to the spread of the empirical
values of the time constants. Aftermeasuring the values of the time constants in all synapses at all
calibrationbit settings atdifferentVramp, the calibrationwas conductedusing all four calibration
settings and the strategy outlined before. Solving the minimization problem to within 5% of
optimality on a machine with 8 cores and 16GB RAM for N = 1024 takes on the order of
hours, where the degree of optimality is determined by the solver by finding upper bounds on
the optimal minimized solution.
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Figure 3.12: Results of the calibration of the time constants at different Vramp. The black dots
and error bars show themean (incidental) andMAD(minimized) of the calibrated distribution.
The distributions are visualized using blue violin plots. The goal of the calibrationwas to center
the violin around the mean as much as possible. Each calibration minimized the MAD using
the four possible calibration settings for 8000 seconds, generally within 5% of optimality.

27



20 100 300
Target Mean Time Constant [µs]

10

100

500

Ca
lib

ra
te

d 
Di

st
rib

ut
io

n 
[µ
s]

Figure 3.13: Calibration results for the time constants as function of the target mean (i.e. the
mean resulting from the calibration) in order to compare the calibrated distribution to the base-
line distribution. Thedistributions of the calibratedvalues are given as blue violin plots together
with arithmetic mean (equal to the target mean) and MAD as error bars. The red violin plots
show the distribution at closest measured means if all synapses are set to 0bXX01 with a red
star marking the mean of this distribution. That is, if only the 0bXX01 setting was available,
this mean together with the red distribution would be provided for the given target mean as it
is the closest measuredmean. The red star generally only approximates the target mean because
a finite set of values for Vramp was measured.

Fig. 3.12 and 3.13 show the results of the minimization of the time constants. The solver was run
for8000 seconds at a range of values forVramp. Fig. 3.12 shows the calibration result as a function
of Vramp, while Fig. 3.13 shows the calibration result as a function of the mean of the calibrated
distribution. The latter figure serves to compare the calibrated distribution to the uncalibrated
distribution, i.e. for a specified target mean, compare the calibrated distribution to the closest
uncalibrated distribution with regards to the target value for the mean.

A value for the mean (or any other measure of central tendency) specified by the user leads to a
look-up on the curve of minimized MADs in Fig. 3.12. The user can then be either presented
with a set of calibration bits that stems from a point on the curve that is as close as possible to
the desired value or interpolation can take place. In the latter case, additional measurements to
ensure the optimality of the calibration bit settings may be warranted.
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The values of Vramp were chosen in accordance with the previously used range and the usable
range specified in Friedmann et al. (2016) (another chip was used which can lead to a shift in the
usable range, but the reported valueswere still usable for the chipused in this thesis). It is evident
that the calibration was able to significantly reduce the spread of the values compared to a base-
line setting of 0bXX01, as the after-calibration distributions (blue) are clearly more centered
around the mean and less spread out when compared to the baseline distributions (red).
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Figure 3.14: A: The ratio of the calibrated and uncalibratedMADs at different targetmean time
constants (equal to the calibrated means), where 0bXX01 is used as the reference setting. The
calibration improves (decreases) the MAD by a factor of 1.7 to 2.1. There are more points at
smaller time constants because linearly spacedvalues ofVramp weremeasured, but themean time
constant is not a linear function ofVramp. B: Visualization of the distribution of the calibration
bit settings over the 1024 synapses after the calibration.

The decrease in spread can be quantified by again choosing 0bXX01 as a baseline setting and
then calculating the ratio of the MADs at different target means, which are chosen to be the
means resulting from the calibration. The baselineMADs are determinedby choosing the value
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for Vramp that provides the closest mean to the target mean (see Fig. 3.13). The results are pre-
sented in plot A of Fig. 3.14. Calibrating the synapses decreases the MAD by a factor of 1.7 to
2.1.

It is of interest how the calibration distributes the calibration bit settings over the synapses. For
each calibration at a value for Vramp, the distribution is visualized in plot B of Fig. 3.14. Note
that there is a total of 1024 synapses and the color scale was set to a maximum of 512 synapses.
Already, this shows that no calibration bit setting is used inmore than 50% of the synapses after
any calibration. At smaller values forVramp (larger time constants), the strongest calibration set-
ting (0bXX11) tends to get usedmore often. This is probably related to the fact that the relative
spread (coefficient of variation) increases for larger time constants whichwas demonstrated pre-
viously, as this implies a larger number of outliers and the distribution is skewed towards higher
values.
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Figure 3.15: A-D: Time constant distribution when all synapses are set to the given bit pattern.
These are the values that have been used as empirical values for the calibration. E: Expected
distribution after calibration, resulting from combining the values in A-D as dictated by the
calibration. F-H: Actual value distribution in three trials when setting the synapse array with
the bit pattern resulting from the calibration. Used parameters: Vramp = 0.232 V, Vstore =
0.35 V.

The calibration bit pattern resulting from one calibration at Vramp = 0.232 V was used to per-
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form a newmeasurement where the synapses were set using this pattern, in order to verify that
the desired calibration effect takes place. The results are presented inFig. 3.15 and suggest that the
distribution resulting from setting all synapses to their calibrated configuration approximates
the expected distribution that results from combining the empirical synaptic values which were
taken when all synapses were set to the same configuration. The expected minimized value for
theMADwas 4.44 µs and theMADs of the three trials were 4.38 µs, 4.45 µs and 4.37 µs. The
expectedmeanwas 48.8 µs, the actualmeanswere 50.4 µs, 50.8 µs and50.5 µs. Comparing this
with the trial-to-trial variation reported previously, it is found that the expectedMAD is consis-
tent with the measuredMADs but the mean differs by at least 3%, which is above the degree of
trial-to-trial variation that was found before. The cause for this is not clear.
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Figure 3.16: The calibration bit pattern found for Vramp = 0.19 V was tested at Vramp =
0.257 V and vice-versa. A, D: The expected distribution at Vramp = 0.19 V or Vramp =
0.257 V after calibration, based on the empirical values used in the calibration. B: The mea-
sured distribution using the “right” bit pattern at 0.19 V. C: The measured distribution using
the “wrong” bit pattern at 0.19 V. E: Themeasured distribution using the “wrong” bit pattern
at 0.257 V. F: The measured distribution using the “right” bit pattern at 0.257 V.

In order to test the hypothesis whether the calibration bit pattern of a specific value ofVramp also
provides good performance at other values, the calibration bit pattern for 0.19 V (lower end of
the usable range) was measured at 0.257 V (upper end of the usable range) and vice-versa. The
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results are given in Fig. 3.16. It is clearly visible that the distributions when using the “wrong”
bit pattern are less narrow and more spread out when compared to the distribution resulting
from the original bit pattern, suggesting that there is no single bit pattern that is optimal for all
values ofVramp. ForVramp = 0.19 V, the expectedmean andMADwere 161 µs and 24 µs (plot
A). Using the corresponding calibration, the mean and MAD were 169 µs and 24 µs (plot B)
while the values when using the other calibration pattern were 181 µs and 37 µs (plot C). The
expected values for Vramp = 0.257 V were 22.5 µs and 1.9 µs (plot D), the correct bit pattern
gave 24.3 µs and 2.1 µs (plot E), the other bit pattern gave 25.1 µs and 4.2 µs (plot F). These
results show that using the wrong bit pattern yields a significantly higher MAD. Again, the
measured values for the mean deviate from the expected mean, the cause for which is unclear.

3.9.2 Amplitude

Itwas previously shown that the scaling factors of the amplitude calibration bits are very large (at
least 2) and overall in disproportion to the spread of the amplitudes. The calibration was there-
fore limited to the middle settings (0b01XX and 0b10XX), which differ by around a factor of
two, the smallest possible combination. This severely decreases the time required forminimiza-
tion of theMAD compared to the time constant: a solution within 5% of optimality is reached
on the order of a few minutes instead of hours.

As might be expected because two instead of four degrees of freedom per synapse are available,
the amplitude calibration performs worse than the time constant distribution when comparing
the ratios of uncalibrated to calibratedMADs. Still, it is able to reduce the MAD by a factor of
1.4 to 1.8 compared to a baseline setting of 0b01XX as is visible in Fig. 3.18. Among the two
calibration bit settings, the stronger one (0b10XX) is clearly favored. Thismight be because the
calibration decreases the absolute, not relative spread and the scaling factor is around 2, which
means that the distribution of 0b10XX provides smaller absolute values.

Fig. 3.19 was created to verify the result of the calibration by using the bit pattern resulting from
a calibration atVstore = 0.319 V in a newmeasurement. The calibration gave an expectedmean
of 24.4 a.u. and expected MAD of 5.6 a.u., the measured results in the three trials were equal
up to the first decimal point: amean of 25.6 a.u. and aMADof 6.3 a.u.. While the discrepancy
between expected and measured values that is not explained by trial-to-trial variation remains
an unsolved issue, the measured distributions seem to resemble the expected distribution.
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Figure 3.17: Results of the amplitude calibration as a function of the mean after calibration,
i.e. the mean for which a user might request the minimized distribution. The blue violin plots
and black error bars show the distribution andMADof the calibrated values. The uncalibrated
distribution is given in red and uses only 0b01XX as bit setting. The red star marks the mean
of the distribution, which is chosen to be as close as possible to the calibrated mean.
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Figure 3.18: A: The ratio of uncalibrated to calibrated MAD at different values for the target
mean amplitude (equal to the calibrated means). For the baseline reference, only the 0b01XX
was allowed. The calibration reduces theMADby a factor of 1.4 to 1.8. B: The distribution of
the calibration bit settings among the two possible settings at different Vstore.
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Figure 3.19: A, B: The distributions of 0b01XX and 0b10XX at Vstore = 0.319 V that were
used as empirical values for the calibration. C: Distribution after calibration resulting from
combining the values in A, B. D-F: Measured distributions using the calibration bit pattern in
three trials. Used parameters: Vramp = 0.21 V, Vstore = 0.319 V.
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4
Discussion

During this thesis, the parts of theHICANN-DLS responsible for storage and readout of synap-
tic correlation were characterized and their functionality verified. Software was developed that
enables the user to probe the correlation mechanism of the chip and repeat all measurements
mentioned in this thesis. Two unexpected issues emerged, most prominently the asymmetry of
amplitudes in the causal and anti-causal channel. The cause for this issue was narrowed down
to the signal representing a post-synaptic spike by finding the dependency on the number of
fired neuronal columns. This issue was under scrutiny at the time of publication of this thesis
and is expected to be resolved. Another cause for concern was the effect of the calibration bits
for the amplitude, as no scaling factor is below 2 while the coefficient of variation is well be-
low 1, implying that no matter how the baseline is defined, even the lowest scaling factor is not
proportionate to the spread of the values.

In the scope of the calibration, the MAD was chosen as a measure for the spread of the data
and therefore as the subject of minimization. As was shown, this is equivalent to minimizing
the standard deviation of the synaptic values. Using aMILP solver for the combinatorial prob-
lem of assigning calibration settings to the synapses guarantees that an optimal solution will be
found or at least, that the found solution is within a certain margin of optimality. Other so-
lutions may use heuristic methods like genetic algorithms or simulated annealing. However, it
was demonstrated that it is not necessary to resort to purely heuristic methods.

While the calibration result is in principle arbitrarily close to optimal, it is naturally tainted by
the quality of the empirical data used to judge a certain calibration bit pattern. This data con-
sists of fit results produced for each synapse at a specific set of chip parameters (voltages and bit
settings) andmeasurements parameters (∆t range, number of spike pairs, number of samples).
The presented data suggests that outliers either in amplitude or time constant are not uncom-
mon in the synapse array, which can make it difficult to use one set of measurement parameters
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for all synapses as the outlier fits might fail. If this was the case, the value for that synapse was
disregarded for the calibration. The goodness of the fit parameters plays a critical role in the cal-
ibration and improved measurement methods could account for this by using synapse-specific
measurement parameters, instead of using one set of parameters for the entire synapse array as
is the case in this thesis.

Measuring a single data point for the entire synapse array using one spike pair with specific ∆t

currently takes around one second. This is vastly disproportionate to the duration of the spike
train, as∆t is generallywell below1 ms. Theoverhead is causedby controlling themeasurement
using Python and communicating data to the host computer row-wise. This could be improved
by extending the role of the PPU in measurements, as one set of correlation values corresponds
to 2 · 1024 = 2048 bytes and the PPU has 16 KiB memory (Friedmann et al., 2016). The PPU
could therefore be used to reduce the amount of communication required to transfer data for
the entire array.

The presented calibration method is able to reduce the chosen measure of spread (MAD) of
the time constants by a factor of 1.7 to 2.1 and that of the amplitude by a factor of 1.4 to 1.7.
The variation in the factor of improvementmay in part stem from the fact that in both cases the
convergence to the optimal solution was not complete, as the minimization process of the time
constants was time-limited to 8000 s and theminimization of the amplitudeMADwas aborted
after the resultwaswithin 5%ofoptimality. The problemmodel and solverparameterswere not
specifically optimized and doing this in the future could make the optimization process more
efficient. Still, the marked improvement of in both cases shows that the calibration bits can be
used to homogenize the synapse array.

The amplitude calibration has shown that only two calibration settings can suffice to reduce the
MAD by a significant factor. The limitation to two calibration settings drastically reduces the
complexity of the chosenmethod to tackle theminimization problem and solving theminimiza-
tion problem is faster by around two orders of magnitude. Therefore, it might be of interest to
investigate how the number and scaling of calibration settings should be chosen in order to pro-
vide a good trade-off between calibration speed and efficiency. In the case of the time constant,
it was demonstrated that the four different calibration settings are distributed relatively evenly
across the synapse array, suggesting that the chosen scaling factors are reasonable.

For both the amplitude and time constant, the after-calibrationmeasurement thatwas intended
to reproduce the calibration result using the corresponding bit pattern yielded results which
showed a similar distribution of values andMAD, yet themean was significantly different from
the expected results. The cause for this could not be conclusively determined due to the tem-
poral limitation on the authorship of the thesis but it is assumed to be a measurement artifact
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rather than amalfunction of the chip. The latter would arise from setting each synapse configu-
ration to individual values instead of setting the whole array to the same value, as the empirical
values for the calibration were determined by setting the entire synapse array with a constant
bit pattern. It might rather be the case that a difference in measurement parameters (∆t range,
number of spike pairs, number of samples) led to a systematic shift of the values.

In summary, it was demonstrated that the synaptic correlation mechanism on the HICANN-
DLS is generally functioning, may therefore be used to implement STDP-like learning mecha-
nisms and that calibrating the synaptic parameters via calibration bits in each synapse is feasible
and effective.
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