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Abstract

Electron-proton collisions at HERA have opened a new kinematic regime in deep-inelastic
scattering and made possible unique tests of Quantum Chromodynamics. Eight years after
the start of HERA a wealth of measurements is available. The following results are dis-
cussed: (i) Perturbative QCD in next-to-leading order gives a good description of multi-jet
production. Current QCD Monte Carlo models have difficulties describing the hadronic fi-
nal state precisely. (ii) The value of the strong coupling� s is found to be consistent with the
world average. The renormalization scale dependence of�s corresponds to the QCD pre-
diction. (iii) Overall, the concept of analytical power corrections and of a universal effective
strong coupling�0 is supported. The resulting values of� s determined from different ob-
servables vary significantly though. (iv) The gluon density of the proton is determined at
momentum fractionsx > 0:01. (v) Experimental signatures suggesting deviations from
DGLAP parton evolution are observed at lowx. Their unambiguous interpretation is not
yet possible. (vi) Analyses of charged particle multiplicities and momentum spectra reveal
limitations of analytical QCD predictions.
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Preface

Deep-inelastic scattering (DIS) experiments have made fundamental contributions in establish-
ing Quantum Chromodynamics (QCD) as the theory of strong interactions. Evidence of proton
structure and of the existence of partons was found through observation of Bjorken scaling in
electron-nucleon scattering at SLAC [1]. The subsequent discovery of logarithmic scaling vio-
lations [2] introduced through gluon radiation off quarks supported the non-abelian structure of
QCD. Later experiments extracted nucleon structure functions and performed the first measure-
ments of the strong coupling�s. In addition, measurements of DIS have crucially influenced
the construction of the theory of electroweak interactions.

In 1992 the electron-proton collider HERA at DESY started operation. Due to its high
centre-of-mass energy of

p
s � 300 GeV, HERA extends the kinematic range of fixed target

experiments by several orders of magnitude in both the virtualityQ2 of the exchanged boson
and the fractional parton momentumx. Collisions atQ2 as high as50; 000 GeV2, corresponding
to a spatial resolution of 10�18 m, and atx as small as10�5, corresponding to regions of high
parton density, are accessible. The collider detectors H1 and ZEUS cover essentially the full
solid angle and are instrumented to measure the scattered leptonand the hadronic final state
precisely.

The structure of DIS events is complicated compared with the ideal situation ine+e� anni-
hilation. The presence of a hadron in the initial state implies that the effective collision energy
varies from event to event and that the proton’sparton densities must be known or determined;
the partons in the proton give rise toinitial-state parton showers; the debris of theproton rem-
nant may contaminate the hadronic final state; there aretwo leading order QCD processes,
QCD-Comptoneq ! eqg and boson-gluon-fusioneg ! eq�q. These characteristics of DIS may
make understanding of the hadronic final state challenging but simultaneously offer unique op-
portunities. Parton evolution equations can be investigated in the region of high parton density;
jet cross sections can be studied over a huge range ofQ2 where the fractions of quark- and
gluon-induced reactions or the size of non-perturbative effects vary strongly; at highQ 2, a re-
gion is accessible where the strength of electromagnetic and weak interactions are similar; the
phenomenon of diffraction can be studied. It is of fundamental importance to test QCD in such
an environment where its power or its limitations may be seen very clearly.

This review presents a selection of measurements of the hadronic final state in DIS which
are available as preliminary or final results in spring 2000.1 Most of the results are based on the
data collected in the years 1994-1997 corresponding to an integrated luminosity of� 50 pb�1.
Emphasis is placed on the description of measurements which can be compared with perturba-
tive QCD predictions in a regime where eitherQ2 or another energy scale e.g. transverse jet
energy are large. Analyses of the hadronic final state in diffractive processes are not described
here. Corresponding reviews and related information may be found in [3].

In the first section the basic properties of QCD and of deep-inelastic scattering at HERA are
introduced. In section 2 the general description of the data by QCD models and perturbative
QCD calculations is studied in characteristic phase space regions. Determinations of�s and
of parton density functions, in particular of the gluon density, are presented in section 3 and 4

1Some analyses which become available directly before the conference DIS 2000 could not be considered.
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respectively. Dedicated studies of the validity of the DGLAP parton evolution equations and of
the structure of the proton at smallx are summarized in section 5. Finally tests of perturbative
QCD using inclusive particle distributions are described in section 6.

1 Introduction

1.1 Fundamentals of QCD

Quantum Chromodynamics is a non-abelian quantum field theory describing the strong inter-
actions ofquarks andgluons. Quarks are spin-1/2 fermions with fractional electrical charge
of +2=3 or �1=3. Gluons are spin-1 bosons which are electrically neutral. Quarks and glu-
ons carrycolour charge. There are three quarks (of each flavour) and eight gluons of different
colour. The symmetry group of colour transformations is SU(3). The colour charge of gluons
leads to theirself interaction, to the characteristic energy dependence of the strong coupling and
thus toasymptotic freedom andconfinement. Hadrons are colour singlets composed of quarks,
antiquarks and gluons. These basic features of QCD are now firmly established by experiment.

Examples of strong interactions were first observed more than 100 years ago in� decays
of radioactive nuclei. Early indications for the substructure of the proton were provided by
the measurement of its magnetic moment in 1933 [4]. Quarks were postulated as the basic
constituents of hadrons in 1964 by Gell-Mann and Zweig [5, 6] following the discovery of
numbers of hadrons in cosmic ray and early accelerator experiments. They provide a suggestive
classification of hadrons similar to the arrangement of atoms in the periodic table. One year later
the concept ofcolour charge was introduced [7] in order to make spin 1/2 baryons composed of
three quarks obey the Pauli principle.

Independent evidence of the substructure of hadrons came from the first deep-inelastic scat-
tering experiments at SLAC [1] and their observation of scale invariance of the DIS cross sec-
tions. DIS experiments measured the spin of the quark-partons to be 1/2. Indirect evidence for
the existence of gluons came from the observation that the momentum carried by quarks is only
half of that of the proton and from the discovery of scaling violations.

In the early seventies, QCD was formulated as a non-abelian gauge theory of coloured
quarks and gluons [8] and its properties of asymptotic freedom and confinement were discov-
ered [9].

In e+e� annihilation the angular distribution of the jets originating fromq�q events confirmed
the spin of quarks to be 1/2 [10]. The observation of three jet events at PETRA in the reactions
e+e� ! q�qg gave direct evidence for gluons [11] and the analysis of jet angular distributions
showed that the spin of the gluon is 1 [12]. At LEP the existence of the triple gluon self
interaction was shown [13].
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1.2 The QCD Lagrangian

Lagrangian densities provide a compact way to define the structure of a quantum field theory
of elementary particle interactions. Invariance of the Lagrangian under a transformation im-
plies an associated conservation law according to Noether’s theorem. Given the Lagrangian the
Feynman rules needed for perturbative calculations can be derived. The Lagrangian of QCD
(omitting gauge fixing and ghost terms) is [14]

LQCD = � f;� i
�
i()

�

��
(@�Æij + igA�a(Ta)ij)�mfÆ��Æij

�
 f;� j �

1

4
F��;aF

��

a
: (1)

Repeated indices are summed over. The sums run over quark flavours (f = 1; :::; nf = 6),
Dirac indices (�; � = 1; :::; 4), quark colour indices (i; j = 1; :::; Nc = 3), gluon colour indices
(a = 1; :::; N 2

c
� 1 = 8) and spacetime indices (�; � = 0; :::; 3), respectively. The f;� i are

Dirac spinors corresponding to quark fields of flavourf and colouri. The quarks’ masses are
mf . The strong couplingg is related to�s by

�s =
g2

4�
: (2)

(A�)ij = A�a(Ta)ij are the gluon fields where theA�a are real numbers and theNC �
NC matrices(Ta)ij are the generators of SU(NC) colour transformations. TheF ��

a
are the

components of the field strength tensorF �� = F ��

a
Ta. They are related to the gluon fields

according to

F ��

a
= @�A�a � @�A�a � gfabcA�bA�c : (3)

TheTa satisfy the commutation relation

[Ta; Tb] = TaTb � TbTa = ifabcTc ; (4)

wherefabc are the structure constants of SU(NC). They satisfy the following relation:X
c;d

facdfbcd = CAÆab with CA = NC = 3 : (5)

The(Ta) are conventionally chosen to be proportional to the Gell-Mann matrices�a, Ta = 1=2�a,
such that they fulfil

Tr(TaTb) = TR Æab with TR = 1=2 : (6)

Then X
a

(Ta)ik(Ta)kj = CF Æij with CF = (N2
C
� 1)=2NC = 4=3 : (7)

The constantsCA; CF andTR are thecolour factors of SU(3).
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The LagrangianLQCD is invariant under local gauge transformations in colour space i.e.
under redefinition of the quark and gluon fields by an unobservable phase that may vary with
spacetime. Under local gauge transformations, the quark fields transform as

 j(x)!  
0

j
(x) = Uji(x) i(x) ; (8)

where theUji are elements of SU(NC) and may be expressed asUji = [exp(i
P

Nc
2
�1

a=1 �a(x)Ta)]ji
using the generatorsTa and the real function�a(x). The gluon fields transform as

[A
0

�
(x)]ij = U(x)ik(A�(x))klU(x)

�1
lj

+
i

g
[@�U(x)]ikU(x)

�1
kj
: (9)

According to the LagrangianLQCD three fundamental interactions occur:

� the interaction ofquarks with gluons corresponding to the termg � � i
�

��
A�a(Ta)ij � j

and to the vertex�qgq.

� the interaction ofthree gluons corresponding to the termgfabc(@�A�a � @�A�a)A�bA�c

and to the triple-gluon vertexggg

� the interaction offour gluons corresponding to the termg 2fabcfadeA�bA�cA
�

d
A�

e
and to

the four-gluon vertexgggg.

The interactions of quarks with gluons corresponds to the electromagnetic interaction of
electrons with photons. The three-gluon and four-gluon self interactions are characteristic for

�
i

k

a

j

CF : �a;k

�
a

i

b

j

TR : �i;j

�
a

c

b

d

CA : �c;d

Figure 1: Illustration of the relation of colour factorsCF ,TR,CA with gluon bremsstrahlung,
gluon splitting and the three-gluon interaction.
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QCD as a non-abelian field theory and have no analogue in QED. The same couplingg de-
termines the strength of quark-gluon, three-gluon and four-gluon interactions. The four-gluon
interaction is proportional tog2. The couplingg is independent of the quark flavour and colour.

The relative coupling strengths of gluon bremsstrahlung off a quark, of gluon splitting into
quark and antiquark, and of the three-gluon interaction are proportional to the colour factors
CF ; TR andCA respectively as is illustrated in Figure 1.

1.3 The renormalization group equation

A major obstacle in calculating cross sections perturbatively is the appearance of divergences.
Loop diagrams as in Figures 2 (b) and (c) give rise toultraviolet divergences. These correspond
to the creation of virtual particles at infinite momenta violating energy conservation. Meaning-
ful calculations are made possible throughregularization andrenormalization procedures.

�
(a)

�q

q

g�
(b)

�
(c)

Figure 2: Feynman graphs related to the running of�s

Regularization means the systematic manipulation of divergent integrals to yield finite ex-
pressions. This may be achieved by simply introducing a finite upper integration boundary�.
In practice dimensional regularization, the formal change from (n = 4)-dimensional integrals
to those of dimensionn = 4 � 2�, is frequently used. The regularized integrals lead to ex-
pressions with poles1=�. Renormalization means the systematic subtractions of such terms. It
corresponds to the replacement of the bare couplingg related to the vertex�qgq in Figure 2 (a)
by a physical coupling which considers all diagrams of Figure 2. In theMS (modified minimal
subtraction) renormalization scheme [15] the terms1=� + (ln 4� � E) are subtracted. (E is
Euler’s constant.)

Different renormalization schemes may be used but an arbitrary mass parameter�, the
renormalization scale, is always introduced. It corresponds to the mass at which the sub-
tractions removing the ultraviolet divergences are performed. The requirement that physical
observables must not depend on� leads to the renormalization group equations [16]. They
imply a dependence of the strong coupling�s on� which is given by the so-called�-function
[9]

�
@�s(�

2)

@�
= �(�s) = �

�0

2�
�2
s
(�2) �

�1

4�2
�3
s
(�2) �

�2

64�3
�4
s
(�2) + ::: (10)
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with

�0 = 11 �
2

3
nf ; �1 = 51 �

19

3
nf ; �2 = 2857 �

5033

9
nf +

325

27
n2
f
; (11)

wherenf is the number of quarks of mass less than�. The coefficients�0 and�1 are independent
of the renormalization scheme chosen while�2 and higher order coefficients depend on it. Here
�2 is quoted in theMS renormalization scheme. The�i are known up to�3 [17].

The solution of (11) in leading order, that is including only the�0 term, is

�s(�
2) =

�s(�
2
0)

1 +
�0

4�
�s(�

2
0) ln(�

2=�20)

: (12)

Once�s is known at a given reference scale, for example at�0 = MZ, (12) predicts its
value at any other (large) scale�2. For �2 ! 1, �s(�2) decreases to zero. This property,
calledasymptotic freedom, is one of the major characteristics of QCD and was noticed when
the first calculation of�0 became available in 1973. It makes possible successful perturbative
calculations at sufficiently high values of�2 . In contrast�s becomes large for small values of
�2. This leads to theconfinement of quarks into hadrons and explains why coloured quarks are
not observed directly.

In practice a dimensionful parameter� is frequently used to express the functional form of
�s(�

2) or to specify the value of�s without the need to refer to a scale.� is defined by

ln
�20

�2
=

Z
1

�s(�0)

dx

�(x)
=

�
4�

�0�s(�
2
0)

+ :::

�
+ C (13)

in leading order where ‘:::’ stands for higher order terms. The constant C is arbitrary. Choosing

C = (
�1
2�0

) ln(�0=4) [15, 18],�s(�2) as a function of� is given in NNLO by [19]

�s(�
2) =

4��
�0 ln(�2=�2)

� � 8��1 ln
�
ln(�2=�2)

�
�0
�
�0 ln(�2=�2)

�2 +
64��

�0 ln(�2=�2)
�3 ��

�21
4�20

�
ln2
�
ln(�2=�2)

�
� ln

�
ln(�2=�2)

�
� 1
	
+

�2

32�0

�
: (14)

The four-loop expression for�s can be found in [20].

The relation of� and�i implies that� depends on the renormalization scheme.� also
depends on the number of active flavoursnf . Requiring that�s(�2) is a continuous function if
�2 equals a quark mass threshold, a relation of�(nf ) at differentnf can be derived [21, 22, 20].
In LO [19]

�
nf�1

0 ln

 
�(nf)

�(nf�1)

!2

= (�
nf

0 � �
nf�1

0 ) ln

�
MQ

�(nf )

�2

+ 2

 
�
nf

1

�
nf

0

�
�
nf�1

1

�
nf�1

0

!
�

ln

"
ln

�
MQ

�(nf )

�2
#
� 2

�
nf�1

1

�
nf�1

0

ln
�
nf

0

�
nf�1

0

: (15)
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Note that equation (15) depends on the running quark massMQ [14] that defines the flavour
threshold.

One consequence of the relation of�s and� is the much increased relative uncertainty on�

compared with that of�s. Thus�s(MZ) = 0:119 � 0:003 translates into�(5)

MS
= 220+40

�35 MeV
(using (14)).

The running of�s is shown in Figure 3. The corresponding scale dependence of�, the
fine structure constant, is also shown. Besides being much smaller than�s, � increases with
�R. This fundamental difference between� and�s is introduced through the presence of boson
self-interactions as in diagram 2 (c), which are absent in QED.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

10 10
2

10
3

 µR  [GeV]

  α
s

α

Figure 3: Running of �s in leading order (full line), NLO (dashed line) and NNLO (dotted line).
The running of � is also shown (dashed-dotted line).

1.4 Deep-inelastic scattering

Deep-inelastic scattering of leptons off nucleons corresponds in the Quark-Parton Model (QPM)
to the elastic interaction of a virtual boson with a free quark in the nucleon (see Figure 4). The
interaction can be expressed as the sum of incoherent scatterings from point-like partons, the
quarks, which are free inside the proton on the time scale of� 1=

p
Q2 of the scattering process.

The QPM corresponds to the zeroth order approximation of QCD. Neutral current (NC) ep
interactions ep ! eX are mediated through exchange of a photon or a Z 0 boson. Charged
current (CC) ep interactions ep! �X are mediated through exchange ofW � bosons.

Kinematic variables
The kinematics of the scattering process at a given centre-of-mass energy are determined through
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knowledge of two independent variables such as the polar angle and the energy of the scattered
lepton. Usually cross sections are given as a function of two of the Lorentz invariant quantities
Q2, x and y:

Q2 = �(q)2 = �(k � k0)2 ; x =
Q2

2P � q
; y =

P � q
P � k

; (16)

where k and k0 are the four-momenta of the incoming and scattered lepton, and P is the four-
momentum of the incoming proton.

The virtualityQ2 corresponds to the negative square of the virtual boson’s four-momentum.
The Bjorken scaling variable x is interpreted in the QPM as the fraction of the proton mo-
mentum carried by the struck quark in the proton infinite-momentum frame. The inelasticity y
measures the fractional energy transferred to the hadronic system in the proton rest frame. Both
x and y range from 0 to 1. They are related to Q2 through

Q2 = sxy (17)

where s = (k+P )2 � 4EeEp is the centre-of-mass energy squared. Ee and Ep are the energies
of the incoming electron and proton respectively. (Here and in the following equations the
masses of the proton and the lepton are always neglected.)

The invariant mass of the hadronic final state W is given by

W 2 = (q + P )2 � Q2 1� x

x
: (18)

Lepton-nucleon scattering processes withW 2 � m2
Proton

are inelastic. Those with in addition
Q2 � m2

Proton
are called deep-inelastic.

�
k

P

=Z0
,W

q

k0

e e,�

p

X

Figure 4: Illustration of deep-inelastic electron-proton scattering.
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The range ofQ2 and x covered by the HERA collider experiments extends up toQ2 � 50; 000

GeV2 and down to x � 10�5. That is more than two orders of magnitude higher inQ2 and more
than two orders of magnitude higher lower in x than fixed target experiments [24, 25, 26, 27].

Structure functions and DIS cross sections
The cross section for deep-inelastic NC processes as a function of x and Q2 can be expressed
as

d2�
e
�
p

NC

dxdQ2 =
2��2

Q4x

�
[1 + (1 � y)2] F2(x;Q

2)� y2FL(x;Q
2)�

[1� (1 � y)2] x F3(x;Q
2)
	
: (19)

The cross section shows the characteristic 1=Q4 dependence known from Rutherford scat-
tering. It is proportional to the fine structure constant �2 due to the exchange of a virtual photon,
the dominant contribution at low Q2. The structure functions Fi parameterize the structure of
the proton. The contribution of the longitudinal structure function FL(= F2 � 2xF1) is small
except at large values of y. The parity-violating structure function xF3 is small for Q2 � M2

Z

where Z0 exchange is negligible. In the QPM and for Q2 � M2
Z

the structure function F2 is
given by

F2(x;Q
2) = F2(x) = x

X
q

e2
q
[q(x) + �q(x)] (20)

where eq is the quark charge in units of the charge of the electron. q(x) and �q(x) are the proton’s
density of quarks and antiquarks at a given momentum fraction x. Within the QPM the q(x) and
�q(x) and thus F2 do not depend on Q2, and FL is zero. Including higher order QCD effects like
gluon radiation introduces a dependence of the parton densities onQ2 as is discussed in section
1.5. The parton densities and correspondingly the structure functions can not (yet) be derived
within QCD and must be determined from experiment.

At high Q2, Z0 exchange and  � Z0 interference terms become important. Then equa-
tion (20) needs to be modified and F3 cannot be neglected any more:

F2(x;Q
2) = x

X
q

[q(x) + �q(x)] A�

q
; xF3(x;Q

2) = 2x
X
q

[q(x)� �q(x)] B�

q
(21)

where

A�

q
=
h
e2
q
+ 2eqvq (�ve � �ae) PZ + (v2

e
+ a2

e
� 2�aeve) (v

2
q
+ a2

q
)P 2

Z

i
B�

q
=
h
eqaq (�ve � ae) PZ + vqaq (��(v2e + a2

e
)� 2veae) )P

2
Z

i
: (22)

The vf and af are the weak vector and axial-vector couplings of a fermion f , here electron
e or quark q. They are given by

vf = T3f � 2ef sin
2 �W ; af = T3f (23)
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where �W is the Weinberg angle and ef and T3f are the electric charge and the third com-
ponent of the weak isospin2 respectively. � denotes the electron beam polarization where
� = +1;�1; 0 correspond to right-handed, left-handed and unpolarized lepton beams respec-
tively. The term PZ is related to the ratio of the Z 0 and the  propagators

PZ =
Q2

Q2 +M2
Z

1

sin2 2�W
: (24)

The cross section for CC processes in the QPM is given by

d2�
ep

CC

dxdQ2
=
G2
F

�

�
M2

W

M2
W
+Q2

�2

8<
:

u+ c+ t+ (1� y)2( �d+ �s+ �b) for e�
L

�u+ �c+ �t+ (1� y)2(d+ s+ b) for e+
R

0 for e�
R
; e+

L

(25)

The CC cross section is much smaller then the NC cross section for Q2 � M2
W

as can
be seen using the relation GF = ��=

p
2 sin2 �WM

2
W

. NC and CC cross sections start to be of
similar magnitude whenQ2 approachesM2

W
as is shown in Figure 5. (Note that in the kinematic

range of HERA the bottom and top quark do not contribute.)

1.5 Parton evolution equations

The simple picture of F2 and parton density functions obtained in the QPM is modified when
QCD corrections are considered. Initial-state gluon radiation may reduce the momentum frac-
tion of the quark seen by the virtual photon. Similarly the scattered quark may have been created

2T3 = +1=2 for u, e+, � and �1=2 for d, e�, ��.
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Figure 5: NC and CC differential cross sections d�=dQ2 for e+p and e�p DIS as measured by
H1 [28, 29] and ZEUS [30, 31].
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through quark-antiquark splitting of a gluon. The corresponding QCD-Compton and boson-
gluon-fusion diagrams are shown in Figure 6. These diagrams introduce initial-state collinear
divergences which are regulated and absorbed into the parton densities in order to get a finite
result. This procedure introduces a dependence of the parton densities on the factorization scale
�F similarly to the way the absorption of ultraviolet divergences leads to the renormalization
scale dependence of the strong coupling. The dependence of the parton densities on the factor-
ization scale is given by the parton evolution equations.

�q

(a)

=Z
0
,W

p

e e; �

�g

(b)

=Z
0
,W

p

e e; �

Figure 6: Feynman graphs contributing to DIS in O(�s): QCD–Compton scattering (a) and
boson–gluon–fusion (b).

DGLAP equations
The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [32] parton evolution equations de-
scribe the dependence of the parton densities on the factorization scale �2

F
which is chosen to

be Q2 in the following equations

dqi(x;Q
2)

d lnQ2
=

�s(Q
2)

2�

Z 1

x

d�

�

�
Pqq(

x

�
) qi(�;Q

2) + Pqg(
x

�
) g(�;Q2)

�
dg(x;Q2)

d lnQ2
=

�s(Q
2)

2�

Z 1

x

X
i

d�

�

�
Pgq(

x

�
) qi(�;Q

2) + Pgg(
x

�
) g(�;Q2)

�
: (26)

The index i denotes the quark flavour. The splitting functions Pqq(z); Pqg(z); Pgg(z); Pgq(z) are
calculable perturbatively and are given in LO by:

Pqq(z) = CF

1 + z2

1 � z
; Pqg(z) = TR

�
z2 + (1 � z)2

�
Pgg(z) = 2CA

�
z

1� z
+

1� z

z
+ z(1� z)

�
; Pgq(z) = CF

1 + (1� z)2

z
(27)

In leading order the Pba(z) are related to the probability of the parton of type a splitting into
partons b and c carrying momentum fractions of z and (1 � z) respectively. They are valid for
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small angle (collinear) emissions. The divergences 1=z or 1=(1� z) are characteristic for gluon
emission. They are absent in Pqg which corresponds to the splitting of g ! q�q. The Pqq and
Pgq correspond to the vertex q ! qg with the gluon or the quark carrying momentum fraction z
(see Figure 7). The colour factors CF , TR and CA were introduced in section 1.1.

�1� z

z

q

g

q

�
z

1� z �1� z

z

�
z

1� z

Figure 7: Vertices corresponding to the splitting functions Pqq, Pgq, Pqg and Pgg (from left to
right).

The DGLAP equations are valid in the phase space region where the gluons have strongly
ordered transverse momenta

Q2 � k2
Tn
� :::� k2

T1 : (28)

The longitudinal momenta are ordered due to momentum conservation

x < xn�1 < ::: < x1 : (29)

The DGLAP equations correspond to the sum of ladder diagrams (in an axial gauge) with
multigluon emissions (see Figure 8). Each emission gives rise to terms proportional to�s

R
dk2

T
=k2

T

due to the propagator. The resulting nesting integrations giveZ
Q
2

dk2
Tn

k2
Tn

:::

Z
k
2

T3 dk2
T2

k2
T2

Z
k
2

T2 dk2
T1

k2
T1

�
[lnQ2]n

n!
: (30)

Thus effectively the DGLAP equations sum terms [�s lnQ2]
n where each additional emission

gives an extra power of lnQ2.

The asymptotic behaviour of the gluon density in the region low x and large Q2 can be
derived from the DGLAP equations in the double-leading-logarithm approximation DLLA. At
low x the splitting function Pgg � 2CA

1
z dominates such that the gluon density is much larger

than the quark densities. Equation (26) thus reduces to

dg(x;Q2)

d lnQ2
=
�s(Q

2)

2�

Z 1

x

d�

�
Pgg(

x

�
) g(�;Q2) : (31)

Multigluon emissions with Q2 � k2
Tn
� ::: � k2

T1 and x� xn�1 � ::: x1 lead to factors
of [lnQ2]n=n! as above combined with terms ln(1=x) from the nested integrationsZ 1

x

dxn�1

xn�1
:::

Z 1

x2

dx1

x1

Z 1

x1

d�

�
g(�;Q2

0) �
1

n!

�
ln

1

x

�
n

: (32)
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Figure 8: Ladder diagram to illustrate parton evolution.

Thus in the DLLA the leading powers of [�s ln(1=x) lnQ2]n are summed. At small values
of x the terms ln(1=x) become large. The DLLA thus provides a quantitative prediction of the
rise of F2 at small values of x [33].

BFKL equations
At small values of x terms proportional to �s ln(1=x) are also important. These terms are
summed over within the Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [34] assuming strong
ordering of the longitudinal momenta of the emitted partons x � xn�1 � ::: x1. No assump-
tion on the transverse momenta kT is made. The BFKL equation is formulated in terms of the
unintegrated gluon density f(x; k2

T
) which relates to the familiar gluon density g(x;Q2) used

above via

xg(x;Q2) =

Z
Q
2

dk2
T

k2
T

f(x; k2
T
): (33)

The x dependence of the unintegrated gluon density is predicted to be

df(x; k2
T
)

d ln 1=x
=

Z
dk

02
T
K(kT ; k

0

T
) f(x0; k

02
T
) (34)

at small x and not too large Q2 [34].

In LO and for fixed �s equation (34) can be solved analytically which leads to the charac-
teristic small x behaviour proportional to x�� where � � 1=2. Unfortunately NLO calculations
have yielded large corrections to � [35]. In [36] it is argued that the reliability of the BFKL
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Figure 9: Diagram illustrating the effect of unordered kT introduced through a resolved photon.

predictions can be improved by imposing a consistency (or kinematic) constraint which makes
possible the resummation of subleading ln(1=x) terms. The consistency constraint effectively
ensures energy-momentum conservation in a large phase space region. Predictions for forward
� and jet cross sections based on the leading-order BFKL equations in conjunction with the con-
sistency constraint have been calculated [37] and are compared with measurements in section
5.

CCFM equations
The Ciafaloni-Catani-Fiorani-Marchesini (CCFM) equation [38] is a modified parton evolution
equation based on gluon emission with angular ordering. It reproduces the results of DGLAP
evolution at large x and of BFKL at small x.

1.6 Structure of the virtual photon

In DIS the virtual photon is usually assumed to be pointlike. As in photoproduction the photon
can, however, fluctuate into a q�q pair or (at low Q2) into a vector meson carrying the quantum
numbers of the photon. These quantum fluctuations are expected to be strongly suppressed
with increasingQ2 but may be resolved by an interaction with an energetic parton of the proton
when E2

T parton
� Q2. The parton acts as a probe of photon structure similarly to the way the

pointlike virtual photon resolves the partonic structure of the proton.

The interaction of a resolved photon with a parton of the proton are illustrated in Figure
9. The concept of virtual photon structure leads to photon density functions and corresponding
parton evolution equations. Parton ladders ordered in kT from both the photon and the proton
to the hard scattering process effectively lead to a parton cascade that is unordered.
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1.7 Fit of parton density functions

The standard procedure to determine parton density functions from structure function and re-
lated measurements consists of the following steps:

� The x dependence of the parton densities fi is parameterized at a given starting scale Q2
0.

Typical parameterizations are of the form

Aix
��i(1� x)�i(1 + i

p
x+ Æix) ; (35)

where the Ai, �i, �i, i, Æi with i = u; d; :::; g are free parameters to be determined.
The starting scale Q2

0 is mostly chosen to be a few GeV2 in order to be large enough for
perturbative QCD to be applicable.

� The fi(x;Q0) are numerically evolved to values of Q2 where DIS data exist, using the
DGLAP equations with the NLO splitting functions.

� the predicted values of structure functions (or other observables) are calculated from the
fi(x;Q) and the �2 of the predictions and the corresponding measurements is determined.
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Figure 10: Example of parton density functions taken from MRST [42].

Iteration of these steps allows the determination of the initial parameters A i, �i, �i, i, Æi
and thus of the parton densities in multi-dimensional fits. The number of parameters to be de-
termined is not small. In a recent H1 fit, for example, 13 free parameters were determined [28].
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This requires precise measurements in a large kinematic range and in practice a combination of
data from different scattering processes and experiments. Global fits to the world data are regu-
larly provided by the groups CTEQ, GRV and MRST. They include data from DIS experiments
with muon and neutrino beams, Drell-Yan production pN ! �+��X , from pp ! X , the W
asymmetry and inclusive jet production at large ET jet in p�p collisions and, of course, from ep

collisions at HERA. For a detailed description of these fits see [39, 40, 41].
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Figure 11: Overview of F2 measurements of H1 [43, 28] and fixed target experiments [24, 25,
27] and comparison with perturbative QCD predictions in NLO [28].
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Parton density functions at Q2 = 20 GeV2 as determined by MRST are shown in Figure 10
for illustration. The most characteristic features are the peak of the u and d quark densities
close to x � 1=3 corresponding to the valence quark region. The shift with respect to x = 1=3

is due to gluon bremsstrahlung. The gluon density at low x is much larger than the quark
densities. Its rise is driven by the dominant triple gluon vertex g ! gg leading to efficient
gluon multiplication. The gluons at low x drive the rise of the quark and antiquark (sea quark)
densities produced via g ! q�q.

Measurements of the structure function F2 at HERA in the approximate range of 1 < Q2 <

30; 000 GeV2 and 10�5 < x < 0:65 are fully compatible with NLO QCD fits based on the
DGLAP equations as is shown in Figure 11.

1.8 Di-parton cross sections

Dijet production in DIS proceeds in O(�s) through the QCD-Compton (QCDC) process eq!
eqg and Boson-Gluon-Fusion (BGF) eg ! eq�q as shown in Figure 6. The differential di-
parton cross section depends on five independent kinematic variables. Besides x and Q2 (or y)
the three additional variables z, xp and � are frequently used [44]. The variable xp is defined by

xp =
Q2

2p � q
=

Q2

Q2 +m2
12

=
x

�
(36)

where q is the four-momentum of the virtual boson and p that of the incoming parton. The
pi; i = 1; 2 are the four-momenta of the two outgoing partons from the hard scattering process
and m12 is their invariant mass. The variable � corresponds to the fraction of the proton’s four-
momentum P carried by the incoming parton with momentum p = �P . The variable z can be
defined for either parton i by

zi =
p � pi
p � q

=
1

2
(1� cos �?

i
) (37)

where �?
i

is the scattering angle of the parton i in the centre-of mass system of virtual boson
and incoming parton. The zi are related by z1 + z2 = 1. � is the (azimuthal) angle between
the planes spanned by the incoming and outgoing lepton and by the outgoing partons in the
hadronic centre-of-mass system.

The complete di-parton cross sections for NC and CC DIS in O(�s) are given explicitly in
[44]. The dominant contribution to QCD-Compton scattering is proportional to

d�QCDC �
1 + x2

p
z2

(1� zq)(1� xp)
; (38)

where zq stands for the value of z associated with the scattered quark. The QCD-Compton cross
section diverges if zq ! 1 or xp ! 1. This corresponds to radiation of a soft gluon (zq; xp ! 1)
or of a gluon collinear to the incoming quark (zq ! 1) or outgoing quark (xp ! 1).

The dominant contribution to boson-gluon-fusion is proportional to

�BGF �
[z2 + (1� z)2][x2

p
+ (1 � xp)

2]

z(1� z)
: (39)
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It diverges if one of the quarks is collinear to the incoming gluon or if one of the quarks is
soft. Note that this term is symmetric in zi in contrast to the QCD-Compton cross section.

In order to use the above formulae for meaningful comparisons with measurements an infra-
red safe observable, e.g. a jet cross section, must be defined and the parton cross sections must
be convoluted with the corresponding parton density functions fi(�; �2F ). Perturbative calcula-
tions for specific observables in NLO and the corresponding NLO programs are discussed in
section 2.

1.9 Parton showers and the colour dipole model

Perturbative calculations at fixed order of �s cannot be expected to describe all regions of phase
space adequately. Higher-order collinear emissions leading to enhanced contributions (loga-
rithms) in the perturbative series may be sizeable even when suppressed by additional powers
of �s. In order to describe observables sensitive to multiple parton emissions such as inclusive
particle distributions, jet multiplicities at small jet separation, width and substructure of jets etc.
it is important to consider the dominant terms in all orders of �s. This is achieved by parton
showers [45] which can conveniently be implemented in Monte Carlo programs.

Parton showers consist of successive branchings a! bc originating from an initial quark or
gluon a. As discussed above, each branching is characterized by the momentum fraction that is
transferred from the original parton a to b and c and by the virtuality t of a before the branching.
The branching probability is given by

� �
dt

t
dz
�s

2�
Pba(z) (40)

where Pba are the splitting functions introduced earlier.

In initial-state parton showers a parton with small virtuality evolves to increasingly larger
negative virtualities (t < 0) by emitting partons which are either real or timelike (m 2 > 0).
Finally a spacelike quark is produced which interacts with the virtual boson. The outgoing
quark is again on mass-shell or timelike.

Any radiated parton with timelike virtuality can be the starting point of a final-state (time-
like) parton shower. In this case the virtuality of the original parton is reduced with each branch-
ing until a minimum valueQ0 is reached where the parton evolution is stopped. In Monte Carlo
models hadronization is performed at this stage.

The variable t may be seen as evolution ‘ time’ . The probability that parton i at t0 has not
split up to t is given by the Sudakov form factor

�i(t) = exp
�
�
X
j

Z
t

t0

dt0

t0

Z
dz
�s

2�
Pji(z)

�
: (41)

Based on equations (40) and (41) the parton shower can be simulated with Monte Carlo
methods. In practice initial-state parton showers are evolved backward from the hard scatter-
ing to the incoming parton. This avoids rejection of events when after shower evolution the
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kinematics do not allow the hard scattering process to be generated. The probability to evolve
backwards is given by a modified form factor which includes parton density functions f(z; t)
when choosing the next branching point t.

The effect of soft gluon emissions is considered by angular ordering of successive gluon
emissions. This feature is due to the destructive interference of soft gluons emitted at angles
larger than the opening angles of the previous emission. Parton showers with angular ordering
are called coherent.

An alternative description to parton showers is provided by the colour dipole model (CDM)
[46]. In the CDM a q�q produced in e+e� annihilation is treated as an antenna consisting of a
colour dipole emitting gluon radiation. New dipoles are formed from the qg and �qg which inde-
pendently radiate further gluons. Dipoles can also be formed between gg pairs. This procedure
automatically includes coherence effects.

In DIS the first dipole is formed between the struck quark and the proton remnant. Unlike
quark and gluons the proton remnant is not pointlike. Emissions of small wavelengths from an
extended antenna are suppressed. Similarly colour dipole radiation in the region of the proton
remnant is suppressed in the CDM. The struck quark is also treated as an extended object since
the virtual photon only resolves the struck quark with a resolution proportional to 1=Q. The
detailed features of the suppression are determined by model parameters.

The CDM does not distinguish between initial and final state radiation. The transverse
momenta of gluons ordered in rapidity (corresponding to x i) are unordered, similarly to the
situation in BFKL evolution.

1.10 Hadronization models

Hadronization is a non-perturbative process which is not yet understood at a fundamental level.
Phenomenological hadronization models have been constructed in order to relate perturbative
QCD predictions for partons to the hadronic distributions measured by experiments.

The most important hadronization models are the string model [47] and the cluster model
[48]. They provide the full hadronic final state given an initial partonic configuration.

String model
The colour flux between a quark q and antiquark �q is represented by a relativistic string of
constant energy density per unit length. With increasing q �q separation the string’s potential
energy increases. The string finally breaks into new string pieces by creating q�q pairs from the
vacuum in a tunnelling process provided the string energy becomes large enough. Gluons are
represented by ‘kinks’ of the strings between q�q pairs. Mesons are formed when no energy
is left to produce further q�q pairs. The energy fraction of hadrons is distributed according to
fragmentation functions. The transverse momentum of hadrons is distributed according to a
Gaussian. The form of the fragmentation function and the width of the Gaussian are given by
parameters that are determined by comparison with measurements. Further parameters of the
string model are related to the fraction of strange quark pairs produced and to the fraction of
diquarks, needed for baryon production.
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In DIS strings are stretched between the proton remnant and the scattered partons. The
string configurations differ for scattering off valence and sea quarks, for QCD-Compton and
boson-gluon-fusion.

Cluster model
In the cluster model the gluons originating from the perturbative parton evolution are split non-
perturbatively into q�q pairs. Neighbouring quarks are then combined to form colour singlets.
Low mass clusters are allowed to decay isotropically into pairs of hadrons. The branching
ratios are determined by the density of meson states with the appropriate quantum numbers.
High mass clusters are split into clusters of smaller mass. An attractive feature of the cluster
model is its small number of parameters.

Both models are based on the general principles of local parton-hadron duality [49] and
preconfinement [50].

� Local parton-hadron duality: As a long-distance process involving only small momentum
transfers hadronization is not expected to change the quantum numbers and momenta of
partons substantially. Partons are thus converted into hadrons locally in phase space.

� Preconfinement: The confinement of partons is local in colour and is independent of the
hard scattering scale Q. This is expected from the corresponding properties of perturba-
tive QCD radiation.

Other approaches to hadronization invoke application of power corrections or use of frag-
mentation functions:

� Power corrections: Hadronization corrections are expected to decrease with increasing
size of the hard scattering scale Q. Power corrections proportional to 1=Qp can be cal-
culated for distributions (or their mean values) of given observables. This approach is
discussed in detail in section 3.

� Fragmentation functions: Fragmentation functionsDh

i
(z;Q) parameterize the probability

of a parton i to fragment into a hadron h with momentum fraction z. Fragmentation
functions have large similarities with parton density functions. They cannot be calculated
perturbatively but are universal and their dependence on the scattering scale Q is given
by the DGLAP evolution equations. Investigations of fragmentation functions at HERA
are discussed in section 6.

1.11 Reference frames, jet algorithms and event shape observables

1.11.1 Reference frames

Analyses of the hadronic final state in DIS can be performed in different reference frames. The
most common choices are the laboratory frame, the hadronic centre-of-mass frame and the
Breit frame. Their definition and characteristics are briefly introduced below.
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Laboratory frame
In the laboratory frame the relation of experimental observables with detector components is
most direct. This has the advantage that acceptance and resolution effects may more easily be
understood. A disadvantage for QCD studies is the correlation of the scattered lepton with the
hadronic final state through momentum conservation.

Hadronic centre-of-mass frame
In the hadronic centre-of-mass frame the momenta q and p of the virtual boson and the incom-
ing proton, respectively, satisfy the relation p + q = 0. Conventionally the proton direction is
defined as the z axis with positive z corresponding to the proton direction. In the QPM the four-
momentum of the scattered quark after absorption of the virtual boson is xp + q. The scattered
quark is collinear with the boson and, correspondingly, its transverse energy ET is zero. Higher
order QCD radiation can lead to partons with ET > 0. The direct interpretation of particles or
jets with large ET as a signal for QCD radiation is one of the main advantages of QCD analyses
in the hadronic centre-of-mass frame. The Lorentz transformation of the reconstructed particles
to the hadronic centre-of-mass frame relies on the measurement of q e.g. via the reconstruction
of the scattered lepton. The experimental error of the kinematic reconstruction thus introduces
a corresponding uncertainty in the boosted particle momenta.

Breit frame
The Breit frame and the hadronic centre-of-mass frame are related through a longitudinal boost.
In the Breit frame 2xp+ q = 0. The virtual boson is purely space-like and its four-momentum
q is f0; 0; 0;�Qg. In the QPM the initial quark (as seen in the Breit frame) has longitudinal
momentum Q=2 and is back-scattered with momentum �Q=2. As in the hadronic centre-of-
mass frame the presence of partons/jets with significant transverse momentum is indicative of
QCD radiation (see Figure 12).

p

p
T

z

Boson-Gluon-FusionQPM

.

Q / 2

Q / 2

p

=pz

z =
γγ ** g

q

q

q

Figure 12: Illustration of the scattering process as seen in the Breit frame for quark scattering
in the QPM and boson-gluon-fusion.

The direction of the proton defines the target hemisphere (pz > 0), that of the struck quark
defines the current hemisphere (pz < 0). In the QPM the current hemisphere in the Breit
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frame corresponds to one hemisphere of a q�q event in e+e� annihilation. The Breit frame offers
maximum separation between the proton remnant and the struck quark which makes it particular
suited for comparisons of jet fragmentation in DIS and e+e�.

1.11.2 Jet algorithms

Jet algorithms have become a powerful tool in high energy physics. The observation of col-
limated jets of hadrons provides one of the most suggestive confirmations of the presence of
quarks and gluons as the elementary particles of QCD. Measurement of jet related observables
has made possible many quantitative tests of perturbative QCD predictions.

Various jet algorithms have been used in DIS at HERA. They may be characterized by:

� the reference frame in which the jet algorithm is applied;

� the distance measure of particles and jets;

� the treatment of the proton remnant;

� the recombination scheme of unresolved particles to a single pseudo-particle or jet;

� the stopping condition in a clustering procedure.

The most popular algorithms are briefly introduced below and their properties are summa-
rized in Table 1.

Cone algorithms
Cone algorithms were first proposed by Sterman and Weinberg for e+e� annihilations [51] and
were then used intensively in p�p collisions [52]. They maximize the transverse energy flow
within a cone of radius R =

p
��2 +��2 where � = � ln tan(�=2) is the pseudorapidity and

� is the azimuthal angle. The definition of R ensures that the jets found with cone algorithms
are invariant under longitudinal boosts of the event particles. Cone algorithms are usually ap-
plied in the hadronic centre-of-mass or Breit frame. In both cases ET jet reflects the scale of the
underlying scattering process. A minimum jet transverse energy ET jet is required separating
the jets from the proton remnant.

Problems of cone algorithms have been the ambiguities of combining overlapping jets and
of defining the seed cells for the cone axes. This has led to various versions of cone algorithms,
in some cases even to versions which are not infrared safe [53]. To improve the agreement be-
tween data and fixed order predictions an ad-hoc parameter Rsep was introduced in theoretical
calculations. Now cone algorithms are becoming less popular and kT clustering algorithms are
recommended to be used instead [53].

Modified JADE algorithm
This algorithm originates from the JADE algorithms used in e+e� annihilation [54]. It is ap-
plied in the laboratory frame. The algorithm is modified compared with the version in e+e�

annihilation in two respects [55]: (a) a missing-momentum vector is determined and added to
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the particles entering the jet algorithm. This allows for the considerable momentum of the pro-
ton remnant escaping detection through the beam pipe. (b) the scattered lepton is removed from
the final state particles entering the jet algorithm.

The jet algorithm calculates the distance m2
ij
= 2EiEj (1 � cos �ij) of pairs of particles or

‘proto’ jets i, j. Here Ei and Ej are the energies of the particles i and j, and �ij is the angle
between them. In its conventional form, the jet algorithm combines the pair of particles i, j
with the minimumm2

ij
to a ‘proto’ jet by adding their four–momenta p i and pj . Other recombi-

nation schemes have also been used [110, 111]. This prescription is repeated iteratively for the
remaining particles and ‘proto’ jets until all possible combinations i, j lead to m2

ij
=W 2 > ycut,

where ycut is the jet resolution parameter andW is the invariant mass of the hadronic final state.
Alternatively the clustering may be continued until a fixed number of jets is reached (mostly 2
jets + the proton remnant jet) and the minimum value of y i;j and other variables reconstructed
from the jet four-momenta may be investigated. These or similar stopping conditions are also
used for the following cluster algorithms.

By definition all particles are assigned to a jet. In this sense the algorithm is exclusive.

Modified Durham algorithm
The modified Durham algorithm uses the distance measure k2

T
= 2min[E2

i
; E2

j
] (1 � cos �ij).

Otherwise it is identical to the modified JADE algorithm.

In [56] a new algorithm, the factorizable kT algorithm, was introduced that leads to jet cross
sections with particularly simple factorization properties related to the initial-state collinear
divergences. The corresponding n-jet cross sections are of the form

d2�(n)

dxdQ2
=

2��2

Q4x

�
[1 + (1� y)2] F

(n)
2 � y2F

(n)

L

	
(42)

where the F (n)

2 and F (n)

L
are given by

F (n)(x;Q2; ycut) =
X

q=u;d;s;:::;g

Z 1

x

dz

z
C(n)
q

�
z;Q2; �F ; ycut

�
fq(x=z; �F ) : (43)

The fi are the parton densities andC (n)
q are the perturbative coefficients. The appealing property

of this and related algorithms is that the perturbative coefficients C (n)
q do not explicitly depend

on x or �. They have the same structure as the corresponding inclusive coefficients but depend
in addition on the jet distance parameter ycut. Unfortunately, in experimental measurements jet
polar angle acceptance cuts are usually applied which may spoil these properties.

Factorizable kT algorithm for DIS
The factorizable kT algorithm [56] is applied in the Breit frame. It introduces two distance
measures: one is the relative k2

T i j
= 2min[E2

i
; E2

j
] (1� cos �ij) between particles i; j as above;

the second is the k2
T i

= 2E2
i
(1� cos �i) of each particle with respect to the proton remnant. In

each clustering step the minimum kT i;j and the minimum kT i are determined. If the minimum
kT i is smaller than kT i;j , the particle i is assigned to the remnant jet and is not considered
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further. Otherwise the particles i; j are combined to a ‘proto’ jet. The clustering ends if the
minimum kT i;j of all particles divided by Q2 or a fixed scale exceeds a given value ycut.

Factorizable JADE algorithm for DIS
This algorithm uses the distance measures dip = 2EixEp(1 � cos �i) and dij = 2EiEj(1 �
cos �ij) [57]. Otherwise it is identical to the factorizable kT algorithm for DIS.

Longitudinally invariant kT algorithm
This algorithm uses the distance parameters dij = min[E2

i
; E2

j
]R2

ij
and di = E2

i T
R2 [58, 59].

Rij is given by the difference in pseudorapidity and azimuthal angle � between the particles i,j
according to Rij =

p
(�i � �j)2 + (�i � �j)2. R is an adjustable parameter of the algorithm

which is usually set to 1. In each iteration the minimum di;j and the minimum di are determined.
If the minimum di is smaller than di;j , the particle i is considered as a jet. (It can not be
combined with other particles nor is it assigned to the proton remnant.) Otherwise the particles
i; j are combined to a ‘proto’ jet. The clustering ends when no particles and ‘proto’ jets are left.
The last particles/‘proto’ jets considered as jets are those with the highest energies.

After jet finding all jets are separated by distances larger than R. Typically events with
a given number of jets of minimum energy are selected (e.g. events with at least two jets of
EBreit

T
> 10 GeV). These jets may not contain all particles in the event. In this sense the

algorithm is inclusive.

algorithm frame remnant treatment resolution criteria
Cone hadronic cms minimum ET jet Rij =

p
(�i � �j)2 + (�i � �j)2,

Breit ET jet

JADE laboratory missing-momentum m2
ij
= 2EiEj(1� cos �ij)

particle
Durham laboratory missing-momentum k 2

T ij
= 2min(Ei; Ej)

2(1� cos �ij)

particle

factorizable kT Breit introduction of k2
T i

k2
T ij

= 2min[E2
i
; E2

j
](1� cos �ij)

for DIS k2
T i

= 2E2
i
(1� cos �i)

factorizable JADE Breit introduction of di dij = 2EiEj(1 � cos �ij)

di = 2EixEp(1 � cos �i)

longitudinally boost Breit introduction of d i dij = min[E2
T i
; E2

T j
]R2

ij

invariant kT dip = E2
i T
R2

Table 1: Properties of jet algorithms used in DIS at HERA.

1.11.3 Event shape variables

The value of an event shape variable characterizes the topology of the event, which may be
pencil-like, planar or spherical. Various variables exist. These variables are calculated using the
particles in the current hemisphere of the Breit frame only.
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Thrust Tz and Tc

Tz =

X
h jph � n jX
h jph j

=

X
h jpzh jX
h jph j

; Tc = max

X
h jph � nT jX

h jph j
(44)

For Tz the longitudinal momentum components are projected onto the incoming boson axis n.
For Tc the vector nT which maximizes the value of Tc is taken as thrust the axis.

Jet broadeningBc

Bc =

X
h jph � n j

2
X

h jph j
=

X
h jp?h j

2
X

h jph j
: (45)

C parameter

C = 3 (�1�2 + �2�3 + �3�1 ) (46)

where the �i are the eigenvalues of the linearized momentum tensor ��� which is given by

��� =

X
h ph

� ph
�=jphjX

h jph j
: (47)

Scaled jet mass �

� =
(
X

h ph)
2

4 (
X

h Eh)
2
=

M2

2E2
tot

: (48)
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1.12 The HERA collider

The collider HERA located at DESY is the first facility with colliding electron and proton
beams. The electron and proton storage rings are housed in a tunnel of 6.3 km circumference.
The bending magnets of the proton ring are superconducting. The energies of the electron
and proton beams are currently 27.5 GeV and 920 GeV respectively. The bunch separation
corresponds to 96 ns. HERA has been colliding both electrons and positrons. The integrated
luminosity, beam energies and colliding particle types in different years are listed in Table 2.

In 1999 HERA was operated with 175 colliding electron and proton bunches. The average
beam currents were Ie = 19 mA and Ip = 80 mA. The average luminosity was 4 �1030 cm�2s�1

corresponding to the design value.

Two interaction regions of the ep beams house the H1 and ZEUS detectors. Two fixed target
detectors HERMES and HERA-B make use of the electron or proton beam only. HERMES
is measuring spin structure functions. They use a target of polarized hydrogen, deuterium or
helium gas placed in the electron beam vacuum chamber. Spin rotators before and after the gas
target flip the spin of the electrons, which are polarized transversely due to the Sokolov-Ternov
effect [60] and provide longitudinal polarization. The HERA-B experiment is investigating CP
violation in the B meson system by placing a wire target within the halo of the proton beam.

In September 2000 the installations for the HERA luminosity upgrade will start. It implies
major modifications of the interaction regions of the H1 and ZEUS detectors in order to create
the space for stronger focussing magnets. After the upgrade the luminosity should increase by
a factor of five such that data samples of � 150 pb�1/year will be collected. Spin rotators will
be installed at H1 and ZEUS providing longitudinally polarized electrons.

Year ‘92 ‘93 ‘94 ‘95 ‘96 ‘97 ‘98 ‘99 2000R
L [pb�1] 0.05 0.9 0.9/5 10 15 33 8 17/26 > 25

Lepton e
�

e
�

e
�/ e+ e

+
e
+

e
+

e
�

e
�/ e+ e

+

Ep [GeV] 820 820 820 820 820 820 920 920 920
Ee [GeV] 26.7 26.7 27.5 27.5 27.5 27.5 27.5 27.5 27.5

Table 2: Summary of the annual luminosity delivered by HERA for different beam particles and
beam energies 4.

1.13 The H1 and ZEUS detectors

The instrumentation of the H1 and ZEUS detectors is optimized for reliable identification and
precise measurement of the scattered electron and full coverage of the hadronic final state.
Like any other high energy collider detector the H1 and ZEUS detectors consist of inner track-
ing chambers surrounded by electromagnetic and hadronic calorimeters. Both experiments use
superconducting solenoids to create the magnetic field for track transverse momentum mea-
surements. The field strength is 1.15 T for H1 and 1.4 T for ZEUS. The iron return yokes are

4The luminosity as seen by the H1 experiment is given. Data taking has not yet finished in 2000. HERA had
provided �25 pb�1 by May 2000.
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instrumented to identify muons and to detect hadronic shower leakage out of the main calorime-
ters. Characteristic of H1 and ZEUS are:

� the asymmetry of the detectors with enhanced instrumentation in the direction of the
proton beam;

� the strong emphasis on hadronic calorimetry;

� the high level of readout pipelining combined with fast and highly selective triggering.

These features are required by the large energy difference of the electron and proton beams,
the high centre-of-mass energy, the short bunch spacing of 96 ns and the relatively large rate of
background events induced by beam-gas and beam-wall interactions of the proton beam.

A major difference between H1 and ZEUS is their choice of main calorimeters. H1 chose
a liquid argon calorimeter (LAr) in the central and forward region of the experiment. The LAr
offers high granularity and good electron energy resolution together with stable calibration.
The backward detector region is instrumented with a high resolution lead/scintillating-fibre
calorimeter (SPACAL). ZEUS chose a compensating uranium-scintillator calorimeter with ex-
cellent hadronic energy resolution and combined energy and time measurement in the forward,
central and backward region. The geometrical acceptance and the resolution of the main track-
ing detectors and calorimeters of H1 and ZEUS are given in Table 3. More detailed information
may be found in [61, 62].

H1 ZEUS
Tracking central backward central
acceptance 25 � 155Æ 151 � 177:5Æ 15 � 164Æ

�=pT < 0:01pT 0.0058 pT � 0:0065 � 0:0014=pT
Calorimetry LAr Spacal UCAL
acceptance 4 � 154Æ 151 � 177:8Æ 2:6� 176Æ

�=E (electrons) 12%=
p
E � 1% 7:5%=

p
E � 1% 18%=

p
E � 1%

�=E (hadrons) 50%=
p
E � 2% � 40% at 4 GeV 35%=

p
E � 1%

Table 3: Properties of the main drift chambers and calorimeters of H1 and ZEUS.

Both experiments have several trigger levels. The selection at the first trigger stage is made
after � 2:4 �s (H1) and 4.4 �s (ZEUS). During this time the detector readout information is
stored in analogue or digital pipelines such that no dead time is introduced.

Since 1992 various detector upgrades have taken place which have improved electron identi-
fication and measurement and extended the detector acceptance closer to the beam line. Central
(CST) and backward (BST) silicon tracking detectors, and high resolution backward calorime-
ters (SPACAL and VLQ) for H1 were installed. ZEUS installed new detectors at the very
backward (BPC and BPT) and forward region of their experiment. For the measurement of
diffractive events, proton and neutron detectors were installed in the very forward region of the
H1 and ZEUS detectors.
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The luminosity is determined by measuring the small angle bremsstrahlung process ep !
ep in dedicated electron and photon detectors located� 30 and� 100 m upstream (wrt. proton
direction) respectively.
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2 Data description and test of QCD matrix elements

In this section measurements of observables sensitive to QCD radiation are presented in char-
acteristic phase space regions. The quality of the data description by QCD models and pertur-
bative QCD in leading and next-to-leading order is investigated. The most basic predictions of
the QCD matrix elements are tested. Jets provide a particularly suggestive relation to the under-
lying partonic structure of a given event and frequently jet related observables are used below.
Examples of two selected DIS events with pronounced jet structures are shown in Figure 13.

Figure 13: Neutral current DIS events with the scattered electron and two jets (top) or three jets
(bottom).

28



2.1 QCD models for DIS

The analysis of elementary particle collisions is impossible without a detailed simulation of
the expected event properties. This requires QCD models in form of Monte Carlo generators
which generate artificial events with full information on all produced particles. Combined with
detailed detector simulation programs Monte Carlo (MC) generators are important in order to

� determine the effect of detector acceptance and resolution;

� estimate the hadronization corrections needed for comparison with perturbative predic-
tions;

� provide theoretical predictions in regions where fixed-order calculations are not applica-
ble.

The main QCD MC models that have been used in DIS at HERA are ARIADNE [63], HER-
WIG [64], LEPTO [65] and RAPGAP [66].

ARIADNE is based on the colour dipole model. The first gluon emission is corrected to re-
produce the LO matrix element. Boson-gluon-fusion does not naturally occur in the CDM. It
is implemented using the LO matrix elements and then setting up the colour dipoles accord-
ingly [67]. Hadronization is performed with the Lund string model. Diffractive events can be
modeled by scattering on a Pomeron with given parton densities.

Here the version 4.10 of ARIADNE is mostly used where the phase space restriction related
to the size of the proton was relaxed [68]. This leads to an improved data description at high
Q2.

LEPTO models the QCD cascade with leading logarithm parton showers based on the DGLAP
evolution equations. Hard processes are described by the LO matrix elements the divergences
of which are avoided by restrictions on zq and ŝ, the invariant mass of the diparton system.
Hadronization is performed with the Lund string model. Diffractive events are produced by a
non-perturbative rearrangement of the colour flow between the proton remnant and final state
partons – the soft colour interactions (SCI) [69]. A refinement of the SCI is provided by the gen-
eralised area law (GAL) model [70]. In the GAL model soft colour interactions are suppressed
depending on the difference in area spanned between two possible string configurations.

HERWIG models initial-state and final-state QCD radiation with DGLAP parting showers in-
cluding colour coherence effects and azimuthal correlations due to gluon polarization. Hadroni-
zation is performed with the cluster fragmentation model.

RAPGAP contains implementations of various models for diffractive and non-diffractive pro-
cesses. For standard DIS processes it is similar to LEPTO. RAPGAP is able to simulate DIS
processes with a resolved (virtual) photon. As the cut-off parameter of the LO order matrix
element the transverse parton momentum pT is used. Hadronization is performed with the Lund
string model.
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Two further models which have not yet been widely used are the LDC model and CAS-
CADE

LDCMC is based on the Linked Dipole Chain (LDC) model which corresponds to a refor-
mulation of the CCFM equation in terms of the colour dipole model. Initial state partons are
assumed to form a chain of linked colour dipoles which emit (final state) partons independently.
Hadronization is performed with the Lund string model.

CASCADE [71] implements the CCFM equation in backward evolution and uses the uninte-
grated gluon density. Hadronization is performed with the Lund string model.

2.1.1 Radiative QED corrections

Photon radiation from the incoming or scattered lepton can lead to substantial effects in inclu-
sive DIS, depending on the way the kinematic variables are reconstructed from the lepton or
hadronic final state four-momenta [72]. Also the hadronic final state properties are significantly
influenced by QED radiation. Emission of photons collinear to the incoming lepton, for exam-
ple, may reduce the effective energy in the hard scattering process and shift the hadronic final
state into the proton direction.

There are several programs to calculate radiative corrections in DIS [73]. The program
HERACLES [74] which contains the O(�) corrections has been interfaced with LEPTO (and
ARIADNE) in the Monte Carlo program DJANGO [75]. HERACLES is also used by RAPGAP.

All measurements presented in this review are corrected for the effects of QED radiation
using DJANGO.

2.2 Perturbative QCD calculations in next-to-leading order

Confrontation of measurements with perturbative QCD calculations in NLO belongs to the
most powerful tests of QCD at short distances. NLO calculations are theoretically well defined
making meaningful extractions of physical quantities like the strong coupling or the parton
densities possible. Renormalization (and factorization) scale dependences are (much) reduced
in NLO compared with the leading-order predictions. The following principle restrictions of
NLO calculations must be kept in mind:

� Contributions to the perturbative series higher than NLO are neglected. No complete
calculations higher than NLO are yet available for exclusive observables in DIS or e+e�

annihilation.

� Non-perturbative corrections should be small or must be taken into account.

� Only distributions of observables that are infrared and collinear safe can be predicted.

� NLO predictions are expected to be reliable at large energy scales or scattering angles.
Collinear or soft radiation leads to enhanced terms and may require resummed calcula-
tions or next-to-next-to-leading order (NNLO) calculations in order to describe the data.
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Given the NLO matrix elements the main difficulty of NLO calculations is the treatment
of divergences. Several types of divergences are encountered in perturbative calculations:
soft, collinear and ultraviolet singularities due to the virtual (loop) corrections and soft and
collinear singularities due to the real corrections. The ultraviolet divergences and the initial-
state collinear divergences are absorbed into the running coupling and into the parton density
functions, respectively, as was discussed before. For infrared finite observables the remaining
real and virtual singularities cancel according to the Kinoshita-Lee-Nauenberg mechanism.

For most observables analytical calculations are involved, and consequently the perturbative
calculations for DIS are provided in the form of NLO Monte Carlo programs. These provide
weighted events with the parton four-momenta and the four-momentum of the scattered lep-
ton. The latest generation of NLO programs makes possible the calculation of (nearly) any
infrared safe variable and arbitrary choice of selection criteria, parton densities, values of �s or
renormalization and factorization scales. Two general methods to organize the cancellation of
singularities independently of the choice of observable are used: the phase-space slicing method
[76] and the subtraction method [77]. In both methods the singular parts are first isolated and
then treated analytically. The remaining finite parts are treated numerically.

� Phase-space slicing method: This method introduces a small technical cut-off, the phase-
space slicing parameter, defining e.g. a cone around each parton. Infrared and collinear
divergences associated with parton emission within the cone are integrated over analyt-
ically using soft and collinear approximations. Adding the resulting singular expression
to the contribution from the virtual corrections gives a finite result. Outside the cone the
integral over parton emissions is evaluated numerically.

The phase-space slicing parameter must be chosen small enough for the soft and collinear
approximations to be valid. This can be tested be comparing calculations with different
parameter values.

� Subtraction method: In this method a local counter-term is defined which matches the
singularity structure of the real corrections exactly and which is simple enough to be in-
tegrated analytically over the single-parton subspace regions leading to soft and collinear
divergences. The counter-term is subtracted from the real corrections and added to the
virtual corrections to be integrated over. The remaining integrals are finite and can be
evaluated numerically.

The difficulty of the subtraction method is the construction of the counter-term.

Currently four programs MEPJET [78], DISENT [79], DISASTER++ [80], JETVIP [81]
are available. 5

MEPJET was the first program for calculating general infrared safe quantities in deep-inelastic
scattering. It employs the phase-space slicing method with an invariant cut-off parameter smin.

5Two older programs DISJET [82] and PROJET [83] were restricted to the modified JADE cluster algorithm
and partly made inadequate approximations.
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MEPJET is at present the only program to include Z0 and W� exchange, polarized cross sec-
tions and quark mass effects in the leading order matrix element.

DISENT uses the subtraction method. The subtraction terms are obtained via dipole factor-
ization [79]. Out of the four programs under consideration DISENT is the fastest, a property
that is of major practical relevance. The factorization scale can essentially be chosen as a fixed
multiple of the photon virtualityQ only.

DISASTER++ cancels singularities by means of the subtraction method together with a gener-
alized partial fraction formula. DISASTER++ is the only program that allows for both arbitrary
choices of the factorization scale and the number of flavours Nf on an event-by-event basis.

JETVIP includes photoproduction (Q2 � 0) and processes with a resolved virtual photon in
addition to the usual deep-inelastic scattering with a pointlike virtual photon. The phase-space
slicing method with a cut-off parameter ycut is used. The azimuthal dependence of the matrix
elements is only contained to LO. This can influence jet cross sections when jet cuts in the
laboratory frame are made.

A summary of the main features of these QCD programs for (1+1) and (2+1) jet cross
sections is given in Table 4.

(1+1) and (2+1) jets MEPJET DISENT DISASTER++ JETVIP
renormalization scale all all all all

factorization scale all Q2, const. all all
W�/Z0 exchange � – – –

inclusion of resolved ?p – – – �
inclusion of p – – – �
�-dependence � � � only LO

quark mass effects only LO – – –
polarized ep � – – –

(3+1) jets LO LO LO LO
(4+1) jets LO – – –

Table 4: Properties of QCD programs. A ‘�’ indicates that a given feature is implemented in
the program. A ‘�’ indicates that it is not.

The above programs must make identical predictions within their statistical accuracy if the
parton density functions, �s, renormalization and factorization scales are chosen consistently.
Systematic comparison of the programs were performed in [84, 86]. While excellent agree-
ment is observed in LO, several inconsistencies were found in NLO. The most important in-
consistencies are a systematic difference of 5-10% between MEPJET and DISENT or DISAS-
TER++ and a surprisingly large dependence of JETVIP on the value of the phase-space slicing
parameter [85]. The origin of these effects is not yet understood and it is recommended to use
DISENT or DISASTER++ for NLO calculations when possible [86]. In [87] an inconsistency
between DISENT and analytical calculations of thrust was reported for very large values of
thrust which is, however, irrelevant for any of the jet cross sections presented here.
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2.3 Jet shape and subjet multiplicities

Investigation of the internal structure of a jet through measurement of jet shape and subjet
multiplicities tests the transition between perturbative QCD and non-perturbative effects. In LO
perturbative QCD a jet is formed by a single parton. Only in NLO can jets be composed of two
partons and thus acquire internal structure. Multiple gluon emissions and finally hadronization
yield the jets as seen by experiment. Differences between quark and gluon jets are expected
due to the different colour charge of quarks and gluons. Thus gluon jets should be broader than
quark jets. The proper description of internal jet structure by QCD models is important for
measurements of multi-jet cross sections.

A measure of jet shape is given by the variable 	(r) defined as the fraction of jet transverse
energy carried by the particles in the subcone of radius r � R centered around the jet axis.
By definition 	(0) = 0 and 	(R) = 1. ZEUS have measured 	(r) in neutral and charged
current DIS at Q2 > 100 GeV2 [88] (see Figure 14). The jets are found with an iterative
cone algorithm with cone radius R = 1 [89] applied in the laboratory frame. Events with jet
transverse energies Elab

T jet
> 14 GeV in the angular range of �1 < � lab < 2 are selected. The

event sample is dominated by events with a single jet.

The distribution 	(r) measured in NC and CC processes at HERA is similar to that mea-
sured in e+e� annihilation by the OPAL experiment for roughly comparable jet energies. In
contrast, the 	(r) measured in p�p collisions at the TEVATRON are found to rise significantly
slower with increasing cone radius r, corresponding to broader jets. These differences are qual-
itatively expected since the jets selected in DIS and e+e� annihilation are predominantly quark
jets whereas those of p�p collisions are dominated by gluon jets.

Figure 14: Jet shape distributions

33



H1 have measured jet energy fractions and subjet multiplicities at 10 < Q2 < 120 GeV2

reconstructing multi-jet events in the Breit frame [90]. The data sample of � 2 pb�1 was col-
lected in ‘94. The subjet multiplicity is determined in the following way. First the longitudinally
invariant kT algorithm is applied to define jets with EBreit

T jet
> 5 GeV yielding predominantly

dijet events. Then clustering is repeated for all particles assigned to a given jet. The subjet
multiplicity corresponds to the number of jets i; j with

min
i;j

(E2
T i
; E2

T j
) Rij

E2
T jet

R2
> ycut : (49)

R is chosen to be 1. The subjet multiplicity as a function of ycut is shown in Figure 15. For large
ycut no subjets other than the original jet are found, and the number of subjets is one. For very
small ycut every particle in the jet becomes a subjet. The subjet multiplicity is well described
by LEPTO. The subjet multiplicity of quark and gluon jets as predicted by LEPTO are also
shown separately. Gluon jets contain significantly more subjets than quark jets. The data are
found to be well compatible with the quark jet prediction. This corresponds to the dominance
of gluon-induced dijet events with a quark and antiquark jet in the final state. The dependence
of jet shape and subjet multiplicities as a function of jet transverse energy and pseudorapidity is
determined. As expected jets become more collimated with increasing transverse energy. The
measured dependences are roughly reproduced by the QCD models ARIADNE, HERWIG and
LEPTO.

Methods to identify quarks and gluon jets on an event-by-event basis have not yet been
applied at HERA.
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Figure 15: Mean subjet multiplicity in dijet events

34



2.4 Dijet cross sections

While single jet events can be produced by scattering off a nucleon’s quark in the QPM, dijet
production in DIS requires a strong interaction. Dijet cross sections are thus sensitive to the
QCD matrix elements and various measurements of dijet cross sections have been performed
in DIS at HERA. A recent ZEUS measurement of the dijet cross section as a function of Q2

is shown in Figure 16. The jets are found with the longitudinally invariant kT algorithm re-
quiring EBreit

T jet
> 5 GeV and EBreit

T jet
> 8 GeV for the jet with minimum and maximum EBreit

T jet
,

respectively [91]. In addition it is required that E lab

T jet
> 5 GeV. The jets are restricted to the

angular range of �2 < � lab < 2. The asymmetric selection in EBreit

T jet
avoids the region where

the virtual correction to two parton final states cannot be compensated by the real corrections
due to limited phase space for the third (soft) particle [92].

The data are well described by NLO calculations over the huge kinematic range of 10 <
Q2 < 10; 000 GeV2 if the renormalization scale �2

R
= Q2 is chosen. In the following subsec-

tions dedicated dijet measurements in the region of low, medium and highQ2 are presented and
are discussed in more detail.
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Figure 16: Dijet cross section d�=dQ2 in the range 10 < Q2 < 10; 000 GeV2 compared with
QCD predictions in NLO.
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2.4.1 Jet rates at small x andQ2

H1 have measured the dijet rate R2(x) = N2(x)=NDIS(x) in the kinematic range of 5 < Q2 <

100 GeV2 [93]. The measurement is based on data collected in ‘96-‘97 corresponding to an
integrated luminosity of 22 pb�1.

The jets are found with the longitudinally invariant kT algorithm applied in the hadronic
centre-of-mass (hcms) frame requiring E hcms

T jet
> 5 GeV and Ehcms

T jet
> 7 GeV for the jet with

minimum and maximum Ehcms

T jet
, respectively. The jets’ pseudorapidities must satisfy �1 <

�lab < 2:5. The dominant experimental error of � 10% is due to the hadronic energy scale
uncertainty of the H1 liquid argon calorimeter. This effect is typical for many jet measurements
where events are selected due to requirements of a minimum transverse jet energy which cuts
in a steeply falling distribution. The QCD models’ dependence on the corrections for detector
effects introduces an uncertainty of similar size.
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Figure 17: Dijet event rate R2(x) in the range 5 < Q2 < 100 GeV2 compared with QCD
predictions in NLO.
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In Figure 17R2(x) is compared with perturbative QCD predictions in NLO for two choices
of renormalization scale �2

R
= Q2 and �2

R
= E2

T jet
+ Q2. The width of the shaded bands

reflects the renormalization scale uncertainty of the NLO prediction which is estimated varying
�2
R
= Q2 to 1/4 Q2 and 4 Q2 and correspondingly for the scale �2

R
= E2

T jet
+ Q2: The choice

of �2
R

= Q2 gives a fair description of the data in the full range of the measurement. The
predictive power of the NLO calculation is limited by the large renormalization uncertainty,
however. Choosing E2

T jet
+Q2 as the renormalization scale leads to significant deviations from

the measurement which are most pronounced at low Q2. For this choice of scale the relative
uncertainty of the NLO variation, defined as above, is reduced. Note that choosing E2

T jet
as

renormalization scale would further lower the NLO prediction. The interpretation of these
findings is open. They may indicate that contributions higher than NLO are large.

The region of low Q2 and x is of particular interest due to the possible break down of
DGLAP parton evolution at low x. Related measurements are presented in much detail in
section 5. Here we note that a full NLO calculation based on DGLAP evolution can describe
the dijet rate R2(x) provided the renormalization scale is chosen to be Q2.

2.4.2 Dijet production at largeQ2 andEBreit
T jet

H1 have measured differential dijet event rates in the kinematic region of Q2 > 150 GeV2. The
measurement is based on data collected in ‘95-‘97 corresponding to an integrated luminosity of
35 pb�1. The jets are found with the factorizable kT algorithm for DIS [94], and dijet events
with y2 = k2

T
=100 GeV2 > 0:8 are selected. The jets have to be detected in the polar angular

range of 10Æ < �lab
jet

< 140Æ. The average transverse jet energy in the Breit frame EBreit

T jet
is

� 10 GeV.

The dijet event distributions y2, �fwd and �bwd corresponding to the polar angle of the for-
ward and backward jet, zp and xp are studied. The variable xp is defined as in equation (36)
but replacing the parton four-momenta by those of the reconstructed jets. The definition of z p
is given by

zp = min
i=1;2

Ejet i (1 � cos �jet i)=
X
i=1;2

Ejet i (1 � cos �jet i) : (50)

For massless jets this definition corresponds to the minimum of the two zi defined in equation
(37).

The distributions of all observables are well described by perturbative QCD in NLO com-
bined with hadronization corrections (see Figure 18). The QCD models LEPTO 6.5 (without
SCI) and ARIADNE 4.08 describe the data less well than perturbative QCD in NLO.

The region of large Q2 and large jet transverse energies EBreit

T jet
belongs to the phase space

regions that are best understood in DIS at HERA. The good agreement with perturbative QCD
in NLO is the basis for the determinations of the strong coupling �s and of the parton density
functions presented in sections 3 and 4.
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Figure 18: Dijet event distributions in NC processes at Q2 > 150 GeV2 compared with the
predictions of QCD models and perturbative QCD in NLO.

2.4.3 Dijet production in CC and NC interactions at highestQ2

In the kinematic region of the highest accessible Q2 at HERA the exchange of either gauge
boson =Z0 andW� is observed, and the standard model of electroweak and strong interactions
is probed at distances as small as 10�18m. Possible deviations from the standard model may
most likely be seen in this region. Detailed measurements of the inclusive DIS cross section at
high Q2 in both NC and CC interactions have been performed (see Figures 5 and 11) and no
significant deviations from the standard model have been found.

It is important to complement these results by dedicated investigations of the hadronic final
state. H1 have measured dijet distributions in the kinematic region of 640 < Q2 < 25; 000

GeV2 in both CC and NC interactions [95].6 The data sample was collected in ‘94-‘97. The
6Single jet distributions in CC events have been studied in detail in [96].
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Figure 19: Dijet event distributions in CC processes at Q2 > 640 GeV2 compared with pertur-
bative QCD predictions in NLO.

jets are found with the modified Durham algorithm which is applied in the laboratory frame.
This avoids boosting and thus increased experimental error in CC events where the outgoing
neutrino is not directly observed in the detector and the kinematic variables are determined
from the hadronic final state. Dijet events are selected by requiring the minimum jet distance
y2 = k2

T
=W 2 to exceed 0.002 which yields a fraction of dijet events of � 25%. This choice of

dijet selection is motivated by the small DIS cross sections at highQ2. Only events in the polar
angular range of 10Æ to 140Æ are accepted. In total, 130 CC and 1400 NC dijet events remain.
The number of NC events is larger than that of CC events since the contributions from pure
photon exchange still dominante Z 0 exchange. In Figure 19 the measured dijet distributions
of the CC event sample are compared with perturbative QCD in NLO as calculated with the
program MEPJET. Hadronization corrections determined with QCD models are added to the
NLO predictions. The measurement is dominated by statistical uncertainties. The systematic
experimental uncertainties are � 7% on average.

The CC dijet distributions are well compatible with the NLO predictions and provide clear
evidence for dijet production in CC interactions. The NLO predictions are also shown for quark
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and gluon induced processes separately. The gluon-induced cross section is small at high Q2

(and large x). Added to the quark-induced processes it improves the data description.

A good data description by perturbative QCD in NLO is also found for the NC events
selected in the same kinematic range as the CC events [95] (not shown).
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Figure 20: Dijet event distributions as a function of zp and xp at highest Q2.

An extension of the NC measurement to higher values of Q2 than is possible for the CC
events is shown in Figure 20 where the kinematic region of 150 < Q2 < 30; 000 GeV2 is
divided into five Q2 bins including the bin Q2 > 10; 000 GeV2. The minimum jet distance
is reduced to y2 > 0:001 compared with the analysis above. Thus less hard jet structures are
selected and the region where perturbative QCD in NLO is expected to become less reliable is
approached. Nevertheless perturbative QCD in NLO (DISENT) combined with hadronization
corrections gives a fair description of the data over the full Q2 range. Recall that DISENT does
not contain Z0 exchange. The effect of Z0 exchange on the (normalized) jet cross sections is
estimated using ARIADNE and is found to be small.
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The precision of the measurement in the three bins belowQ2 < 5; 000 GeV2 is high. Thus it
can be noticed that the data tend to fall below the NLO prediction in the region of small zp and
large xp. This is expected since here the contribution from single jets which are not considered
in the NLO calculation may still be visible. The data description by the QCD models LEPTO
and ARIADNE is significantly worse than that obtained by QCD in NLO. These and related
distributions have been used to optimize the parameters of LEPTO [97].

The fraction of gluon-induced events varies from � 80% to less than 5% in the Q2 range
covered and thus different matrix elements are tested. The successful description of the data is
a significant test of QCD. In addition it is important to note that no peculiarities are observed in
the bin Q2 > 10; 000 GeV2. A precision test of QCD (and the standard model) at Q2 > 10; 000

GeV2 will only be achieved after the luminosity upgrade of HERA.

2.5 Azimuthal asymmetries

The azimuthal dependence of the diparton cross section in equations (38) and (39) has been
proposed as early as 1978 as an interesting test of perturbative QCD in DIS [98]. The partonic
cross section is not uniform in the angle � but shows the following asymmetry [99, 100, 101,
102, 103] in LO:

d�

d�
= A+B cos�+ C cos 2� : (51)

This is a consequence of helicity conservation at the lepton-photon and the photon-quark ver-
tices and of interference of the different photon polarization states. Unfortunately the intrinsic
transverse momentum kT of a quark confined in the proton introduces azimuthal asymmetries of
the same form [99]. Fixed target experiments measured a non-vanishing cos� term [104, 105]
using charged particles with large momentum energy fractions to reconstruct �. The observation
is compatible with non-perturbative effects and was used to constrain kT .

ZEUS have measured the azimuthal distribution using energetic charged particles in the
kinematic range of 0:2 < y < 0:8 and 0:01 < x < 0:1 corresponding to 180 < Q2 < 7220

GeV2. Tracks with transverse momenta in the laboratory frame of plab
T
> 150 MeV are accepted.

The energy fraction of the particles, expressed in the variable zh = P � ph=P �Q, is required to
be in the range of 0:2 < zh < 1. The selection of leading particles improves the hadron-parton
correlation. Here � is defined as the angle of a hadron in the plane perpendicular to the virtual
boson direction. The intersection with the lepton scattering plane defines � = 0.

In Figure 21 the distribution of � is shown for four values of minimum transverse particle
momentum pc in the hadronic centre-of-mass frame. At low pc, a modulation proportional to
cos � is observed while at large pc a significant cos 2� term is observed.

The mean values of cos� and cos 2� as a function of minimum pc are compared with QCD
model predictions in Figure 22. The cos� distribution is in agreement with the predictions at
large pc. In particular at low pc it is estimated to be sensitive to non-perturbative effects and to
the QCD model parameters. In contrast, non-perturbative contributions to cos 2� are found to be
negligible. The cos 2� distribution is described by the QCD models when the azimuthal depen-
dence is properly included into the LO matrix elements. Removing the azimuthal dependence

41



Figure 21: Azimuthal distribution of the leading charged particles for different requirements on
the minimum transverse particle momentum pc in the hadronic centre-of-mass frame.

of the matrix element in LEPTO leads to significant differences with the data. Calculations
based on the LO matrix elements folded with fragmentation functions [103] lead to similar
conclusions. It should be noted that the mean values for different minimum pc are correlated
since particles with large transverse momentum are contained in any bin. The measurement is
dominated by statistical errors.

In conclusion, the azimuthal dependence of the LO matrix elements is confirmed, and sig-
nificant azimuthal asymmetries as predicted by perturbative QCD are for the first time observed
in DIS. No measurement of azimuthal dependence with jets or test of the NLO matrix elements
has yet been performed. Modifications of equation (51) by terms proportional to sin� and
sin 2� are expected for polarized leptons as will be available after the luminosity upgrade.

2.6 Three-jet events

Three-jet topologies have been studied in DIS at HERA in [106]. The jets are reconstructed
with the inclusive kT algorithm in the Breit frame. Each jet has to exceed a minimum transverse
energy of EBreit

T jet
> 5 GeV and to satisfy �1 < �lab < 2:5 to be within the acceptance of the H1

liquid argon calorimeter. For a given invariant mass of the three-jet systemM3 (and for massless
jets), the topology of the jets can be fully characterised by five dimensionless variables. These
can be chosen to be the energy fractionsXi of two of the jets, the angles �3 and	3 describing the
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Figure 22: The mean values of cos� and cos 2� as a function of minimum transverse particle
momentum.

orientation of the three-jet system with respect to the beam direction and an overall azimuthal
angle [107] (see Figure 23):

� Xi = 2Ei=M3; i = 3; 4; 5 where the index i denotes the three outgoing jets (partons)
which are ordered in energy E3 > E4 > E5. (The incoming parton and virtual boson
are labeled i = 1 and 2.) Only two of these variables are independent due to the relation
X3 +X4 +X5 = 2.

� �3 is the polar angle of the most energetic jet with respect to the proton beam direction.

� The angle 	3 describes the orientation of the jet plane with respect to the plane containing

the proton beam and the most energetic jet. 	3 is given by cos 	3 =
P3 �PB �P4 �P5

jP3 �PBjjP4 �P5j
where PB is the proton beam three-momentum and Pi ; i = 3; 4; 5 are the jet momenta.
The value of 	3 is strongly influenced by the least energetic jet. If this jet is radiated close
to the plane defined by the beam and the highest energetic jet then 	3 � 0 or 	3 � �.

The data sample consists of two Q2 ranges of 5 < Q2 < 100 GeV2 and 150 < Q2 < 5000

GeV2 collected in ‘97 and ‘95-‘97, respectively. The selection criterion 0:2 < y < 0:6 is always
applied. In addition to the requirements on jet transverse energy EBreit

T jet
and �lab, the three-jet

mass must fulfilM3 > 25 GeV.
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Perturbative QCD in LO (DISENT) gives a fair description of the Q2 dependence of the
three-jet cross section for Q2 larger than � 40 GeV2 (see Figure 24). The deviations at small
Q2 are not surprising considering that the QCD prediction is in LO only.

The distribution of 	3 is shown in Figure 25 for the low Q2 sample. Here the additional
cuts j cos �3j < 0:6 and X3 < 0:9 are applied which reduce the strong influence of the jet
selection criteria on the 	3 distribution. The distribution is shape normalized and hadronization
corrections are estimated to be smaller than 10%. The 	3 distribution is well described by
perturbative QCD in LO.
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Figure 24: Three-jet cross section d�=dQ2 in the range of 5 < Q2 < 5000 GeV2 compared with
perturbative QCD calculations in LO. Hadronization corrections are not applied. They lower
the QCD prediction by 20-40%.
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The largest phase space is available for configurations with 	3 � �=2 where the least
energetic jet is perpendicular to the plane containing the proton beam. Configurations where the
least energetic jet is radiated close to the incoming parton are suppressed due to the requirement
EBreit

T jet
> 5 GeV. The large difference of the perturbative QCD prediction and the phase space

expectation shows that the distribution of	3 is strongly influenced by the QCD matrix elements.
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Figure 25: Three-jet distribution of 	3 in the range 5 < Q2 < 100 GeV2 compared with a
perturbative QCD calculation in LO and a phase space prediction. Hadronization corrections
are not applied.
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3 Determination of the strong coupling constant �s

Based on the good description of jet distributions by perturbative QCD, which was discussed
above, the determination of the strong coupling�s becomes possible. The precise determination
of �s is a major scientific goal of HERA. This is motivated by the following reasons:

� �s is the only free parameter of QCD. Its value is much less well known than other
fundamental couplings (see Table 3) which limits the precision of any perturbative QCD
prediction.

� Comparison of �s values determined from different processes e.g. e+e� annihilations,
DIS or p�p tests the consistency of QCD.

� Determination of �s at different (energy) scales tests the renormalization scale depen-
dence of the strong coupling.

� QCD corrections are important for precision tests of the electroweak sector of the standard
model.

Various determinations of �s based on jet or event shape variables have been performed at
HERA [108, 109, 110, 111, 112, 113] and are discussed in the next sections.

interaction coupling value uncertainty (ppm)
electromagnetic � 1/137.0359895 0.045

weak GF 1:16639� 10�5 GeV�2 9
gravitational GN 6:67259� 10�11 m3 kg�1 s�2 128

strong �s(MZ) 0.119 17000

Table 5: Coupling strength and relative uncertainty of the electromagnetic, weak, gravitational
and strong interaction as given in [114].

3.1 Principle of �s determination

Any collinear and infrared safe observableO which is sensitive to the value of �s can in princi-
ple be used to determine �s. The perturbative expansion for the differential cross section of O
in DIS can be written in the form

d�pert=dO =
X
n

Cn�
n

s
=

X
q=u;d;s:::;g

Z 1

0

d� fq(�; �F )
X
n

cq;n �
n

s
(�R) (52)

where the fi are the parton densities at proton momentum fraction � and factorization scale �F .
The Cn are the perturbative coefficients of order n. They depend on the parton density functions
fi whereas the coefficients cq;n are independent of fq. For inclusive observables such as the
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structure function F2, the leading contribution of the perturbative expansion is independent of
�s (C0 6= 0). In contrast, exclusive quantities such as the cross section of dijet events are
proportional to �s (C0 = 0) which makes them directly sensitive to the value of �s. Note that
the leading coefficients do not depend on the renormalization scale while higher coefficients do.

Determination of �s simply means finding the value �fit
s

for which d�pert=dO(�s) describes
the measurement best. In practice there are a number of complications due to:

� non-perturbative corrections such as hadronization to d�pert=dO;

� the renormalization scale dependence of d�pert=dO;

� the dependence of d�pert=dO on the parton density functions.

The consequences of these effects and the resulting uncertainties are discussed in more detail
below.

Hadronization
Perturbative QCD calculations are made for partons while experiments measure hadrons. Hadro-
nization is irrelevant for inclusive observables like F2 in DIS or RZ , the ratio of the hadronic
and muonic Z0 decay width. It can, however, produce large effects for exclusive obervables that
must be considered. Hadronization effects may be estimated using
(a) phenomenological fragmentation models
(b) analytical parameterizations (power corrections).

The choice of (a) means that the observables of interest are calculated using QCD Monte
Carlo models both with and without performing hadronization. The ratio of the resulting distri-
butions is taken as hadronization correction.

The application of (b) is discussed in section 4.3.

Renormalization scale
The renormalization scale dependence is an artifact of the truncation of the perturbative series
in finite order. The scale dependences are thus related to the size of unknown higher order
corrections. In principle �R is arbitrary but there is common agreement that �R should be
related to a physical energy scale in the scattering process. Best choices of �R have been
suggested based on different theoretical arguments [115, 116, 117].

At HERA essentially Q2, ET jet or linear combinations of these have been used. Lacking
a rigorous method to estimate the theoretical uncertainties related to any choice of �R, it be-
came convention to vary the scale �R by factors of 1/2 and 2 and take the observed spread
in d�pert=dO as theoretical uncertainty. Significant improvements can only be expected once
resummed calculations or calculations in next-to-next-to-leading order (NNLO) become avail-
able.

Parton density functions
The dependence of d�pert=dO on the parton density functions fi in DIS or in any collision with
hadrons in the initial state leaves several choices:
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(a) The parton density functions derived from global fits to the world data are taken for the
fi. Then the strong coupling �s is the only remaining unknown in equation (52) and can
be fitted.

(b) Both �s and the parton density functions fi are extracted simultaneously.

(c) The value of the strong coupling is set to its world average value and the parton densities
fi are extracted instead. An example is given in section 4.5 where the gluon density at
x > 0:01 is determined [131].

Method (a) was chosen in all determinations of �s performed at HERA. The use of external
parton density functions implies that data from other experiments influence the extracted � s

value. The groups CTEQ, GRV and MRST provide a number of different sets of parton density
functions (PDF). Different data sets, fit procedures and values of the strong coupling �PDF

s

are used in their derivation. Measurements of �s must consider the effect of these choices as
systematic uncertainties. In particular, a possible correlation of the measured �s value with
�PDF
s

must be investigated.

Method (b) is the ideal choice which avoids most of the difficulties inherent to (a). Using
data from a single experiment makes possible consistent treatment of systematic errors. In
addition the correlation of �s and the parton densities can be determined [118]. A larger set of
distributions must be measured compared with (a) where only a single parameter –�s– is to be
determined. No analysis of this kind is published yet.

3.2 �s from jet cross sections

Various determinations of �s based on the measurement of jet cross sections or jet rates have
been performed. These analyses essentially selected the kinematic range of Q2 larger than 150
GeV2 where hadronization effects and renormalization scale dependences are much reduced. In
Table 6 an overview of the measurements is given. The latest (preliminary) results are presented
in the subsections 3.2.1, 3.2.2 and 3.2.3. No HERA collaboration has yet determined �s from
structure function measurements. An early determination of �s based on the ‘double asymptotic
scaling’ properties of the gluon density at low x and high Q2 has been presented in [120] using
H1 F2 measurements.

3.2.1 Single inclusive jet cross sections

H1 have measured the inclusive jet cross section as a function ofQ2 and EBreit

T jet
(see Figure 26)

[121]. The measurement is based on the data collected in ‘95-‘97 corresponding to an integrated
luminosity of � 33 pb�1. The kinematic region of 150 < Q2 < 5000 GeV2 and 0:2 < y < 0:6

is selected. The jets are found with the longitudinally invariant kT algorithm applied in the
Breit frame. Only jets with EBreit

T jet
> 7 GeV and �1 < �lab < 2:5 are considered. Note that the

reconstruction of a single jet with significant EBreit

T jet
is sufficient to select processes sensitive to

the diagrams 6 (a) and (b) in leading order (see section 1.11). The fraction of DIS events with
at least one accepted jet is � 25%.

In a fit to all bins of Figure 26 using external parton densities, the strong coupling is deter-
mined to be
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�s(M
2
Z
) = 0:1181+0:0030

�0:0030 (exp:)
+0:0039
�0:0046 (theor:)

+0:0036
�0:0015 (PDF )

for the choice �R = EBreit

T jet
and

�s(M
2
Z
) = 0:1221+0:0034

�0:0034 (exp:)
+0:0054
�0:0059 (theor:)

+0:0033
�0:0016 (PDF )

for the choice �R = Q.

The dominant experimental error is caused by the hadronic energy scale uncertainty of the
H1 liquid argon calorimeter which is 4% for jets7. The correlated uncertainty is 2%.

The theoretical uncertainty consists of the uncertainty of the hadronization corrections and
the renormalization scale ambiguity which are of similar size. The hadronization corrections are
small for the jet algorithm used and range between 3 and 10%. They are taken as the mean of the
corrections predicted by the models ARIADNE, HERWIG and LEPTO. The renormalization
scale uncertainty is estimated by varying the scale �2

R
to factors of 1/4 and 4 which changes �s

by +0:0025
�0:0034 for �R = hEBreit

T jet
i. The corresponding change for �R = Q of +0:0044

�0:0049 is slightly larger.

The uncertainty related to the parton density has been determined considering all available
parameterizations of the recent years. This is motivated by the relatively small spread of parton
densities provided by the groups CTEQ, GRV and MRST compared with the larger variations
between sets of parton densities of different years and different data sets. So far parton density
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functions with systematic error estimates have not been provided generally [123]. The influence
of the parton densities on �s is shown in Figure 27. It is remarkably small.

Renormalization scale dependence of �s

The large range of Q2 and EBreit

T jet
covered makes possible the investigation of the renormal-

ization scale dependence of �s. This proceeds in the following way: Given a choice of scale
e.g. �R = ET jet and assuming a value of �

MS
or �s(MZ), the prediction of d�pert=dO =P

n
Cn�

n

s
(�; �R) is determined. A measurement of the cross section in a given bin of ET jet is

consequently probing the value of �s in the range of �s(Emin

T jet
) and �s(Emax

T jet
).

Note that both choices of scale Q and EBreit

T jet
give a good description of the data. This

suggests to test the running of �s as a function of either scale! The results are shown in Figure
28. Both �s(Q) and �s(EBreit

T jet
) correspond to the dependence predicted by the renormalization

group equation (RGE). The corresponding values of �s(MZ) calculated using the RGE are
consistent with each other. The error bars in the figures include the scale variation of 1/4 and 4
�2
R

and are largely correlated.

This result represents an important test of QCD. Unfortunately the coverage in Q2 or EBreit

T jet

can not be enlarged easily. At low Q2 the NLO cross sections are large compared with the LO
cross sections (the k factor is large), and the renormalization scale uncertainties increase. In
addition the size of the hadronization corrections increases. Extending to larger Q2 or EBreit

T jet

requires much more data while the gain is relatively small due to the flattening of the curve at
large scales.

7In [28] a calibration uncertainty of 2% has been reached for inclusive DIS events.
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The test of the renormalization scale dependence as a function of EBreit

T jet
, i.e. as a function

of a variable related to the hardness of the parton radiation, is not restricted to DIS. The concept
may as well be used in e�e+ annihilation.
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Figure 28: Renormalization scale dependence of �s for either choice of scale ET jet or Q2.

3.2.2 Differential dijet event rates

In a different analysis H1 have determined the strong coupling with two additional jet algo-
rithms, the factorizable kT algorithm and the modified Durham algorithm, measuring the dif-
ferential dijet rate 1=�DISd�dijet=dy2 [94]. The analysis is essentially based on the same data
sample as the analysis described above. Only the main results and the correlation of �s with the
parton densities are discussed below.

In the kinematic range of 575 < Q2 < 5000 GeV2 H1 the strong coupling is determined to
be

�s(M
2
Z
) = 0:1189+0:0064

�0:0081 (exp:)
+0:0059
�0:0046 (theor:)

+0:0013
�0:0055 (PDF ) (53)

�s(M
2
Z
) = 0:1143+0:0075

�0:0089 (exp:)
+0:0074
�0:0064 (theor:)

+0:0008
�0:0054 (PDF )

for the factorizable kT algorithm and for the modified Durham algorithm respectively.

The definitions of the two jet algorithms (and of the variables y2) differ in many respects
and it is a nice success of perturbative QCD that the values of �s determined are similar. Note
that the errors of the two �s values are partly correlated.

Again it is important to investigate the correlation of the fit result with the value of �PDF

s

assumed in the parton density determinations. Thus the inclusive DIS cross section and the dijet
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cross section in three different ranges of Q2 are calculated with DISENT for a fixed value of
�s(MZ), independent of �PDF

s
. The cross sections must be independent of �PDF

s
if there was

no correlation between �PDF
s

and the parton density functions.
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Figure 29: Inclusive DIS cross sections �DIS (left) and dijet cross sections �dijet (right) cal-
culated in NLO for different sets of PDFs with different �PDF

s
. The dotted horizontal lines

correspond to a deviation of �5% from the CTEQ5M expectation.

The calculated dijet cross sections show no systematic dependence on �PDF
s

(see Figure
29). This corresponds to the results shown in Figure 27. In contrast, the inclusive DIS cross
sections vary significantly with �PDF

s
for the CTEQ4A and MRSA’ series of parton densities

but vary significantly less for the MRST series. The dependence on �PDF
s

is largest in the
lowest Q2 range and decreases at high Q2. The large dependence of the inclusive DIS cross
sections on �PDF

s
is counter-intuitive since the inclusive DIS cross section is independent of �s

in LO. In addition the differences between the different series may surprise. These observations
stress the need for a consistent determination of parton densities and �s in combined fits with
full consideration of correlated errors.

The results given in (53) are determined from measurements of jet cross sections normalized
by the inclusive DIS cross section. The dependence of the inclusive DIS cross section on �PDF

s

52



leads to an increased PDF uncertainty compared with the measurement presented in section
3.2.1.

3.2.3 Dijet event ratesR2+1(Q
2)

ZEUS have measured dijet cross sections and the dijet event rate R2+1(Q
2) with data collected

in 1996-97 in the range of 470 < Q2 < 20; 000 GeV2 [122]. They use the longitudinally invari-
ant kT algorithm. The analysis is similar to previous jet analyses and again a good description
of the data by QCD in NLO is obtained. The strong coupling is determined from a fit to the
measured R2+1(Q

2) shown in Figure 30 with a set of NLO predictions based on the series of
PDFs with different �PDF

s
.
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Figure 30: Dijet rate R2+1(Q
2) compared with NLO predictions for the CTEQ4A PDF series.

For the respective calculations of R2+1, �s is always consistently set to �PDF
s

. The fit value
is obtained from an interpolation of the resulting NLO predictions. Thus the correlation of PDFs
and �s is consistently considered.

ZEUS obtain

�s(M
2
Z
) = 0:120+0:003

�0:003 (stat:)
+0:005
�0:006 (exp:)

+0:003
�0:002 (theor:) : (54)
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Unfortunately not all global fits provide series of PDFs with different� s assumptions. Thus
the number of parton densities included in the theoretical error is smaller than that above. The
renormalization scale was varied from �2

R
= Q2 to �2

R
= 1=2 Q2 and �2

R
= 2 Q2 (instead of the

factors 1/4 and 4) which explains the smaller theoretical error compared with the results above.

3.3 Event shape distributions and test of power corrections

A meaningful comparison of hadronic final state observables with the corresponding perturba-
tive QCD predictions requires the determination of hadronization effects. An approach alterna-
tive to the use of phenomenological fragmentation models is the calculation of analytical power
corrections to the perturbative QCD predictions without modelling all the details of hadroniza-
tion. Such corrections of the order of 1=Qp are related to the higher-order behaviour of pertur-
bation theory [124] or to the presence of a universal effective coupling � eff at low momentum
scales [125]. In the latter approach a non-perturbative parameter �p�1 with

�p�1(�I ) =
p

�p
I

Z
�I

0

dkT k
p�1

T
�eff(kT )

p�1 (55)

is introduced. The parameter �p�1 parameterizes the behaviour of �s below a certain infrared
matching scale �I where the perturbative expression of �s(�R) diverges (see section 1.3). The
infrared matching scale must fulfil �QCD � �I � Q and is taken to be 2 GeV below. In the
model of Dokshitzer and Webber the power corrections arise through the contribution of very
soft gluon radiation which can be calculated for a given event shape variable. Meanwhile the
leading power p and the exact form of the power corrections to the mean values of event shape
distributions have been calculated for a large number of observables in both e+e� annihilation
and deep-inelastic scattering. The mean value of a event shape variable F is given by

hF i = hF ipert + hF ipow : (56)

The purely perturbative contribution hF ipert has the form of equation (52) and can be cal-
culated using the NLO programs mentioned above.8 hF ipow is predicted to be

hF ipow = aF
4CF

p�
M

�
�I

Q

�
p
�
�p�1(�I)� �s(Q)�

�0

2�

�
ln
Q

�I
+
K

�0
+

1

p

�
�2
s
(Q)

�
(57)

whereK = 67=6��2=2�5=9 Nf , withNf = 5. The Milan factorM accounts for two-loop
effects and is given by [126, 127]

M =
2

�

�
1 +

1:575 CA � 0:104 Nf

�0

�
: (58)

The size of the power correction hF ipow depends on the event shape variable, on the value
of �p�1, on the strong coupling constant �s and, of course, on Q. DIS at HERA with its large
coverage of Q is the ideal place to test the concept of power corrections.

8In practice, the programs based on the phase-space slicing method cannot be used because the contribution
from F ! 0 cannot be calculated for realistic values of the phase-space slicing parameter.
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Figure 31: Mean values of event shape distributions compared with perturbative QCD calcula-
tions combined with power corrections fitted to the data.

H1 have investigated power corrections using data collected in ‘94-‘97 corresponding to
an integrated luminosity of 38 pb�1 [113]. The event shape distributions of two definitions of
thrust � = 1 � TZ and �C = 1 � TC , jet broadening Bc, C parameter, scaled jet mass � and of
the minimum jet distances y2 determined with the factorizable JADE and kT jet algorithms are
measured in the kinematic range of 7 < Q < 100 GeV.9 The mean values of selected variables
are shown in Figure 31. In particular at low Q they are measured with high precision. For the
variables shown the power p = 1. Consequently the power corrections tend to be large. Smaller
power corrections are observed (not shown) for the factorizable kT algorithm where the leading
power is predicted to be p = 2.

The value �s and �0 (p = 1) is determined in two-dimensional fits of equation (56) to
the measured mean values. Perturbative QCD in NLO in conjunction with the fitted power
corrections describes the data well (see Figure 31). Perturbative QCD in NLO alone is clearly
incompatible with the data. This is best visible at low Q where the power corrections are

9The definitions of the variables are given in section 1.9.
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largest. Less sophisticated parameterizations of power corrections such as hF ipow = c=Q or
hF ipow = c=Q2, where c is a constant, are excluded by the data [113].

The fitted �s and �0 are shown in Figure 32. They are determined with high experimental
precision for most observables. The choice of the parton density functions has a marginal effect
on the results. The values of �0 are consistent with a single universal value of �0 = 0:5 within
�20%. The spread of the �s(MZ) values is uncomfortably large, however, and the values of
(�s; �0) of various observables disagree within their experimental errors.
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Figure 32: Values of �s(MZ) and �0 from power correction fits for different event shape vari-
ables. The circles correspond to the 1-� and 2-� contours of the experimental errors.

There are several possible explanations for these discrepancies. The effect of unknown
higher order corrections to the perturbative QCD prediction of hF ipert may be large. This is
suggested by the large renormalization scale dependences on the event shape variables. These
dependences are much larger than those of the jet cross sections presented above where tight
event selection criteria are applied. (It should be noted that in [113] �2

R
is varied by factors of

1/2 and 2 instead of the more conventional 1/4 and 4 in order to fulfil the condition �
MS

�
�I � �R.) Varying the infrared matching scale �I between 1.5 and 2.5 GeV has a small effect
on �s compared with the renormalization scale dependence. Of course, the discrepancies may
also suggest further refinement of the applied power correction model.

Summarizing the investigation of power corrections it can be stated: The basic concept
of power corrections is supported by the data. The description of the data by an economic
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model with only one free non-perturbative parameter �0 is a major success. It promises deeper
understanding of the interplay of perturbative and non-perturbative QCD. Further theoretical
progress is, however, needed to evaluate the validity of power corrections properly.

A direct comparison of the fitted analytical power corrections with the hadronization cor-
rections derived from fragmentation models seems natural but has not yet been performed.

3.4 Overview of �s measurements at HERA

An overview of the �s measurements performed at HERA is given in Table 6.10 Only analyses
based on the measurements of jet event rates or jet cross sections are listed. The analyses of �s
using power corrections are not included since currently the theoretical uncertainties related to
this method are difficult to estimate and further rapid development in this field is to be expected.

��s(MZ)

�s(MZ) exp. theor. PDF observable Q2 [GeV2]
R
L [pb�1] reference

0:123 � 0:018 �0:015 �0:009 �0:005 R2+1(Q
2) 100 � 4000 0.3 [108]

0:117 � 0:009 +0:004
�0:005 �0:007 �0:001 R2+1(Q

2) 120 � 3600 3 [109]

0:118+0:011�0:010 �0:008 +0:007
�0:006

+0:005
�0:002 y2 200 � 10 000 7 [110]

0:117 � 0:01 +0:007
�0:006 �0:008 +0:003

�0:002 R2+1(Q
2) 40 � 4000 9 [111]

0:122 � 0:007 �0:003 +0:005
�0:006

+0:003
�0:002

d2�jet
dETdQ

2 150 � 5000 33 [121]

0:119+0:009�0:011
+0:006
�0:008

+0:006
�0:005

+0:001
�0:006 y2 575 � 5000 33 [94]

0:120 � 0:007 +0:007
�0:006

+0:003
�0:002 � R2+1(Q

2) 470 � 20 000 38 [122]

Table 6: �s determinations in DIS at HERA. The last three results are preliminary.

Seen from today’s perspective the first pioneering determinations of � s [108, 109] at HERA
were clearly hampered by the small data samples available and by the fact that the first NLO
programs made approximations that were imprecise. The analyses [110, 111] are much im-
proved in many respects. Their dominant errors are caused by the renormalization uncertainty
and the model dependence of the detector corrections. These analyses used the NLO program
MEPJET which is not the favoured choice today. 11

The preliminary results discussed in the previous subsections benefit from data samples
increased by factors of five. This makes possible the determination of �s from two-dimensional
distributions e.g. jet cross sections as a function ofQ2 andEBreit

T jet
. In addition, the increased data

samples led to an improved understanding of the calibration of the calorimeters thus reducing a
major experimental uncertainty. The phase space regions of large scales can be selected which
leads to a significant reduction of the renormalization scale dependence. The development of

10Only a subset of the preliminary results is shown.
11Using DISENT instead of MEPJET in [110] changes the extracted value of �s(MZ) by �0:003.
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additional NLO programs and their systematic comparisons gives confidence in the correctness
of the NLO predictions used in the analyses.

The main limitations of the current �s determinations are the renormalization scale de-
pendence, the uncertainty of the parton density functions and the possible correlation of the
extracted value of �s with �PDF

s
. The renormalization scale dependence is likely to be reduced

further by selecting processes at even higher Q2 and ET Breit when the large data samples ex-
pected after the luminosity upgrade are available. The correlation with the parton density func-
tions will be overcome by combined fits of �s and the parton densities using the techniques to
be discussed in the next section.

Alternatively a fundamental reduction of the renormalization scale dependence at lower
values of Q2 could be achieved by theoretical progress. The advent of resummed calculations,
as available in e+e� annihilation, for realistic jet selection criteria should allow also the huge
data samples at Q2 < 100 GeV2 to be fully exploited.
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4 Determination of parton densities

The main motivation to determine the parton densities instead of �s from hadronic final state
measurements is the poor knowledge of the gluon density at large momentum fractions � com-
pared with the uncertainty of �s. The gluon density is strongly decreasing with increasing �,
and at large � the structure function measurements in DIS at HERA start to be less sensitive
to the gluon density. Selection of events with two jets in the final state gives direct access to
the gluon density through boson-gluon-fusion. Similarly identification of charm quarks in the
final state through reconstruction ofD� mesons produced by gluon induced eg ! ec�c processes
enhances the sensitivity to the gluon density greatly. These two methods have been applied at
HERA and the results are presented below.

4.1 Fitting techniques

Typical parameterizations of parton density functions depend on four or five parameters for
each parton species. In order to determine these parameters in multi-dimensional fits of dijet
cross sections, perturbative QCD predictions in NLO must be calculated repeatedly for various
parameter values. This creates a major practical difficulty since NLO calculations are time
consuming. Two sophisticated techniques to overcome these difficulties have been developed:
(a) fits in Mellin space [129] and (b) fits using a discrete set of eigenfunctions in x-space [118,
130]

(a) Mellin transform technique
The Mellin transform ~F (n) of a function F (x) is defined by

~F (n) =

Z 1

x

dx

x
xnF (x) (59)

where n is a complex number. The convolution of parton density functions and the partonic
cross sections simplifies to a series of products (for each n) in Mellin space

� =
X
q

Z 1

x

d�

�
fq(�) Cq(

x

�
) , ~�(n) =

X
q

~fq(n) ~Cq(n) (60)

where � and ~� are the (jet) cross section in x-space and Mellin space, respectively. The index q
corresponds to different parton species u; d; :::�u; �d; :::; g.

Given the ~�(n), � can be regained by an inverse Mellin transform

� =
1

2�i

Z
c+i1

c�i1

dn x�n ~�(n) (61)

where the real number c has to be chosen appropriately. In practice the integral can be evaluated
numerically and only a limited number of moments ~�(n) needs to be known.
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The time-consuming repeated calculations of the � for different parton density functions is
avoided by calculating the coefficients ~Cq once and for all. The transformations of the parton
densities fq(�), the evaluation of the ~�(n) according to the right hand side of (60) and the
inversions are fast. The ~fq(�) can be evolved in Mellin space using the parton evolution program
of [128].

(b) Eigenfunction technique in x-space
In this approach the parton density functions fq(�) are approximated by a sum over a discrete
set of values �i multiplied by the corresponding eigenfunctions Ei(�):

fq(�) �
X
i

fq(�i) Ei(�) : (62)

The perturbative expansion of the cross section � given in equation (52) can then be ex-
pressed as

� =
X
q;n

Z 1

x

d� fq(�) cq;n �
n

s
�
X
q;n;i

fq(�i) �
n

s

Z 1

x

d� Ei(�) cq;n =
X
q;n;i

fq(�i) �
n

s
Aq;n;i : (63)

The Aq;n;i have to be calculated using a NLO program. Once they are determined the cross
section � can quickly be evaluated for a given set of parton density functions according to the
right-hand side of equation (63). Two examples of eigenfunctions which were used for the
extraction of the gluon density are cubic splines [130] and triangular functions [118].

4.2 Gluon density from dijet events

H1 have determined the gluon density from measurements of differential dijet cross sections in
the range of 200 < Q2 < 5000 GeV2 and 0:2 < y < 0:6 [131]. The jets are found with the
longitudinally invariant kT algorithm. The transverse jet energies have to satisfy EBreit

T jet
> 5

GeV each and EBreit

T 1 + EBreit

T 2 > 17 GeV. The angular jet acceptance is restricted to �1 <
�lab < 2:5. The double-differential cross sections d2�=dQ2d� where � = x � (1 +m2

12=Q
2) and

d2�=dQ2dx are used in the fit.

In particular the � distribution is directly sensitive to the � dependence of the parton densities
and not to the overall fraction of gluon-induced events only. The distribution of � in different
Q2 ranges is shown in Figure 33. The values of � where the cross section is sizeable extend
from 10�2 to 10�1 approximately (for Q2 > 200 GeV). The hadronization corrections to the
dijet cross sections are taken as the mean value from ARIADNE, HERWIG and LEPTO. They
are less than 10%. H1 have used both techniques (a) and (b) to extract the gluon density.

In the analysis based on method (a) [119], d2�=dQ2dx is combined with inclusive DIS
cross section measurements [132] in the kinematic range of 20 < Q2 < 5000 GeV2. The u
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Figure 33: Dijet cross section d2�=dQ2d� compared with QCD predictions in NLO.

valence quark, gluon and combined sea quark distributions at the starting scale Q2
0 = 4 GeV2

are parameterized as

xf(x;Q2
0) = Af x

�f (1� x)�f : (64)

The d valence distribution is assumed to be correlated with the u valence distribution and further
assumptions on the strange quark densities are made. Parton evolution is performed in Mellin
space. The u and d valence quark sum rules and the momentum sum rule are applied. The value
of the strong coupling is set to �s(MZ) = 0:119 � 0:003. The fits consistently consider the
correlation of the systematic experimental errors. Note that only H1 data are used in the fit.

The extracted gluon density (labeled “F2 + dijets, massless Mellin” ) is shown in Figure 34.
The precision of the gluon density is high. A fit including only the inclusive DIS cross section
(labeled “F2, massless Mellin” ) is fully consistent with the combined fit. The uncertainty of
the fits with and without inclusion of the dijet cross sections is very similar. This is because the
number of bins is much larger for the inclusive DIS cross section than for the dijet cross section.

In a second analysis based on method (b) [118], the dijet cross sections d2�=dQ2d� and
d2�=dQ2dx are combined with the inclusive DIS cross section measurements [132] restricted
to the kinematic range of 200 < Q2 < 650 GeV2 and 0:005 < x < 0:65. This restriction
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Figure 34: Gluon density at large momentum fractions determined using dijet and F 2 measure-
ments.

puts more weight on the dijet measurement than the previous analysis. Here only the linear
combination �(�) =

P
q
e2
q

�
q(�) + �q(�)

�
and the gluon density g(�) is fitted which greatly

reduces the number of fit parameters. No parton evolution is performed and the factorization
scale is set to a fixed value of �2

F
= 200 GeV2. This value is close to the average Q2 of the

inclusive event sample and to the average E2
T jet

of the dijet events. No constraints due to sum
rules are made. The renormalization scale is set to �2

R
= Q2 for the inclusive cross sections

and to �2
R
= Q2 + hE2

T
i for the dijet cross sections. The value of the strong coupling is set to

�s(MZ) = 0:119 � 0:005.12

The resulting gluon density is also shown in Figure 34 (labeled “dijets, no evolution” ). It
is in excellent agreement with the gluon density discussed above while its systematic error is
considerably larger. This is due to the much smaller range of the inclusive DIS cross section
considered and due to the larger uncertainty assumed for �s. The dominant error sources of the
measurement are the hadronic energy scale uncertainty of the H1 liquid argon calorimeter, the
renormalization scale uncertainty and the error of �s.

These results are an important step on the way to combined fits of �s and the parton density
functions. While the first analysis fully exploits the power of theoretical constraints, very few
assumptions are made in the second analysis which thus is more transparent. The extracted
gluon density is relevant e.g. for the interpretation of large ET jet production in p�p collisions.

12For historical reasons the uncertainty of �s(MZ) is assumed to be ��s = �0:005.
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4.3 Gluon density from D
� events

Both H1 and ZEUS have measuredD�� cross sections in DIS [134, 135]. D� mesons are almost
entirely produced in gluon-induced processes  (�)g ! c�c. Their production cross section is
thus sensitive to the gluon density of the proton and can be used to test perturbative QCD
calculations.

The ZEUS analysis is based on data collected in ’96-’97 corresponding to an integrated
luminosity of 37 pb�1. The kinematic range of the measurement is 1 < Q2 < 600 GeV2 and
0:02 < y < 0:7. The decay channels D�+ ! D0�+

s
! (K��+�+

s
) or (K��+���+�+

s
) and

charge conjugates are selected. Only central drift chamber tracks in the polar angular range of
�1:75 < � < 1:75 with transverse momentum of pT > 75 MeV and a corresponding track
reconstruction efficiency above 95% are included in the analysis. The D� reconstruction is
based on requirements on the track momenta of K and � candidates, the momentum ratio of
the D0 and slow pion �s, the mass of the D0 candidate and the mass difference �M of D� and
D0 candidates. The corresponding mass distributions are shown in Figure 35. The D� signal
consists of � 2000 and � 1300 events in the K2� and K4� channel respectively.

Figure 35: Examples of reconstructed D0 mass and �M distributions from D� ! K2� (top)
and D� ! K4� (bottom).

The D� cross sections measured for the decay channel D0 ! K2� with 1:5 < pT (D
�) <

15 GeV and j�(D�)j < 1:5 is

�vis(e
+p! e+D��X) = 8:31 � 0:31(stat:) +0:30

�0:50(syst:) nb : (65)
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The cross section forD0 ! K4� with 2:5 < pT (D
�) < 15 GeV and j�(D�)j < 1:5 is

�vis(e
+p! e+D��X) = 3:65 � 0:36(stat:) +0:20

�0:41(syst:) nb : (66)

The differential cross sections as a function of the kinematic variables and of the D� trans-
verse momentum pT (D

�), pseudorapidity �(D�) and momentum fraction x(D�) are compared
with NLO predictions in Figure 36. The NLO predictions are obtained with the program
HVQDIS [136] based on parton density functions determined from ZEUS and fixed target ex-
periment data [133]. The charm quark mass mc is assumed to be 1.4 GeV and the fragmenta-
tion function of RAPGAP is taken. The choice of mc, of the fragmentation function and of the
hadronization fraction f(c! D�+) each lead to systematic uncertainties of the prediction.

Although the data tend to be shifted towards larger �(D�) and smaller x(D�), the measure-
ment roughly agrees with the expectation of perturbative QCD in NLO (full line). This shows
the consistency with the gluon density measurements in inclusive processes.

Figure 36: DifferentialD� cross sections compared with NLO predictions.

ZEUS proceeds to extract the charm contribution F c�c
2 to the structure function F2 [135]. F c�c

2

is defined by

d2�c�c
DIS

dxdQ2
=

2��2

Q4x

�
[1 + (1� y)2] F c�c

2 (x;Q2)� y2F c�c
L
(x;Q2)

	
: (67)

This corresponds to the definition of F2 with �DIS replaced by �c�c
DIS

, the cross section for the
interaction of a virtual photon with a charm quark or antiquark.
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Figure 37: Ratio of F c�c
2 and F2 compared with predictions based on the parton densities ex-

tracted from F2 [133].

The extraction of F c�c
2 from the visible cross sections �vis requires the extrapolation to the

full pT (D�) and �(D�) range. This is performed using HVQDIS with the fragmentation func-
tion of RAPGAP. The extrapolated cross sections are much larger than the visible ones, and
the extrapolation crucially relies on the correct data description by perturbative QCD in NLO
outside the range of measurement. The contribution of F c�c

2 to F2 is roughly 10% at lowQ2 and
can be as large as 30% at large Q2 (see Figure 37).
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Figure 38: Gluon density from measurement of D� cross sections.
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H1 has extracted the gluon density from theirD� measurements [134]. The measurement is
based on data collected in ‘95-‘96 corresponding to an integrated luminosity of 9.7 pb�1. The fit
procedure is less involved than those discussed for jet distributions above. The quark-induced
cross section is calculated with HVQDIS and is subtracted from the observed cross sections.
The differential cross section are measured as a function of the variable xOBS

g
which is related

to the momentum fraction of the incoming gluon. The gluon density x g(x), determined using
an iterative unfolding technique, is shown in Figure 38. It agrees well with that of [137] and
other determinations within errors.

Further improvement of charm quark analyses in DIS largely rely on larger data samples due
to higher luminosity and/or improved triggering on heavy quark events. Joint reconstruction of
D� and jets is desirable improving the resolution of xg. In addition to reconstructingD� mesons,
high pT leptons from semileptonic decays may be used to tag heavy quarks.
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5 Test of parton evolution equations

One of the first striking results of HERA was the observation of the strong rise of the proton
structure function F2 at small x [138] corresponding to a large increase of the parton density
in the proton. This stimulated the investigation of parton evolution equations alternative to
DGLAP. In particular the BFKL equation which resums logarithms of ln(1=x) has raised much
attention. With the increasing precision of structure function measurements and the extension of
the kinematic range to x � 10�5 it became apparent that inclusive F2 measurements at HERA
are fully compatible with DGLAP evolution (see Figure 11). In order to enhance the sensitivity
to BFKL signatures dedicated measurements of the hadronic final state have been performed.
The main observables are transverse energy flow, charged particle transverse momentum spec-
tra, dijet event rates, forward jet cross sections, inclusive forward charged particle and forward
�0 cross sections.

The measurements are confronted with predictions based on DGLAP evolution as provided
by the QCD models HERWIG, LEPTO, RAPGAP or by perturbative QCD calculations in NLO.
Alternative approaches are represented by:

� analytical calculations based on BFKL evolution

� QCD programs based on CCFM evolution (CASCADE or LDC)

� the colour dipole model (ARIADNE)

� QCD models or perturbative NLO calculations with a resolved virtual photon (RAP-
GAP/HERWIG, JETVIP)

The measurements concentrate on the region of low x and Q2 but frequently extend to larger
x and Q2 where DGLAP evolution is still expected to be valid. Ideally the onset of BFKL
or related signatures is noticed as a deviation from the DGLAP predictions when x and Q2 is
decreased. Simultaneously the data description of the alternative models under investigation
should improve.

5.1 ET flow

The average transverse energy ET in the angular region between the proton remnant and the
struck (current) quark is expected to be larger if the parton cascade is not ordered in kT as
is assumed in the BFKL evolution. Various measurements of the ET flow as a function of
pseudorapidity in different ranges of x and Q2 have been performed [139]. LO calculations of
the average ET as a function of x assuming DGLAP or BFKL evolution are available [140].

The comparison of these calculations with the measurements requires the knowledge of
hadronization effects. These are found to be large and to be very model dependent [69]. Thus
measurement of transverse energy flow does not discriminate between different parton evolution
schemes. It has led to restrictions of MC model parameters instead [141, 142].
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Figure 39: Charged particle transverse momentum spectra in different ranges of Q2 and x.

5.2 Charged particle pT spectra

Particles with large transverse momentum pT are expected to originate from hard QCD radiation
and are unlikely to be produced in the hadronization process. Charged particle pT was proposed
in [143] as an observable more sensitive to parton evolution than transverse energy flow.

H1 have measured charged particle pT distributions in different ranges of x and Q2 [144].
The measurement is based on the data collected in ‘94 corresponding to an integrated luminosity
of 1.3 pb�1. The kinematic range of the measurement is 5 < Q2 < 50 GeV2. The tracks are
measured in the H1 forward and central tracking detectors. The minimal track length required is
10 cm. The track finding efficiency for particles with plab

T
> 0:15 GeV exceeds 93% for central

tracks. The dominant experimental errors are due to the variation of the track selection cuts and
due to the model dependence of the acceptance corrections.
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In Figure 39 the measured spectra are compared with QCD model predictions. The models
LEPTO and HERWIG based on DGLAP evolution underestimate the number of high pT parti-
cles at small x and Q2 but fit the data for x larger than � 0:002. ARIADNE describes the data
in the full kinematic range. An excellent description of these distributions is also obtained by
CASCADE based on the CCFM equation (not shown) [71]. This suggests that deviations from
DGLAP evolution have been seen.

A calculation based on the BFKL equation in conjunction with �� and K� fragmenta-
tion functions [145] describes the data well [146], and evidence for BFKL evolution has been
claimed. Given that the calculation is based on BFKL in LO (without consistency constraint)
and that its normalization is approximated by a fit to measured forward jet distributions, this
conclusion now seems premature. An exact calculation based on the NLO matrix elements
combined with fragmentation functions is not yet available.

5.3 Dijet cross sections at low Q2 and largeET jet

Measurements of dijet cross sections at low Q2 have provided further indication that DGLAP
parton evolution may be insufficient. As an example the dijet rate R2(Q

2) measured by H1
[147] is shown in Figure 40 in the range of 5 < Q2 < 100 GeV2. The measurement is based
on the data collected in ‘94 corresponding to an integrated luminosity of 2 pb�1. The jets are
found with a cone algorithm. The minimum jet transverse energy is 5 GeV while the sum of the
jets’ transverse energies must exceed 13 GeV.

Figure 40: Dijet rates R2 as a function of Q2 compared with QCD models (left) and with
perturbative QCD in NLO (right).

Again the data are not described by QCD models based on DGLAP parton showers (rep-
resented by the curve RAPGAP “Dir” ) while ARIADNE describes the data well. Including
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processes with a resolved virtual photon (RAPGAP “DIR+RES” ) improves the agreement of
RAPGAP.

In Figure 40 (right) R2(Q
2) is compared with perturbative QCD predictions in NLO. DIS-

ENT provides a fair description of the data. The calculations based on JETVIP (labeled “DIR-
PSP+RES” ) includes the contribution of a resolved virtual photon. In the range of this measure-
ment the two NLO predictions are very similar. The agreement of the direct NLO calculation
(DISENT) with the data can be understood from Figure 41. The NLO matrix element which
is considered by DISENT (left) effectively corresponds to the convolution of the LO matrix
element with the photon splitting term of the photon density function (middle) as contained
in RAPGAP. Similarly the convolution of the NLO matrix element with the photon density
function (right) as contained in JETVIP may effectively approximate the NNLO direct matrix
element.

γ*

p

Figure 41: NLO diagram without photon structure  �g ! q�qg (left), LO diagram with photon
structure �qg ! �qg (middle) and NLO diagram with photon structure �qg ! �qgg (right).

Both H1 and ZEUS have performed dedicated measurements to provide direct evidence for
virtual photon structure [148, 149]. H1 have measured the triple differential dijet cross section
as a function of Q2, mean transverse jet energy squared E

2

T jet
and x . The variable x is

related to the photon’s momentum fraction entering the hard scattering. It is reconstructed from
the jets’ four-momenta. The measurement is based on data collected in ‘96 corresponding to
an integrated luminosity of 6 pb�1. The jets are reconstructed with the inclusive kT algorithm.
The kinematic range of the measurement is 1:6 < Q2 < 80 GeV2 while E

2

T jet
> 30 GeV2.

The distribution of x in different regions of Q2 and E
2

T jet
is shown in Figure 42. In any

of the histograms a clear peak of the cross section at x � 1 is seen. This corresponds to the
interaction of a direct photon with a proton constituent. Significant contributions to the cross
section at values of x � 1 are expected if the photon has a structure and only the momentum
carried by one of its partons enters the scattering process. Contributions at low x are indeed

observed whenever E
2

T jet
� Q2. The data distributions are well reproduced by QCD models
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incorporating virtual photon structure (HERWIG/DG) while models without it (HERWIG/DIR)
only describe the region of large x .

Figure 42: Triple differential dijet cross sections at low Q2

5.4 Forward jet production

The cross section for jet production in the forward (proton) direction has been proposed as a
measure sensitive to parton evolution in [150]. Applying the selection criteria

k2
T jet

� Q2 and xjet � x (68)

the phase space region with gluons strongly-ordered in transverse momentum Q2 = k2
T n

�
k2
T n�1 � :::� k2

T 1 is suppressed, leading to increased sensitivity to BFKL dynamics.

Several measurements of forward jets are available [151, 152]. The measurement of ZEUS
is shown in Figure 43. It is based on a data sample of 6.5 pb�1 collected in ‘95. The jets are
reconstructed with a cone algorithm in the laboratory frame. The jets’ transverse energy must
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exceed 5 GeV. The kinematic region is defined byQ2 > 10 GeV2 and 2:5 �10�4 < x < 8 �10�2.
It is required that xjet = pZ jet=pproton > 0:036 and 0:5 < E2

T jet
=Q2 < 2:0, thus satisfying the

condition (68). The measurement is experimentally challenging. Both detector acceptance and
resolution are relatively low and the tight cuts lead to small cross sections.

Models like HERWIG, LEPTO and RAPGAP with O(�s) matrix elements and DGLAP
parton shower evolution again disagree with the data. They predict too small a forward jet cross
section at low x. This is also valid for perturbative QCD calculations in NLO which were able
to describe the dijet rate R2(Q

2) presented earlier. The data are described by: ARIADNE and
by RAPGAP including resolved photon contributions [154]; by perturbative QCD in NLO with
resolved virtual photon contribution as available in JETVIP; by calculations based on the LO
BFKL equations modified to include sub-leading terms (consistency constraint) [37]. (Note that
not all predictions mentioned are shown in the Figure.)

ZEUS have also measured the distribution of E2
T jet

=Q2 without imposing the constraint
0:5 < E2

T jet
=Q2 < 2:0 (see Figure 44). This distribution is a particular challenge for QCD

models since very different phase space regions are covered at the same time. Only RAPGAP
with resolved virtual photon and JETVIP describe the data in the full range of E 2

T jet
=Q2.

Summarizing, it is a major achievement that several sophisticated theoretical approaches
have meanwhile been developed that describe the forward jet cross sections. It must be kept in
mind that the uncertainty of the predictions and that of the measurement are considerable. In
some of the comparisons hadronization corrections are not included.
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Further measurements with forward jets have been proposed. The distribution of the az-
imuthal angle between the forward jet and the scattered electron was suggested to discriminate
between BFKL and DGLAP evolution (azimuthal decorrelations) [156]. The azimuthal distri-
bution has been measured but its shape is roughly reproduced by all QCD models suggesting
that this observable is less sensitive to parton evolution than expected [152]. In addition the
study of the azimuthal angle between the jets in dijet events at small x was proposed and cal-
culations exist [155]. Since no (preliminary) data are yet available this method is not discussed
here.

5.5 Forward �0 production

Inclusive forward pion cross sections as a function of x,Q2, transverse momentum and pseudo-
rapidity have been measured by H1 [157]. The measurement is based on the data collected in
‘96 corresponding to an integrated luminosity of 5.8 pb�1. The �0 candidates are selected in a
polar angular region of 5Æ < �lab

�
< 25Æ. The �0 transverse momentum in the hadronic centre-

of-mass frame must exceed 2.5 GeV. The selection of particles with large transverse momenta
gives sensitivity to the dynamics of the strong interaction. The �0s are identified using a shower
shape analysis. (The �0 energies are too high to detect the photons from the decay �0 ! 

directly). Due to the fine granularity of the H1 liquid argon calorimeter the reconstruction purity
is significantly higher than that of forward jets. Forward neutral pions are also measured with
higher precision than forward charged particles [152].

The data shown in Figure 45 show a strong rise of the cross section with decreasing x

similar to that of the inclusive cross section. Models with parton shower evolution according
to the DGLAP splitting functions fail to describe the data at low x. Inclusion of processes with
a resolved virtual photon using RAPGAP improves the agreement with the data considerably
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although some discrepancies at low x and low Q2 remain. Calculations based on the modified
LO BFKL equations (consistency constraint) [37] convoluted with �0 fragmentation functions
[145] give the best description of the data.
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Figure 45: Inclusive forward �0 cross section as a function of x in three ranges of Q2.

The forward pion cross sections belong to the observables most sensitive to parton evolution
at low x. The success of the predictions based on the modified BFKL evolution is remarkable.
It should be noted that the calculation depends on an infrared cut-off and on the choice of
the renormalization scale. (The latter also limits the predictive power of DGLAP predictions.)
Again calculations in NLO for parton evolution according to DGLAP or BFKL equations are
not yet available.
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6 Inclusive particle distributions

Perturbative QCD has been remarkably successful when applied to hard scattering processes
with pronounced jet structures and when hadronization effects are relatively small. Soft inter-
actions and the formation of hadrons are much less well understood. Thus particle momentum
spectra and particle multiplicity distributions in high energy reactions cannot be rigorously cal-
culated without model assumptions.

The study of these and related observables which are presented below tests perturbative
QCD at its limits of validity. It investigates to which extent particle spectra still reflect the
properties of perturbative parton shower evolution, and it allows to see effects of soft gluon
interference. Comparison of measurements from different initial reactions, tests the ‘univer-
sality’ of the fragmentation process. Finally, perturbative QCD in NLO predicts the energy
dependence of fragmentation functions, although –as for structure functions– the fragmentation
functions themselves cannot be calculated.

The large range inQ2 which is accessible in DIS at HERA is a particular advantage in many
of the analyses presented below. The complex initial (and final) state and the presence of boson-
gluon-fusion –in addition to quark scattering– may again be expected to make data description
in DIS more challenging than in e+e� annihilation.

6.1 Charged particle multiplicities

The mean charged particle multiplicity in DIS at HERA was measured in [158, 159, 160, 161,
162]. A recent example is given in Figure 46 [162]. (Experimental aspects of the corresponding
analysis are covered in section 6.2.)

The mean multiplicity increases over a factor of six in the kinematic range of 10 < Q2 <

5120 GeV2. For values of Q2 larger than � 80 GeV2 the mean multiplicity agrees with that
measured in e+e� annihilation [163] at the corresponding centre-of-mass energies.13 This con-
firms the expectation of approximate universality of quark fragmentation. At lowQ 2 significant
differences between e+e� annihilation and DIS are observed, however. These are caused by
the depletion of the current hemisphere due to higher order processes which has no analogue
in e+e� annihilation. The possible configurations of the quark and gluon produced in a QCD-
Compton process as seen in the Breit frame are illustrated in Figure 47 [164]. The configuration
(c) where the partons are both produced in the target hemisphere is likely to yield a significantly
reduced number of particles in the current hemisphere.

Charged particle multiplicity distributions have been measured in different rapidity regions
of the hadronic centre-of-mass frame in [160]. Log-normal distributions [166] and negative
binomial probability functions give a fair parameterization of multiplicity distributions although
deviations from the data are seen at small multiplicities. The scaled multiplicity distribution
	(n=hni) = hni � P (n) is widely used to investigate the multiplicity distributions at different
Q2. P (n) is the probability to observe an event with n particles, hni is the mean multiplicity.
The hypothesis of KNO scaling [167] predicts 	(n=hni) to be independent of Q2. At low Q2

13The mean multiplicity of the e+e� experiments is divided by two.
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Figure 46: Mean charged particle multiplicity in the current hemisphere of the Breit frame.
Measurements from e+e� annihilation and fixed-target DIS are also shown.

clear deviations from KNO scaling are observed in the current hemisphere of the Breit frame
[158, 161]. This may again be attributed to the influence of higher order processes discussed
above for the mean charged particle multiplicity.

a) b) c)

pz

Figure 47: Possible parton configurations after absorption of the virtual photon in the Breit
frame. The proton remnant points to the right.

6.2 Fragmentation functions and scaling violations

Inclusive charged particle distributions cannot yet be calculated within perturbative QCD. The
fragmentation probability of a parton i into a hadron h with momentum fraction x can, however,
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be parameterized by universal fragmentation functions Dh

i
(x;Q2), where Q2 represents the

QCD scale of the process. As for the parton densities, perturbative QCD predicts the scale
dependence of the fragmentation functions according to the DGLAP equations

dDh

i
(x;Q2)

lnQ2
=
X
j

Z 1

x

dz

z
Pji(z)D

h

j
(x=z;Q2) (69)

where the Pji are the splitting functions which are identical to those of equation (27) in
LO. Convolution of the fragmentation functions with the partonic cross sections predicts the
inclusive single hadron momentum distribution 1=�DISd�=dxp where xp = 2p=Q is the scaled
hadron momentum (denoted x in (69)). Comparing such predictions with inclusive charged
particle distributions measured in e+e� experiments, fragmentation functions have been deter-
mined in a procedure very similar to the determination of structure functions in DIS [145].

Figure 48: Fragmentation functions in the current hemisphere of the Breit frame compared with
NLO predictions combined with a power correction.

Both H1 and ZEUS have measured inclusive charged particle spectra as a function of scaled
hadron momentum xp = 2pBreit=Q. The ZEUS measurement is based on the data collected in
‘94-‘97 corresponding to an integrated luminosity of 36 pb�1. Tracks with plab

T
> 150 MeV

where selected in the range �1:75 < �lab < 1:75, the region where the central tracker response
is best understood. In Figure 48 the data are shown as a function of Q2 for different ranges
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of xp. The spectra have been corrected for decay products of � and K0
s

originating from the
primary vertex. (The measurement is in fair agreement with preliminary measurements of H1
[168].)

At large xp a significant decrease of the distributions with increasing Q2 is observed corre-
sponding to the production of more particles with smaller fractional momentum. This behaviour
is indicative for scaling violations in the fragmentation function. For smaller values of x p the
distributions rise with increasing Q2.

The measurements are compared with a NLO calculation [173] folded with the fragmenta-
tion functions of [145]. At large Q2 and not too small values of xp the data and the calculation
agree well. The agreement with a calculation using fragmentation functions derived from e+e�

annihilation data shows the universality of the fragmentation process.

It is interesting to investigate the data description at small xp and small Q2 where the distri-
bution is steeply falling. This region is likely to be influenced by power corrections. A power
correction of the form 1=[1 + (�=Qxp)

2] has been suggested [174] and is applied on top of the
NLO prediction for the extreme scenarios � = 0:1 and 1.0 GeV (defining the shaded band in
the Figure). First calculations of the power corrections were reported by [176]. The validity of
the NLO prediction at small values of Q2 and for particle momenta close to hadron masses is
limited [173], and the pure NLO calculations significantly overshoot the data (not shown). The
addition of the power correction gives agreement with the data. At large values of Q2 and xp
where the power corrections are small, extraction of the strong coupling should be possible.

6.3 Particle spectra at small x

Although large deviations between NLO predictions and data are observed in the region of small
momenta (small xp), predictions in this region are still possible in the framework of Modified
Leading-Logarithm Approximation (MLLA) where terms of � = log(1=xp) are resummed.

In the MLLA the leading contributions from the collinear and soft singularities are re-
summed considering colour coherence. The non-leading single logarithms are also resummed.
Assuming LPHD, parton distributions calculated in the MLLA can directly be related to the cor-
responding measurements of hadrons by simple normalization constants. MLLA in conjunction
with LPHD makes predictions as a function of two parameters only, the effective QCD scale �
and the cut-off parameterQ0.

Due to the coherence effects, the mean parton multiplicity in a parton cascade rises more
slowly with initial parton energy than otherwise. The distribution of scaled particle momenta
expressed in the variable � = ln(1=xp) = ln(Q=2pBreit) is modified to a skewed Gaussian.
MLLA predictions exist for mean m, width w and the higher moments kurtosis k and skewness
s of the � distributions. The ZEUS collaboration have measured � distributions in the current
hemisphere of the Breit frame for 10 < Q2 < 5120 GeV2. The distributions are well described
by distorted Gaussian functions of the form

1

�DIS

d�

d�
= exp

�
1

8
k �

1

2
sÆ �

1

4
(2 + k) Æ2 +

1

6
sÆ3 +

1

24
kÆ4
�
; (70)
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Figure 49: Q2 dependence of mean, width and higher moments of the � distributions measured
in the current hemisphere of the Breit frame. Also shown are fits to MLLA predictions.

where Æ is related to the width and mean by Æ = (� �m)=w.

The evolution of mean, width, kurtosis and skewness with Q2 is compared with MLLA
predictions assuming LPHD for different values of Q0 at � = 175 MeV in Figure 49. The
Q2 dependence of the mean is well described by MLLA but no consistent description of mean,
width, kurtosis and skewness can be achieved. This may be related to the observed correlations
between the target and current hemisphere as discussed in the next sections or to the assumption
of massless partons in the MLLA predictions [171]. The DIS data roughly agree with data from
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e+e� annihilation also shown.

The � distribution of particles with xp < 1 have also been measured for the target hemi-
sphere and are shown together with those of the current hemisphere in Figure 50. Note that
values of xp > 1 are kinematically allowed in the target hemisphere. The restriction xp < 1

selects only a small part of the complete phase space which is expected in the MLLA to yield a
Gaussian � distribution with a maximum in the range of � = 1:5� 2:5 [172].

A very different behaviour of the � distributions in the target and current hemispheres is
observed. The target hemisphere distributions do not show the approximate Gaussian shape
as those in the current hemisphere. Thus again a clear deviation from MLLA is observed.
The QCD models ARIADNE, LEPTO (without SCI) and LDC give a fair description of the
distributions in the target hemisphere.

Figure 50: ln(1=xp) distributions for the target and current hemispheres.

6.4 Angular correlations

Observables measuring two-particle correlations are complementary to the global particle mul-
tiplicity or inclusive particle spectra. They promise to be even more sensitive to the detailed
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characteristics of the hadronic final state and their comparison with analytical QCD calcula-
tions, QCD model predictions and measurements in e+e� may be more likely to reveal current
limitations of theoretical understanding.

γ ∗

current target

nnc t

Z

θ 12

Θ

2x
)x-1(

-Q/2

Q

-Q

P
P

Figure 51: Illustration of the correlations beween particles in a cone of opening angle � sepa-
rated by the angle �12 in the current hemisphere of the Breit frame.

In the Double Logarithmic Approximation (DLA), the leading contributions from the col-
linear and soft singularities are resummed. The change of energy and momentum of a parent
parton due to parton radiation is ignored as well as finite energy effects (which are only con-
sidered in the MLLA). DLA predictions exist for the normalized two-particle density Ŷ and
the correlation function Y . These observables are related to the inclusive two-particle density
� which measures the density of particle pairs separated by the angle �12 in a cone of opening
angle � centered around the Breit frame axis as illustrated in Figure 51. The DLA predictions
are available as a function of the scaling variable � given by

� =
ln(�=�12)

ln(P sin�=�)
(71)

where � is the QCD scale and the initial parton momentum P is set to Q=2. The variables Ŷ
and Y are given by

Ŷ (�) =

ln

�
�(�)

hn(�)i2 �
p
ln [P sin�=�]

�
p
ln [P sin�=�]

and Y (�) =

ln
�(�)

�mix(�)p
ln [P sin�=�]

(72)

where � is 1.15 for nf = 3, and hn(�)i is the mean particle multiplicity in the cone of opening
angle �. �mix is the two-particle density calculated using particles from different events. By
introducing �mix, Y is expected to be less dependent on the single-particle spectra than Ŷ . Both
observables are predicted to be independent of Q and �.

ZEUS have studied two-particle correlations with the data collected in ‘95 corresponding to
an integrated luminosity of 6.4 pb�1 [177]. The Ŷ distributions measured in a large range ofQ2

are shown together with the DLA predictions for both constant and running �s in Figure 52. A
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Figure 52: The normalized two-particle density Ŷ (�) compared with analytical QCD predic-
tions in the DLA.

fair description of the data is achieved for � = 250 MeV at sufficiently high Q2. The measure-
ment nicely excludes a constant value of �s. For both Ŷ and Y the predicted independence on
� is supported (not shown) and the discrepancies between data and predictions decrease with
increasing Q2.

Y is significantly less well described than Ŷ in particular at low Q2. A comparison with
e+e� annihilation at comparable energy (see Figure 53) suggests that two-particle correlations
are non-universal although errors are still large.

6.5 Current-target hemisphere correlations

Long-range correlations in rapidity have been studied in various reactions at different energies.
Positive correlations have been reported in e+e� annihilation at LEP1 and are mainly due to
heavy quark production [180].

Correlations between the particle multiplicity in the current and target hemispheres of the
Breit frame have been investigated by the ZEUS collaboration using the same data as above
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Figure 53: The correlation function Y (�) for Q2 > 2000 GeV2 compared with analytical QCD
predictions and results from e+e� annihilation.

[177]. As a simple measure of the correlation strength the correlation coefficient

� =
hncnti � hncihnti

�c �t
(73)

is introduced. Here, nc and nt are the number of charged particles in the current and target
hemispheres, respectively. �c and �t are the standard deviation of the corresponding multiplicity
distributions.

The measured value of � is shown as a function of Q2 and x in Figure 54. Large anti-
correlations –corresponding to negative �– are observed, which decrease with Q2 and x. Once
again ARIADNE describes the data best.

Anti-correlations in DIS are expected to arise due to the higher order processes QCD-
Compton scattering and boson-gluon-fusion [178]. Essentially no correlation, corresponding
to � � 0, is expected for QPM events. At low Q2 BGF is by far the dominant higher order
process. Measurement of � may thus provide a tool to determine the fraction of BGF events,
complementary to the measurements of jet rates.

6.6 Bose–Einstein correlations

Identical bosons prefer to occupy the same quantum state. This leads to Bose-Einstein correla-
tions (BEC) –an increased probability of identical bosons to be produced at small momentum
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Figure 54: Multiplicity correlations between the current and target hemisphere of the Breit
frame.

separation compared with the probability for non-identical bosons. BEC were first observed for
charged pions by Goldhaber in p�p collisions [181] and have since been investigated by various
experiments in different scattering processes [182, 183, 184, 185].

BEC are usually expressed in terms of the normalized correlation function

C(T ) =
�2(p1; p2)

�1(p1)�1(p2)
(74)

where �2(p1; p2) is the probability density for production of two identical bosons with four-
momenta p1 and p2. The Lorentz invariant variable T 2 = (p1� p2)2 =M2

2 � 4m2
�

is a measure
of distance of the bosons. Here M2 is the invariant mass of the two bosons and m� is the
pion mass. The product of the single-boson densities �1 in equation (74) serves as a reference
distribution which ideally considers any correlations other than BEC. Such correlations can be
due to the decay of resonances, due to energy, momentum and charge conservation and due to
the overall event topology.

Several parameterizations of the correlation functionC(T ) have been proposed. Assuming a
spherically symmetric pion source with a Gaussian radial distribution, results in the correlation
function

C(T ) = N(1 + �e�T
2R2

) (75)

where R is the source size and the parameter �, with values from 0 to 1, measures the strength
of the correlation. N is a normalization factor.
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BEC have been measured by the H1 collaboration [186]. The measurement is based on
a data sample of � 50,000 events collected in ‘94. The reference distribution was constructed
using unlike-charge pairs of particles from the same event or from mixing charged particles from
different events. The residual biases were estimated using Monte Carlo calculations without
BEC and are considered by taking the double ratio CData(T )=CMC(T ). The measurement
crucially relies on the precise reconstruction of T in particular at small T . The resolution of T
is determined to be 3.5 MeV for T=0.1 GeV. Misidentification of a single track as two separate
track pieces leads to two like-sign tracks at small T and thus mimics BEC. After application of
track quality requirements the splitting probability is 0.3%.
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Figure 55: Bose-Einstein-correlations for references samples based on event-mixing (top) and
unlike-charge pairs (bottom) fitted to different parameterizations of the correlation function.

In Figure 55 a significant signal of BEC is observed. The size of the effect does not depend
on T 2, x or W . No significant difference for diffractive and non-diffractive events is seen. The
systematic errors are smallest for the event-mixing method. Using this method and the Gaussian
parameterization of the correlation functions, the source size R and the correlation strength �
are determined to be

R = 0:54 � 0:03 (stat:) +0:03
�0:02 (syst:) fm (76)

� = 0:32 � 0:02 (stat:)� 0:06 (syst:)

The measured source size R is in fair agreement with that determined in lepton-nucleon
scattering experiments at lower energies and that in e+e� annihilation. This confirms the uni-
versal character of hadronization and the approximate size of the hadronization region of 1 fm.
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There is continuous interest in Bose-Einstein correlations e.g. in connection with the W
mass measurement from W+W� production at LEP2 [187]. Theoretical models have been
proposed which treat the shape of the pion emitting source in more than one dimension [188].
Corresponding measurements have been performed at LEP [189]. Given these developments
analysis of BEC in DIS based on a much increased data sample seems worthwhile.
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7 Conclusions

With the advent of the ep collider HERA a new era in DIS has begun. HERA extends the
kinematic range accessible in fixed target experiments by several orders of magnitude in x and
Q2. The collider detectors H1 and ZEUS are instrumented to measure the scattered lepton and
the hadronic final state precisely. Powerful tests of QCD and of the electroweak sector of the
standard model are made possible through measurement of inclusive DIS cross sections. A
wealth of additional information is provided through investigation of the hadronic final state.

Due to the complexity of DIS events and the pioneering character of hadronic final state
measurements at HERA, analysis concepts and interpretation of results have not always been
obvious. This has led to a particularly close collaboration of experimentalists and theorists. In
parallel with the increasing number and precision of experimental results the development of
QCD Monte Carlo models, analytical QCD calculations and of NLO programs has taken place.
Eight years after the start of ep collisions at HERA understanding of the hadronic final state in
terms of QCD has reached maturity. The most important results covered in this review are:

� Perturbative QCD in next-to-leading order gives a good description of multi-jet produc-
tion including the kinematic range of Q2 > 10; 000 GeV2 and invariant dijet masses up
to 150 GeV as well as the regions of low Q2 and x.

Current QCD Monte Carlo programs, in contrast, have difficulties modelling the hadronic
final state precisely.

� The value of the strong coupling �s is found to be consistent with the world average. The
renormalization scale dependence of �s has been determined as a function of Q2 and jet
transverse energy and corresponds to the QCD expectation.

� Overall, the concept of analytical power corrections to mean values of event shape dis-
tributions is supported. The spread of the values of �s(MZ) and of the effective strong
coupling �0 for different event shape variables indicates that further theoretical progress
is necessary.

� The gluon density of the proton is determined for momentum fractions x > 0:01 where
determinations from structure function measurements start to be less sensitive.

� Various experimental signatures suggesting deviations from DGLAP parton evolution are
observed at low x, the region of high parton densities. Further experimental and theoreti-
cal progress is still needed for unambiguous interpretation of the data.

� Analyses of charged particle multiplicities and momentum spectra reveal limitations of
analytical QCD predictions.

In autumn 2001 after completion of the luminosity upgrade, HERA is expected to provide
an integrated luminosity of 150 pb�1/year. Equipped with the huge data sample that will finally
be collected, major progress is expected from:
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� the extension of existing measurements with higher precision
This concerns in particular the region of Q2 > 10; 000 GeV2, which can be investigated
with high experimental precision. In addition stricter selection criteria for multi-jet events
will reduce theoretical uncertainties and notably increase the precision of �s measure-
ments. Combined fits of structure functions and jet cross sections are expected to reduce
the impact of other experiments and the related systematic uncertainties substantially.

Note that the larger data sample will not only lead to smaller statistical errors but will also
help reduce experimental systematic errors through e.g. improved calibration.

� access to fields that are as yet unexplored
This includes the systematic study of jets in tagged heavy flavour events; systematic mea-
surement of identified particle distributions; separation of quark/antiquark and gluon jets
with jet charge methods; study of the three-gluon vertex and measurement of the QCD
colour factors in three-jet events at moderate Q2.

� new theoretical developments
Improved data description by QCD Monte Carlo models remains important. It will lead
to better estimates of experimental errors and to better understanding of the hadronic final
state. NLO programs should include Z0 and W� exchange since the region of high Q2

is the main focus of attention after the upgrade. Further clarification of inconsistencies
between existing programs is desirable. Resummed calculations for typical experimental
observables, if feasible, should have enormous impact on the precision of QCD tests and
would extend the region that can be tested with perturbative QCD.
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[187] see e.g. L. Lönnblad and T. Sjöstrand, Eur. Phys. J. C2 (1998) 165;
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